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Abstract

We report on the development of a frequency domain method of analysis in the Panzer

foundation of Charon.

We first present a harmonic balance approach for calculating the frequency-domain re-

sponse (in its weak form) of a non-linear system of partial differential equations (PDEs). Our

approach is anemable to adaptation of Charon's transient PDE models for frequency domain

analysis. We make an observation that allows us to analyze either small-signal or large-signal

responses with minimal specialization of the algorithm.

We conclude by confirming our small- and large-signal analyses of a transient, linear Helmholtz

equation by comparing its analytic solution to our results. We include figures from a sequence

of non-linear perturbations of this system, showcasing the fact that, when the non-linearities

are insignificant, the small- and large-signal analyses obtain similar solutions. On the other

hand, we depict the inadequacy of a small-signal analysis to accurately capture the response in

the presence of a large non-linearity, and underscore the requirement to employ a large-signal

analysis for modelling highly non-linear systems.
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1 Notation

We consider a parabolic PDE
au = .F (u(x, t), f (x, t))at

on a compact domain D C IR3, where f (x,t) is a quasi-periodic function whose spectrum is sup-

ported at positive integer linear combinations of stimulus frequencies 0 < w1 < ... < WM for M E N.

Any boundary conditions are assumed to be band-limited to this same set of frequencies. We seek

its solution u (x , t) . Under reasonable conditions on .F, the solution u (x , t) is itself a quasi-periodic

function.

Denote the vector of stimulus frequencies by 65 = (w1,...,WA4). A harmonic balance method

adopts (7) into a truncation scheme T C ZA4 which indexes integer linear combinations of the stimu-

lus frequencies faithfully, i.e. 1 T1 = 16) • T 1, and which supports the spectrum of f . The truncation

scheme dictates the truncated frequency basis n := (7) • T . Our harmonic balance assumes the solu-
tion ansatz

u(x,t) = Uo (x) + E [1,17ci(x) cos(Ti • cVt) + 14(x) sin(Ii • cVt)] .
otET

We express f in the corresponding form, following the truncation scheme, as

f (x,t) = Fo (x) + E [F,, (x) cos(li • Cvt) + Fesi(x) sin(a • &t)] .
reET

We call P := maxF,ETIV411 to. the order of the truncation scheme, and H := 17-1 the total number of har-

monics of the truncation scheme. We introduce an ordering >-- on T so that a >-- # if and only if

a • di > # • di; note that I n I = 2M + 1, accounting for the cosine, sine, and constant terms.

2 Mathematical description of harmonic balance approach

A successful harmonic balance method first determines a system of equations whose degrees

of freedom are the coefficients of the solution ansatz, {Uo(x), U1,(x),14(x)lk = 1, ...,2H}, and then

solves this system to determine these coefficients. In the weak form, this amounts to minimizing

the residuals coming from projecting (F — at) (u) onto a space of spatial-temporal test functions.
In this section, we focus on obtaining this system of harmonic balance equations.

Let {xn} be the set of nodal points of a mesh M c D, and let {0 nlxn E M} be the set of nodal

basis functions. Our set of spatial-temporal space of test functions is given by

{On 0 ip(Pn 0 cos(27rwkt),6/on 0 sin(2ircokt)lxn E D,cok E ill.
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Hence, the system of residual equations is, for all admissible n and k:

t=1

0 = f f
=0 v

o = f
t=i

f [GF — at) (u)] • On • cos(27uokt)dxdt
t=o v

0 = f
t=i
f [GF — at) (u)] • on • sin(27rcekt)dx dt

t=o v

[(.F — at) (01 • On • ldxdt

Let the right-hand sides of these equations be denoted by 'R,o,R,,,ck ,R,swk' respectively. Note that

'TZEk is nothing other than a (spatially integrated) Fourier coefficient of (T — a u, so the harmonic

balance method essentially drives the frequency domain response of the system to O.

For example, fix cok E 0; for each nodal basis function on (having support in V c D) we obtain:

Rwck (uo,
'kJ] U'El~

(T(u) — a tu, On(x,y) ® COS (276-40).C2(yx [0,1])

t=1

ft=0 fv.F(u(x,y,t)) • On (x,y) • cos(27-rcekt)dvolvdt by linearity

t=i
atu • On(X,y) • cos (271-wkt)dvolv dt

E [f T(u(x,y,ti)) • On (x,y) dvolvi wi cos(27cekti) by quadrature in dt
i=o

t=1

+27rwk ft=0 fvu(x,y,t) • (pn(x,y) • sin (2n-wkt) dvolv dt by IBP in t

E [f T(u(x,y,ti)) • On (x,y) dvolvi wi cos(27-cwkti)
i=o

1 t=i+ 27(.44-
2 
f 1-1,s,

k 
• go,i(x,y) dvolv since ft_o u(t) • sin (27rwkt) dt =

V 

where wi = 2 if i = 0, L or else wi = 1 (for the trapezoidal rule). Note that

RTD(u(ti),(Pn):= [fv.F(u(x,y,ti)) • On(x,y)dvold

LIS
Wk

is a residual equation calculated by a transient simulation, say, at each time step in a backward

Euler method of analysis.

3 Implementation of approach

We arrive at the following process for calculating the harmonic balance residuals Rof REkflZ.,Sok:
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1. For each i = 0, L, set up the frequency domain degrees of freedom Uo,

u(ti) = Uo • 1 + E [ucc„k • cos(27rwkti) + 114 • sin(27rcokti)]
co/cc()

2. Calculate the time domain residual

TZTD (14(t i), On) :=f (u(x,y, ti)) • On (x ,y) dvolv

3. Combine the time domain residuals and the '"at residual to form

Rwck =ER,TD(u(ti),6po•wi• cos(2rrwkti) + 7rcek f Lek (x ,y) dvolv
i=o

We present this process as an algorithm:

Initialize FD residual: 'R,Sk = nwk (1I(Sq, On) £2 (V)

Determine DOF at ti: u(ti) = Uo + Eti_o [RSkcos(wk27-cti) + Uwk sin(wk2nti)]

Contribute ti TD residual: R,Sk = TD(u(4), thr n) • Z V i • cos (2 71-Cekt i)

where we perform the steps outlined by the brace for each ti, for i = 0, ..., L. We refer to these

steps as the Initialize, DOF(ti), and Update(t) steps. Note that the number of time integration

points should be at least 2max{ Icek }, by the Nyquist Sampling Theorem, i.e., L = 2wm. These

frequencies may be large, so we remap the frequencies.

3.1 Incorporation of small-signal analyses

The preceding discussion presented an algorithm for performing a large-signal analysis, cap-

turing non-linear interactions between the stimulus harmonics according to the truncation scheme.

In this section, we consider a modification of the preceding algorithm to achieve a small-signal

analysis.

The small-signal approximation is that superposition applies: for each 0 < k < H, only the

U‘Sk cos (cok27rt) and Wyk sin(cok2n-t) terms of the degree of freedom contribute to R,Sk and Rwk, and

these degrees of freedom interact only at the first order. In symbols, this amounts to

•F (110 E [U,Sk cos(cok2n-t) + Lek sin(cok27t)]
k=0

(Up) E (1_1,Sk cos(cok2mt)) .F (Lek sin(cok270)]
k=0
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Including the temporal derivative, this means that the PDE decouples to become:

(1. — at) (u) = —at) (E[u(Sk cos(co2rtt) + Wok sin(cok27-ct)1
k=0

E [(F— at) (u,Sk cos(co27-ct) + Lek sin(cok2rct))]
k=0

E [(T— at) (u„Sk cos(w2Tht)) + — at) (4, sin(cok270)]
k=0

k

E [T(ucsk cos(w27-t0) + UcCok sin(cok2nt) + (Lst,k 
sin(wk—T C f)) — U,Sok cos(wk2Tct)]

=0 

By letting ti index an equation - and not time - we can modify an implementation of the large-

signal method to instead capture the small-signal response by applying this mathematical as-

sumption. Consider the following modification to the steps above for determining the cosine

residual equations (denoting the large-signal and small-signal procedures by LS and SS):

LS Initialize: R.ck

SS Initialize: R,C
COk

Trtek (Wok I ) L2 (v)

Th-cok(Wok/On) r2(17)

LS DOF(ti): u (ti) = Uo • 1 + 11,S1 • cos(c0127-cti) + Ucsol • sin(coi2Tcti)

SS DOF(ti): u(ti) = Uo • 5io U(S1 • 8i1 • COS (Cei2nt) U,5„1 • 0

LS Update(ti): R-Sk + = TZTD (it (t i)) • ID i • COS(C0k2Trti)

SS Update(ti): Rwk + = (14(ti)) •05ik • TV cos(wk2n-ti)

where Jik is the Kronecker delta symbol, equal to 1 when i = k and equal to 0 otherwise (and where

wi = 1 for i = 0, L and wi = 2 otherwise, as before). As i ranges through 0, L, we loop through

the DOF(ti) and Update(ti) steps. For the large-signal analysis, L is determined by the truncation

scheme, and is at least that suggested by the Nyquist Sampling Theorem. For the small-signal

analysis, we have L = 2H — 1 (the number of constant, cosine, and sine terms) residual equations.

For example, k = 1 yields .F(u(ti)) = •(14 cos(cok27-cti)), so that .F only depends on UF01:

t=i

(‘,01' col ‘,01' n
LTC 7rce (us 4, \

+ f Rip (UcCo1 COS(C01270) • cos(coi27t)dt
r2(v) t=0

Hence, this method applies the assumption that the harmonic cos(coi27t) only interacts with

sin(cei27-rt), and no other harmonics, to the first order. Non-linear terms introduce cross-harmonic

interactions, and are not included. In this sense, only the truncation coefficient vectors which are
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0 in the components for w2, ...,wm are captured. We present the algorithm for the sine residual

equations for completeness:

LS Initialize: Rs

SS Initialize: Rsk

LS DOF(ti): u (ti)

SS DOF(ti): u (ti)

LS Update(ti): 'R,Sk

SS Update(ti): RSk

TCCOk(UcSk, On) r2 (17)
711.4.4 (USk On) L2 (V)

= Uo • 1 + U,S1 • cos(w127-rti) + L s„1 . sin(ce127-rti)

Uo • gm + U,S1 • 0 + licsol • • sin(cei27rt)

+ = RTD(14(0) • wi • sin(wk27ti)

+ = Rip (1,1(ti)) • gik • wi • sin(wk27rti)

4 Validation

When it is known a priori that the solution u is band limited, then a reasonable implementa-

tion of the harmonic balance method with a truncated frequency basis containing the frequency

spectrum of u should recover u. In this section, we verify our method on a linear PDE with a

band-limited analytic solution. We then also present the results of a non-linear perturbation of

that simple system.

4.1 Solution of a linear transient Helmholtz problem

Consider the PDE

au
at = .F(u(x,t)) = uxx on the domain [0,2VT-r] x

with Dirichlet boundary conditions

u(0,t) = sin(27-ct)

u (2A,Fr, t) = e-27r sin(27-rt)

where S1 is simply the interval [0,27r] with the endpoints identified. This is equivalent to consid-

ering the same PDE on [0,27-c] x IR while demanding 27t—periodicity of the solution, i.e., u(x,t) =

u(x,t + 27r) for all t E IR. The PDE admits an exact travelling wave solution:

u(x,t) = e-/Trx sin (27rt \F-cx)
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Note that this analytic solution can be expressed in the space-frequency domain as:

u(x,t) -e-\/Ttx sin(Frx) cos(27t) + cos (VT-Ex) sin(270

In Figure 1, we present the result of our large- and small-signal simulations of this linear tran-

sient Helmholtz problem alongside the analytic solution. The numerical solution takes the form

1.1(x , t) =1.1,S1(x)cos(27a) + Licsol (x)sin(27rt)

and our harmonic balance method seeks to determine the coefficient functions 1,/,S1 (x) and 1,I,s„, (x).

Frequency domain comparison of the large-signal, small-signal, analytic responses

0.9
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+ LS cos(2,d) coefficient
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• SS cos(27rt) coefficient
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—exp(—,./7rx)

2 6 2 8 3.2 3.4 3.6

Figure 1: Plot of U,S1 (x) and 1,/,s,1 (x) as determined by the large-signal analysis

(+,+), by the small-signal analysis ( x , x), and analytically (-, -).

At this scale, the three plotted responses are indistinguishable. We remark that the cos(0 • 27rt)

coefficient, i.e., the DC offset, exists on the order of 10-13 in these analyses. Of course, this term

identically vanishes in the analytic solution.

4.2 Analysis of a non-linear perturbation

We now turn to a large-signal simulation of a sequence of non-linear perturbations of the

Helmholtz equation from the previous section. Consider the PDE

au
at — uxx — e • u2 on the domain [0,1] x S1
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with mixed Dirichlet/Neumann boundary conditions

u (0 , t) = 3

+ 5cos(2 • 27rt) + 5 sin(2 • 27rt)

— 4cos(3 • 27rt) — 4sin(3 • 27rt)

ax 
(1 t) = 0

for increasing values 0.0, 0.3, 0.6, 0.9, 1.2 and 1.5 of e . Note that the PDE with c = 0.0 is identical

to the linear Helmholtz equation of the previous section. Here, 65= (w1,co2) = (2Hz,3Hz).

Our results were obtained with a 2nd-order box truncation scheme

T := fe= (ci,c2)10 < 1101.0 < 2}.

In any truncation scheme, the stimuli tones correspond to the coefficient vectors of unit £1-norm:

2Hz = (+1, 0) • (2Hz,3Hz)

3Hz = ( 0, +1) • (2Hz,3Hz)

In Figure 2, we depict the cosine components of the solution, LIE,i (x) and 1.62 (x ), as e varies.

Observe that the response at these stimulus frequencies does not change substantially.

Amplitude of cos(2t) over x as E varies

+4 4
a)
• r.)

0(1) 2

o

E

Amplitude of cos(3t) over x as E varies

0.5

X 
0 1.5 2

E

Figure 2: Cosine components of the response at the stimulus frequencies 2Hz and 3Hz

In Figure 3, we plot the amplitudes of the cosine components at the 0,1,4 and 5Hz frequencies.

These frequencies lie at integer linear combinations of the stimulus frequencies corresponding to

coefficient vectors of non-unit norm. This is reflected in our truncation scheme as:
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1Hz = ( —1, +1) • (2Hz, 3Hz) 4Hz = (+2, 0) • (2Hz,3Hz)

5Hz = (+1, +1) • (2Hz, 3Hz) 6Hz = ( 0, +2) • (2Hz, 3Hz)

The second-order tones, arising from second-order interactions, correspond to the coefficient

vectors with £1-norm equal to 2. In particular, the 1,4, and 5Hz frequencies correspond to second-

order interactions, and are not captured by the small-signal analysis. This phenomenon is reflected

in the zero amplitude of the c = 0 curves in Figure 3, since c = 0 yields a linear system devoid of

non-linear terms. As e increases, the effect of non-linearity in the system increases the amplitudes

of these second-order terms.

Amplitude of cos(0t) over x as E varies

3

0.5

0 1.5 •

Amplitude of cos(4t) over x as c varies

0.2

0.15

, 0.1

0.05

7t, 0

§ -0.05

1

Amplitude of cos(lt) over x as e varies

Amplitude of cos(5t) over x as E varies

0.5

X 1.5 '

Figure 3: Cosine components of the Fourier series of the cross-terms
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