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recommendation, or favoring by the United States Government or any agency thereof. The 
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ABSTRACT 
 
In this work, we complete a multi-scale investigation of the physical processes governing geologic CO2 
sequestration in basalt reservoirs. This work integrates (i) laboratory measurements of relative 
permeability in a basalt fracture, (ii) theoretical modeling to understand how relative permeability 
uncertainty affects geomechanical performance attributes of basalt reservoirs, (iii) outcrop-scale 
simulation to identify the characteristics of vertical CO2 flow in a basalt fracture network, and (iv) regional-
scale assessment of permeability architecture in the Columbia River Basalt Group (CRBG). These 
individual studies are combined into a site-scale stochastic model of geologic CO2 sequestration in the 
Columbia River Plateau, which shows how bulk and relative permeability variability affects geomechanical 
reservoir integrity and storage capacity of flood basalt reservoirs. This project resulted in a novel 
laboratory technique that combines X-ray CT and micro-PET scanning to calculate the relative 
permeability curves for a horizontal fracture in basalt. We also discovered that permeability on the 
Columbia River Plateau exhibits directionally-dependent spatial correlation, which our analysis suggests 
is a result of loading-induced subsidence.  This analysis further discovered that permeability in the CRBG 
may increase at depth due to bending moment stresses. In the context of CO2 sequestration, this result 
implies that storage capacity and injectivity may actually increase at depths beyond ~1 km. Our outcrop-
scale investigation found that buoyant, free-phase CO2 tends to accumulate at fracture intersections, 
which inhibits vertical flow over 10+ year timescales and may facilitate both physical and chemical 
trapping as fluid mobility decreases. At the site-scale, we find that in flood basalt reservoirs the spatial 
configuration of reservoir permeability exhibits substantial control on CO2 injectivity. We utilized known 
borehole geology from the Wallula Basalt Sequestration Pilot Project to develop 50 equally probable 
permeability configurations and found that a single injection well operating at 95% of the borehole 
breakout pressure can deliver 0.12 to 2.0 million metric tons of CO2 per year (MMTCO2 yr-1). This 
maximum injection rate can support a 1,000 MW gas-fired power plant with a single injection well. 
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EXECUTIVE SUMMARY 
Basalt formations have been proposed for carbon capture and sequestration (CCS) reservoirs on the 
basis of rapid mineral trapping and significant storage capacity in both onshore and offshore formations. 
Small-scale field tests (<1,000 tons CO2) in Iceland and Washington, USA, show compelling evidence for 
rapid CO2 mineralization in basalt formations, and storage estimates are on the order of 102 Gt CO2 for 
individual continental flood basalt provinces and accessible offshore basalt formations. As a result, CO2 
storage in basalt reservoirs has the potential to significantly expand the geographic potential for CCS 
technology. Although basalt sequestration exhibits many favorable attributes, there remains significant 
uncertainty in industrial-scale deployment owing in large part to the pervasively fractured nature of basalt 
reservoirs. These fracture networks are characterized by fanning columnar joints with highly variable 
geometric orientations, which result in high levels of reservoir uncertainty for risk assessment and 
optimization studies because fracture networks govern the CO2 flow characteristics and mineral trapping 
potential in basalt formations. This research is a multi-scale investigation of the physical processes 
governing geologic CO2 sequestration in basalt reservoirs with a specific emphasis on the role of bulk and 
relative permeability in CO2 storage potential and geomechanical reservoir integrity. This project 
comprises four individual studies that increase our knowledge of reservoir performance characteristics 
during CO2 flow in basalt fracture networks. Each study occurs at varying scales of observation, including 
core-, outcrop-, and regional-scales. This knowledge is then integrated into a site-scale modeling study to 
quantify the effects of permeability uncertainty at the Wallula Basalt Sequestration Pilot Project in 
Washington State, USA.  Below is a summary of results for each study, as well as recommendations for 
future research in the area of basalt sequestration: 
Relative Permeability Measurements in Fractured Basalt 
This study developed a new method to calculate relative permeability in a basalt fracture by combining 
core-flood experiments with X-ray CT and micro-PET scanning. Results from this experiment listed below. 

• The relative permeability of basalt fractures is highly interfering and not well represented by 
widely used relative permeability models such as X-curves. 

• Gas flow does not displace water from the smaller fracture apertures or regions with larger 
apertures that are not connected to the inlet and outlet of the core. 

• Multiphase flow shifts quickly from a liquid to a gas dominated system in fractures. The abrupt 
transition between the two flow regimes suggest that fractures are likely to be either gas or water 
conducting, depending on achieving a high enough gas saturation in the fracture. 

• Water flows mainly through a connected set of the largest apertures. Other portions of the 
fracture are difficult to access for water and gas flow. This suggests that chemical reactions in the 
small apertures (which are likely to be prevalent in the fracture) will require diffusion of the solutes 
into the smaller apertures. This will slow or limit chemical reactivity in fractured rocks. 

Dynamics of Outcrop-Scale CO2 Flow in a Basalt Fracture Network 
In this study, terrestrial LiDAR is used to a develop high resolution, 2-D representation of a basalt fracture 
network exposed in outcrop. This fracture network is then utilized to simulate buoyant CO2 flow in 50 
equaly probable fracture permeability distribution to identify characteristic flow dynamics in the fracture 
network. The summary of results from this study are listed below.  

• Fracture network geometry controls flow paths and fluid pressure in early time (~1 year), while 
CO2 saturation is governed by interactions between fracture permeability and network geometry.  

• As CO2 invades the fracture network, it tends to accumulates at fracture intersections.  
• Phase change from super- to sub-critical CO2 occurs over a narrow depth interval (~1.6 m), which 

suggests that flood basalt entablature zones may exhibit favorable physical trapping 
characteristics for isolating CO2 over time scales required for mineral trapping.  

• CO2 flow tends to converge on a single flow path. 
• The combination of CO2 accumulation at fracture intersections and convergence towards a single 

flow path (over 5 m spatial scales) suggests fracture network connectivity may be substantially 
reduced due to mineral precipitation. 
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Regional-Scale Permeability Architecture of the Columbia River Basalt Group 
While developing the site-scale model of CO2 injections at the Wallula Basalt Sequestration Pilot Project, 
we compiled a database of all publicly available permeability data within the Columbia River Basalt Group 
(CRBG). Geostatistical analysis of this database resulted in an important discovery with significant 
implications for CCS in large igneous provinces. The summary of results is below. 

• Between 950 and 1,450 m depth, mean CRBG permeability increases by 1.5 orders of 
magnitude, which is highly unexpected and deviates from well-known permeability vs. depth 
scaling relationships. 

• The spatial correlation of CRBG permeability is direction-dependent and the axis of maximum 
correlation is parallel to the long axis of the underlying bedrock basin (N40°E). 

• Our results suggest that CRBG emplacement induced lithospheric subsidence that caused a 
bending moment in the basalt pile. 

• This bending moment preferentially dilates fractures in the direction of maximum spatial 
correlation and causes a reversal in the expected permeability-depth trend. 

• Higher than expected permeability at depth will increase the injectivity of basalt reservoirs at 
depths where CO2 will remain in the supercritical field. 

Quantifying CO2 Injectivity at 95% of Borehole Breakdown Pressure at Wallula Site 
This study combines relative permeability measurements, knowledge of outcrop-scale CO2 flow 
dynamics, and geostatistical analysis of regional-scale CRBG permeability to model CO2 injections at the 
Wallula site. In doing so, we generate 50 equally probable reservoir models that each reproduce borehole 
geology from the Wallula well and simulate intermediate- and far-field permeability distributions on the 
basis of semivariogram correlation structure. This model scenario implements a constant pressure CO2 
injection in a single injection well for a period of 20 years. The injection pressure is 12.1 MPa above 
reservoir pressure and accounts for 95% of the borehole breakdown pressure. As a result, these results 
constrain the plausible outcomes for a stable geomechanical regime. 

• The mean CO2 plume comprising all the 50 simulations results is circular (in plan view) about the 
injection well. This represents the volume that CO2 will occupy with a high degree of confidence 
and regardless of permeability structure. 

• Model uncertainty is manifest as an ellipse around the mean CO2 plume that extends up to 
1,800m away from the injection well. The ellipse trends parallel to the direction of maximum 
permeability correlation and suggests that the location of spatially correlated and interconnected 
flow paths are key pieces of information to fully constrain CO2 migration in basalt reservoirs. 

• After 20 years, CO2 migrates vertically from the injection zone into the entablature layer bounding 
the injection zone, but it does not migrate any further suggesting that this region has the potential 
for CO2-water-basalt interactions to effectively isolate large-scale CO2 injection volumes.  

• The total mass of CO2 injected at 95% of the borehole breakout pressure for 20 years ranges 
from 2.4 MMT (0.12 MMT yr−1) to 40.0 MMT (2.0 MMT yr−1). The maximum volume injected could 
support at 1,000 MW gas-fired power plant with a single injection.  

• This study also finds that the heat of dissolution associated with a large-scale CO2 injection may 
be an effective MMV strategy for monitoring CO2 breakthrough. 

Overall Conclusions 
Geologic carbon sequestration in basalt reservoirs is predicated on the geochemical transformation of 
CO2 into immobile mineral precipitates. Recent field experiments in Washington State and Iceland show 
that this process occurs rapidly over annual timescales. In this context, the current project revealed 
several promising attributes for CCS in basalt reservoirs. Specifically, both outcrop- and site-scale 
simulation studies find that (i) basalt fracture networks are capable of trapping free-phase CO2 over 
timescales required for widespread mineralization to occur and (ii) basalt injectivity is theoretically capable 
of supporting up to 2 MMT per year within a single injection well operating below the fracture pressure. 
Moreover, this study also finds that CO2 tends to accumulate at fracture intersections, which slows 
vertical CO2 mobility and increases fluid residence time, suggesting that mineralization may focus at 
fracture intersections.  As a consequence, there exists a theoretical possibility that basalt fracture 
networks may be self-sealing systems in the presence of an equilibrium supply of CO2; however, 
additional research is needed to more fully understand the dissolution-precipitation processes in natural 
fractures. 
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1. INTRODUCTION 
A growing body of evidence suggests that deep basalt reservoirs (>800 m) may be attractive targets for 
CCS on the basis of favorable CO2-water-rock reaction kinetics, which result in permanent CO2 isolation 
through mineral trapping (McGrail et al., 2006; Matter and Kelemen, 2009). These reactions have been 
investigated theoretically on the basis of kinetic rate laws (Alexander et al., 2007), and in the laboratory 
using both grain-scale (McGrail et al., 2006) and core-scale experiments (Schaef et al., 2011). The work 
by Schaef et al. (2011) shows that CO2, dissolved in either the aqueous phase or a water-rich 
supercritical phase, produces carbonate precipitates when exposed to basalt samples under temperature 
and pressure conditions representative of reservoir depth for a period of 180 days. This work also shows 
increasing mineralization rates with increasing temperature and pressure, suggesting that deep basalt 
reservoirs may be ideal targets for CCS implementation. In addition, natural analogs for this process were 
identified by Kelley et al. (2001) in a Mid-Atlantic Ridge hydrothermal vent field composed of ultramafic 
peridotite. More recently, geochemical experiments suggest that H2S impurities within the CO2 waste 
stream can be permanently co-sequestered as pyrite (Schaef et al., 2013), and numerical simulations of 
this process suggest H2S concentrations up to 1 mol% do not adversely impact long term CO2 
mineralization (Bacon et al., 2014). These theoretical results are further supported by two promising field 
experiments, which showed rapid mineralization after both aqueous- (Matter et al., 2016) and 
supercritical-phase (McGrail et al., 2017) CO2 injections. To complement these results, CCS in deep 
basalt reservoirs is motivated to a large extent by the relatively high storage potential within both onshore 
and offshore basalt formations. In particular, CO2 storage estimates for the Columbia River Basalt Group 
in the northwestern United States are estimated to be on the order of 100 Gt CO2 (McGrail et al., 2006), 
and offshore basalt formations within the Juan de Fuca plate and Central Atlantic Magmatic Province hold 
potential for CO2 disposal on comparable scales (Goldberg et al., 2008, 2010).  

1.1 Columbia River Basalt Group  
The Columbia River Basalt Group (CRBG)—located in the northwestern United States—is among the 
most intensively studied large igneous provinces in the world owing in large part to hydrogeological 
characterization at the Hanford Nuclear Reservation and natural gas storage assessments in southeast 
Washington State. The CRBG is a layered assemblage of ~300 Miocene- age continental flood basalts 
with an areal extent of 200,000 km2 (Figure 1), thickness between 1 and 5 km, and estimated aggregate 
volume greater than 224,000 km3 (Reidel et al., 2002). Individual CRBG basalt flows exhibit km-scale 
lateral dimensions and vertical dimensions ranging from cm-scale to greater than 70 m (Mangan et al., 
1986). Individual basalt flow morphology is characterized by (1) densely fractured, vesicular flow-tops, 
which result from rapid thermal contraction during cooling, (2) a central entablature comprising narrow, 
fanning columnar joints with hexagonal cross-sectional geometry, which result from thermal interactions 
between the upper and lower cooling fronts during solidification, Wallula Site  and (3) lower colonnades 
with vertical, column bounding joints and, to a lesser extent, horizontal column-normal joints (Mangan et 
al., 1986). Within CRBG formations, the entablature is generally considered a barrier to fluid flow on the 
basis of in situ pumping tests that reveal hydraulic conductivity within the entablature is approximately 
seven orders of magnitude lower than in the densely fracture flow-tops (McGrail et al., 2009). This 
hydraulic conductivity contrast, combined with the km-scale areal extent of individual CRBG basalt flows, 
suggests that entablature zones may act as physical traps over a sufficient time frame to accommodate 
permanent CO2 isolation through mineralization (McGrail et al., 2006).  

On the basis of relatively high CO2 storage estimates, potential for permanent CO2 isolation, and 
generally favorable reservoir characteristics, the U.S. Department of Energy, through the Big Sky Carbon 
Sequestration Partnership (BSCSP), has identified the CRBG as the primary target formation for CCS 
development in the Pacific Northwest (Litynski et al., 2006, USDOE, 2010, Rodosta et al., 2011). As a 
result, the U.S. Department of Energy and BSCSP began initial site characterization efforts in 2007 for a 
pilot-scale CCS demonstration project at the Boise Mill Site, located along the Columbia River 
approximately 15 km southeast of Kennewick, WA (Spane et al., 2007). Initial site characterization efforts 
identified favorable reservoir properties for supercritical CO2 injections within a 59 m thickness of the 
Grande Ronde Formation, and delineated an injection zone between 828 and 887 m below ground 
surface (McGrail et al., 2009, 2011). Data from this site characterization effort have been used to 
constrain multi-phase/multi-component numerical models of supercritical CO2 injections within the Grande 
Ronde Formation, and results demonstrate that physical trapping is generally favorable for a 1,000 metric 
ton pilot-scale CO2 injection. As a result, in July 2013, the BSCSP began the validation phase of the 
Boise Mill Site (formally called the Wallula Basalt Sequestration Pilot Project) by initiating a 1,000 metric 
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ton CO2 injection. The Wallula site was the monitored for two years post injection, and isotopic analysis of 
sidewall cores from the test well indicate that (i) carbonate mineral precipitation was widespread in the 
injection zone and (ii) the isotopic signature of carbon in carbonate alteration products is the same as in 
the injected CO2 (McGrail et al., 2017).  
1.2 Challenges to CCS in CRBG Reservoirs 
Among the principal challenges for industrial-scale CCS in any geologic environment is to ensure >99% 
CO2 isolation per thousand years (USDOE, 2013), which, if not met, will likely postpone rather than 
mitigate global warming trends (Shaffer, 2010). In order to achieve >99% CO2 isolation, the integrity of 
physical traps (i.e., cap-rock seals) under long-term injection pressure is a paramount concern because 
excessive reservoir pressure may result in a number of adverse consequences, including fracture 
propagation/reactivation (Lucier et al., 2006, Goodarzi et al., 2011), shear or joint dilation (Min et al., 
2004), induced seismicity (Cappa and Rutqvist, 2011), and cm-scale displacements on small, difficult to 
characterize faults and fractures (Zoback and Gorelick, 2012). Within CRBG reservoirs, pressure build up 
is a particular concern because both reservoir and seal rock are ubiquitously fractured. In particular, the 
central entablature is characterized by fanning columnar joints with narrow apertures and low 
permeability. As a result, the central entablature is generally considered to be a physical trap for CO2 
isolation prior to widespread mineral trapping; however, the fanning geometry of entablature joints also 
suggests that a subset of these fractures may be optimally aligned for shear dilation and propagation. 
Moreover, increasing fluid pressure during injection may also result in fracture dilation, which would 
dramatically increase the effective permeability of the central entablature because discharge within both 
open and closed fractures is known to increase with the cube of the fracture aperture (Witherspoon et al., 
1980). As a result, the sealing efficacy of the central entablature may be highly sensitive to modest 
increases in fluid pressure within the reservoir.  

Although the site characterization and simulation results from the Wallula Basalt Sequestration 
Pilot Project are generally favorable, there remain significant technical challenges to industrial-scale CCS 
deployment within the CRBG. In particular, there are several fundamental knowledge gaps with respect to 
multi-phase CO2-brine flow in basalt reservoirs. For example, the relative permeability characteristics of 
basalt fractures are poorly constrained, as are the dynamics of CO2 flow in discrete basalt fracture 
networks and the site-scale storage potential of highly heterogeneous flood basalt storage reservoirs. 
This project fills this gap in knowledge by (i) developing new laboratory methods for relative permeability 
measurements in basalt cores, (ii) developing the first-ever numerical study of three-phase CO2 flow in a 
basalt fracture network, and (iii) quantifying the regional-scale permeability architecture of the Columbia 
River Basalt Group. These studies are integrated into a probabilistic assessment of industrial-scale CCS 
at the Wallula Basalt Sequestration Pilot Project. In pursuing this research, we consider (1) reservoir 
permeability is a first-order control on injection pressure accumulation and/or reservoir injectivity during 
CO2 injections, and (2) the spatial distribution of in situ CRBG fracture distributions is a priori unknowable 
at scales of interest for industrial CCS operations, except within recovered drill cores. To address 
understand unsaturated flow characteristics in basalt fracture, we completed a set core-flood experiments 
to measure relative permeability and water saturation curves in basalt samples under variably saturated 
(CO2 and brine) conditions. These laboratory results were utilized as input parameters for a Monte Carlo 
numerical modeling study of CO2 injections under an industrial-scale CCS scenario for which CO2 is 
injected at 95% of the regional fracture gradient. The Monte Carlo model comprised of 50 equally 
probable synthetic reservoirs in which fracture-controlled reservoir heterogeneity is the random variable, 
and borehole data from the Wallula Site (McGrail et al., 2009) are explicitly reproduced. By calculating the 
ensemble statistics from each Monte Carlo run (mean and variance of grid cell fluid pressure and CO2 
saturation), this project resulted in a site-scale risk assessment of for CCS at the Wallula Site. Results 
from this project are congruent with the Carbon Storage Program Goal “to improve reservoir storage 
efficiency while ensuring containment effectiveness” by addressing three of the six Geological Storage 
Technologies and Simulation and Risk Assessment (GSRA) Key Technologies: (1) fluid-flow, pressure, 
and water management; (2) geomechanical impacts; and (3) risk assessment (USDOE, 2013, Table 3-1). 
Moreover, the Monte Carlo modeling study based on equally probable reservoir permeability distributions 
is a generalizable and transferable risk assessment strategy for CCS deployment in any geologic 
environment.  
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2. MEASUREMENT OF RELATIVE PERMEABILITY OF A HORIZONTAL FRACTURE IN BASALTS 
2.1 Objective 
The object of this work is to study the multiphase flow behavior inside a fracture in a basalt rock and to 
measure the relative permeability curves. With this goal, we set up core flooding experiments to measure 
permeability and relative permeability. We also take X-ray CT images during the experiments to be able 
to calculate fracture aperture and water saturations in the fracture. The methods used to measure relative 
permeability and fracture aperture were previously developed in our research group (Huo and Benson 
2015, Huo et al. 2016 and Huo and Benson 2016).  We also took, as a starting point, the work done by 
Da Huo (Huo and Benson 2016).  He used X-ray CT images to measure aperture and water saturations 
in a fractured sandstone core at two different effective stress levels, 300 and 800 psi. Figure 2.1 shows 
the resulting relative permeability curves at these two effective pressures. 

In Figure 2.1 we can see that the 
system shifts quickly from one mode to 
another over a very small range in water 
saturation. At high water saturations, the 
relative permeability to water remains high, 
while the relative permeability to gas is very 
low. After a critical threshold, the relative 
permeability to gas increases quickly, while 
the relative permeability to water drops to 
near zero. After reaching the critical 
saturation, the water saturation remains 
nearly constant, but the gas phase relative 
permeability increases dramatically. This 
behavior suggests that the two phase are 
highly interfering.  
  Although these results were quite surprising, 
it was not the first time that these type of 
relative permeability curves were measured 
(see Bertels et al. 2011).  In our work, we 
want to repeat this procedure using a fracture 
in a basalt core , to  see if we obtain similar 
results and to better describe the changes in 
saturation inside the fracture. To do so, we 
use the X-ray CT  images and we also set up 
core flooding experiments using micro Positron Emission Tomography (PET), which will allow us to record 
dynamic images of the changes in the fluxes inside the fracture during the experiments. 

2.2 Core flooding experiments combined with X-ray CT scan images 
The samples used for the experiments are basalt cores from Columbia River Basalt Group. All the cores 
were collected from wells drilled at the Hanford Site as part of the characterization efforts that supported 
the Basalt Waste Isolation Project (BWIP) back in the late 70s to early 80s. Cores include intact and 
naturally fractured basalts. For these experiments, an intact core has been saw-cut in two to obtain a 
fracture (Fig. 2.2).   
 A total of eleven series of experiments have been carried out to study the multiphase properties 
of gas-liquid injection in a fractured rock under reservoir pressure and temperature conditions. Six of them 
are core-flood experiments combined with X-ray CT scanning images. The sample used is a basalt core 
9’4cm long and 4’7cm diameter. The experiments have been conducted at 50⁰C temperature and 300 psi 
effective pressure. Six pumps  (Teledyne Isco) have been used in these experiments. Two double pumps 
to inject simultaneously liquid and gas, the pressure on the system is imposed by a back pressure pump 
(constant at 300psi) and a confining pressure pump (constant at 600psi) allows us to fix the effective 
pressure (at 300psi) and to confine the fluids inside the core. We use a two phase separator (TEMCO 
AMS-900) to separate the gas and liquid coming out from the core during the multiphase injection. Both 
phases are then redirected to the corresponding gas or water pumps to be available for reinjection. That 
way we keep the system closed and maintain the pressure during the experiment.  Various heaters are 
used to keep the temperature at 50⁰C inside the core and to inject gas and water at that same 

Figure 2.1: Previous work from Huo and Benson (2016). 
Relative permeability curves obtained at 300 and 800 psi 
effective stress. Empty circles and squares show the wetting 
phase, and solid ones show the non-wetting phase. The error 
bars represent pressure drop fluctuations during the experiment. 
Dotted lines are Bertels et al. (2001) experiments. 
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temperature. Pressure is measured at the inlet and at the outlet faces of the core by two high accuracy 
pressure transducers (Oil filled Digiquartz Intelligent Transmitter model 9000-3K-101). A simplified 
scheme of this core flooding set up is shown in Figure 2.3: 
	

	
Figure 2.3: Simplified scheme of the core flooding experiment (modified from Huo & Benson, 2016). 

Water is injected at different flow rates to obtain the fracture’s water permeability.  N2 and water are co-
injected at different ratios to calculate their relative permeabilities.  The core-holder is placed in a medical 
X-ray CT scanner (General Electric Hi-Speed CT/I X-ray computed tomography) (Fig. 2.4) that is used to 
obtain the fracture aperture and water saturation during the core flooding experiments. The CT scanner 
radiates X-rays during discrete time intervals and relies on the electron density contrast between fluids to 
produce different levels of attenuation that generate a 3D image of the material. The following imaging 
parameters were applied: voxel dimensions of 0.18 x 0.18 x 0.625 mm, a tube current of 200mA and an 
energy level of 120KeV. With that, 113 slices along the core were recorded in every scan. 
  

Figure 2.2: Basalt core with a saw-cut fracture. The two surfaces can be seen on the right image. 
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During the CT scans a slight displacement of the core was observed. To deal with this, we aligned every 
image set of the core and to be able to compare the results of different fluid injections all image sets from 
the different scans were registered. We also dealt with an heterogeneous matrix that contains some 
bubbles and mineral inclusions that generates errors when determining the position of the fracture from 
the CT scan images. To overcome that, we reduced the work area of the sample selecting only a 
rectangle that includes the fracture and we applied several image treatment techniques.  In figure 2.5 it 
can be seen, on the left, the core used in the experiments, on the center, an image of the whole core 
obtained from the CT scan, and on the right, a slice of the core where the selected area is highlighted in 
red. 
 

	
Figure 2.5: On the left, the core used in the experiments, in the center, the image of the complete core obtained from 
the X-Ray CT scan and, on the right, the area used in the postprocessing calculations highlighted in red. 

Figure 2.6 shows the aperture map of the fracture along the core while it was still dry, at the beginning of 
the experiment. This is calculated from the data registered by the X-Ray CT scanner. The red areas 
reflect the largest apertures and the blue ones the smallest. The mean value of the fracture aperture is 26 
µm and the median is 21 µm. 
  

Figure 2.4: On the left image, and from left to right, double water pump, back pressure pump and two phase 
separator. On the right one, the core-holder inside the medical X-ray CT scanner and the gas-liquid flux heater box. 
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Figure 2.6: Fracture aperture map obtained from the X-Ray CT images. Red areas represent the biggest apertures 
and blue areas the smallest ones. 

From this aperture map two areas with bigger apertures can be easily differentiated: the upper right 
corner and the lower left one, connected by a central zone that presents smaller aperture values. 
 Water permeability is obtained injecting water through the core at different flow rates and 
measuring the corresponding pressure drops between the inlet and the outlet of the core for each of 
these flow rates, and is calculated by means of Darcy’s Law: 

K = −
𝑄µ𝐿
𝐴∆𝑃 

 Where Q is the water flow rate (m3 s-1), µ is the water viscosity (0.000548 Pa s), L is the length of the 
core (m), A is the fracture aperture area (m2) and ΔP is the pressure drop (Pa). The permeability obtained 
is 5 ∙ 10.// m2. Figure 2.7 shows the pressure drop versus the injection rate, where permeability is a 
function of the slope of the regression line (Q/ΔP = 8.6	∙ 10// m3/Pa s). 
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Figure 2.7: Pressure drops measured between the inlet and the outlet of the core versus the corresponding water 
injection rates. 
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This procedure was repeated for every experiment, obtaining very similar water permeability values, all in 
the range of 4 to 6E-11 m2. 
 For the multiphase flow experiments we co-injected water and nitrogen at the total flow rate of 
6mL/min. We start at 1% N2 and 99% water and then we increase step-wise the fractional flow of nitrogen 
until it reaches 100%. Table 2.1 displays the different injection rates, the measured pressure drops and 
the calculated relative permeabilities and saturations. 
Table 2.1: Data from water-N2 co-injection at the total flow rate of 6mL/min. 

 
Using the multiphase injection data, we can calculate the variation of both gas and water relative 
permeabilities with respect to the fraction of gas (Fig. 2.8). 

	
Figure 2.8: Water and N2 relative permeabilities versus fraction of gas. 

These data show how multiphase flow shifts quickly from being dominated by one phase, liquid, to 
another phase, gas, after a critical value of the gas phase saturation, implying that both phases are very 
interfering. Gas relative permeability is close to zero until fractional flow of gas is close to the 90%. From 
this point, water relative permeability decreases precipitously while the gas relative permeability raises 
sharply. When plotting the variation of both gas and water relative permeabilities with respect to the 
degree of water saturation (Fig. 2.9), we see that the relative permeability curves move over a small 
range in water saturation and close to the maximum value. 
 This suggests that gas is not displacing water from the fracture, but we know that this is not 
entirely true because we had some water coming out from the core. We plot the saturation maps along 
the fracture (Figure 2.10) for the 1% N2 and 99% N2 fractional flows to see the changes in saturation 
during the multiphase injection. Yellow indicates the maximum water saturation. If we compare them we 
can see that they are almost identical, so we are not capturing the entry of the gas and the consequent 
water displacement out of the fracture. 
   
  

N2 ratio (%) Q N2 (mL/m) Q w (mL/m) ΔP (psi) Water krel N2 krel Water Sat. 
1 0.06 5.94 16 0.77 0.00027 0.967 
5 0.3 5.7 17.7 0.67 0.0012 1 
10 0.6 5.4 18 0.62 0.0024 1 
45 2.7 3.3 13.4 0.51 0.0144 1 
90 5.4 0.6 4.9 0.25 0.0789 1 
99 5.94 0.06 2.1 0.06 0.2 1 
100 6 0 1.1 0 0.39 1 



 

Page 15 of 65 

	
Figure 2.9: Water and N2 relative permeabilities versus degree of saturation. 

Analyzing these experimental results, we concluded that the contrast between the gas and the liquid 
during the multiphase injection is too small to differentiate them so we cannot obtain accurate saturation 
measurements from the X-Ray CT images. As a result, we modified our experiments by using a solution 
of NaI salt instead of water, to increase the contrast between the liquid and the gas phase during the 
multiphase injection. A 100,000 ppm, 10% in weight, NaI solution was used. The results showed that the 
change in contrast due to the tracer was insufficient and did not change the saturation values obtained.  

	
Figure 2.10: Fracture water saturation maps for two different steps during the multiphase injection. On the left, 1% 
N2 and 99% water and on the right, 99% N2 and 1% water. 

We also tried applying different image processing techniques to better locate the pixels of the  
fracture where the fluids flow during the multiphase injection, but none of these improved the water 
saturation measurements. 
 With the aim to differentiate the two phases (gas and liquid) during the co-injection, we used 
micro Positron Emission Tomography (PET) for imaging the fracture flow.  The use of radiotracers mixed 
with the liquid phase should allow to clearly separate the two phases. This technique will also provide 
dynamic information about flow behavior in the fracture. 
  

1% N2, 99% water co-injection 99% N2, 1% water co-injection 
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2.3 Core flooding experiments combined with micro-PET scan images 
The micro-PET scanner (Fig. 2.11) relies on detection of photon emissions produced during radioactive 
decay of radiotracers injected into a material. The coincident photon events are collected continuously by 
a cylindrical array of photon detectors that surround the core. These events can be binned temporally to 
create time lapse frames of the scan that can be as short as 10–20 seconds. From the resulting data, it is 
possible to produce quantitative four-dimensional images of the radiotracer transport in the core during 
single and multiphase flow experiments.  
 A total of five experiments (Test 1 to 5) have been conducted using 18F (Fluorine radioisotope) 
as a radiotracer mixed with the water. The same fractured basalt core from the CT scanner experiments 
was used.  

	
Figure 2.11: On the left, micro-PET imaging scanner, on the right, our set up during the experiments. 

The same core flooding experiment set up from the CT experiments was used in the PET ones. Just a 
few modifications were necessary to protect us from the activity coming from the tracer. 
Test experiments (Tests 1 and 2) 
The purpose of these first two experiments was to establish the concentration of radiotracer needed to be 
able to see the water flux through the fracture and the different fractional flows to use in the multiphase 
experiments. Since we are now constricted by the life time of the radiotracer, we have limited time, thus 
we need to reduce the number of steps of the multiphase injection. Test 1 was a single phase (radio 
tracer mixed with water) and two different injections were carried out: a long injection at a low flow rate 
(45 min at 0.6 mL/min) and a short pulse at a higher flow rate (20 min at 3 mL/min). Figure 2.12 shows 
the recorded tracer curves at the inlet (blue line) and at the outlet (red line) of the core during the 
injections. From these curves we can see that the concentration of radio tracer in the water wasn’t 
identical (the top of the curves should be horizontal). Thus, for Test 3 and 4 we decided to mix the radio 
tracer and the water for a longer time to get a uniform solution of the tracer in the injected water. 
 Test 2 consisted of a multiphase injection, water and N2, but no radiotracer was used. Total flow 
rate injection of 5 mL/m and 350 psi effective pressure. The experiment started with the core fully 
saturated with water and then the nitrogen concentration was increased step-wise until 100% of nitrogen 
fractional flow was achieved: 50, 80 90, 95, 99% N2 steps. The resulting water and gas relative 
permeabilities versus fraction of gas are shown in figure 2.13. As expected, the results are very similar to 
the ones obtained from the CT scan experiments (Fig. 2.8) were we saw that the two phases are very 
interfering. 
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 These first 2 tests were also useful to check that all the water was flowing through the fracture 
and to see how much tracer was needed to be able to measure differences between the various 
gas/water ratios used during the multiphase flow experiments.  

	
Figure 2.12: Tracer curves measured at the inlet (blue line) and outlet (red line) for 2 injections during Test 1. 

	
Figure 2.13: Water and N2 relative permeabilities versus fraction of gas. 

Long injection 
 

Pulse injection 
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 Figure 2.14, left image, shows an example of the images resulting from the PET scans. The flows were 
injected form the right side to the left. The brighter areas point the location of the higher tracer 
concentrations, thus the areas with higher water content. There are two main areas where most of the 
water is concentrated, the upper right corner (at the entry) and the lower left corner (close to the exit of 
the fracture). The flow in these two areas seem to be connected through a central path where the tracer 
concentration is lower (less bright) but still visible and they conform what looks like a main path for flow. 
Notice how this path matches the regions where the fracture is wider (red to green pixels) in the fracture 
aperture maps from the CT scanner (Fig. 2.14, right image). 

	
Figure 2.14: On the left, image from the PET scan with the tracer flowing through the fracture (bright areas point 
higher tracer concentrations and thus higher water content). On the right, fracture aperture map obtained from the CT 
scan. 

Multiphase experiments (Tests 3 and 4) 
Test 3 and 4 are both multiphase experiments co-injecting different ratios of N2 /water with tracer. Total 
flow rate injection of 5 mL/m and 350 psi effective pressure. Both tests started with a fully saturated core. 
The first step is to inject CO2 in the core until fully saturated, then water is injected to dissolve the CO2 
and to carry it out of the fracture. On that way, we are sure that there is no gas phase in the fracture so it 
is fully saturated with water. Afterwards, the multiphase injection starts, the nitrogen concentration is 
increased by steps until 100% nitrogen is reached. The steps to increase the N2 during Test 3 (Fig. 2.15) 
were: 50, 80 90, 95, 99 and 100% N2. 

	
Figure 2.15: Tracer concentration at the inlet for the different steps (increasing gas/water ratio) during Test 3. 

From the PET scan data we obtain tracer activity maps for the different gas/water fractional flows (Fig. 
2.16). The fluids are injected from the right side of the images and the outlet is on the left side. In yellow 
the higher radiotracer activities and in blue the lower ones. It can be seen how for all the different ratios 
the water always flows through the main flow path (yellow pixels). 
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Figure 2.16: Activity maps for the different gas/water ratios obtained from the PET scan data. In yellow the higher 
activities (higher water saturation) and in blue the lower activities (higher gas saturation). 

After this experiment, we concluded that to help differentiate changes in the activity, higher tracer 
concentrations were needed. As the tracer radioactivity decreases with time, we also shortened the 
experiment by decreasing the number of steps. As we have seen before, Figures 2.8 and 2.13, the gas 
relative permeability doesn’t increase until the gas/water ratio is close to 90% N2, so we decided to do the 
experiment at the highest gas ratios to be able to capture the variations when the system is changing 
from liquid to gas dominated. For Test 4, the ratios used were: 90, 98 and 99.5% N2 (Fig. 2.17). 

	
Figure 2.17: Measured tracer concentration at the inlet for the different gas/water ratios during Test 4. 
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Figure 2.18 displays the resulting tracer activity maps for the different gas/water ratios calculated during 
Test 4. The inlet is on the right side of the images and the outlet is on the left side. In yellow the highest 
activities and in blue the lowest. The yellow pixels are pointing the areas where water is flowing and the 
change from yellow to blue indicates where the nitrogen is displacing the water. 

	
Figure 2.18: Activity maps for the different gas/water ratio obtained from the PET scan data during Test 4. 

The data from these activity maps is then used to calculate the water saturations in the fracture. To do 
that, we work with the evolution of the activity in the fracture (Fig. 2.19). 

	
Figure 2.19: Radiotracer activity evolution in the fracture during the multiphase experiment. 
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 We consider the activity value registered before starting the gas injection as the one representing full 
saturation (100% water) and the maximum possible activity in that pixel. Once co-injection starts, tracer 
activity diminishes (as water content does). By comparing the activities measured in each of these steps 
(90, 98 and 99.5% nitrogen) with the one with 100% fractional flow of water, we can calculate the 
corresponding degree of saturation as:  
 
 
The pixel-by-pixel calculations of the saturation changes over time showed that the saturation of water 
appeared to be increasing over time in some regions of the fracture.  We identified two possible 
explanations: first, the existence of diffusion into the matrix, and second, the tracer was not distributed 
uniformly throughout the fracture at the beginning of the multiphase injection. Both scenarios could lead 
to an increase in activity in the fracture over time (and the consequent larger than 1 saturation values), 
but the first would take place in the matrix close to the fracture and the second would be spread through 
the fracture itself. 
 With the aim of checking whether there was tracer diffusion into the matrix, we plot cross sections 
of the activity perpendicular to the fracture with increasing time. Figure 2.20 shows the tracer activity 
along the cross section for five different times. 

	
Figure 2.20: Tracer activity cross sections perpendicular to the fracture at five different times. 

This graph displays the sum of the tracer activity for every layer (from the 12 core central layers that 
contain the fracture). Each layer is 1 pixel wide. These layers are horizontal planes along the core and 
parallel to the fracture, so the tracer activity is the sum of the activity of all the pixels conforming each 
layer. Layer six is where the fracture is located, but due to the nature of the PET scan data, the tracer 
signal is spread through more than one layer (from 4 to 8 approx.).  The layers that go from 1 to 3 are 
matrix pixels above the fracture and layers 9 to 12 are the matrix below. From that graph can be seen that 
the activity does not increase over time out of the fracture (layers 1-3 & 9-12), so the existence of matrix 
diffusion can be eliminated. 

Looking at figure 2.20, it can also be seen that the concentration of tracer  in the fracture (layers 4 
to 8) decreases less than expected with time. When gas is displacing water, the activity should clearly 
decrease at each step. That suggests that there is an increase in concentration of tracer in the aqueous 
phase that counteracts the decreases in activity due to the gas entry. This is consistent with the 
hypothesis that the tracer was not uniformly distributed through the fracture before starting the gas 
injection.  

To study this phenomenon, we evaluated the activity evolution slice by slice and found that there 
are pixels showing an increase in concentration during the multiphase injection, even while the gas ratio 
is increasing (Fig. 2.21).  
  

𝑆 = 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦8 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦89⁄  
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Figure 2.21: Example of areas that show an increase of tracer activity while increasing the gas/water ratio during the 
multiphase co-injection. 

The increase in tracer activity appears to be caused by the presence of very low permeability regions in 
the fracture that that do not get fully swept by the tracer solution prior to starting the gas injection. These 
pixels have been identified and removed from the calculations leaving only the ones who had reached full 
tracer saturation at the beginning of the multiphase experiment. If we plot again the activity in the cross 
sections, now only for the central layers that contain the fracture, we can see that the activity decreases 
in all the layers at every step of the multiphase injection (Fig. 2.22). For each of these time frames, the 
tracer activity decreases all along the cross section.  

	
Figure 2.22: Cross sections of the tracer activity perpendicular to the fracture for four different gas/water ratios after 
discarding some pixels (data1=100% water, data 2, 3 and 4 correspond to 90, 98 and 99.5% N2 respectively). 
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From this analysis, it is clear that the majority of the fracture is not participating in either single or 
multiphase flow due to with the small apertures and/or the lack of a connected pathway with the inlet of 
the fracture. To identify systematically those portions of the fracture that are not part of the main flow path 
within the fracture, we apply the following procedure. First, we superpose the images from the X-ray CT 
and PET scans. As a result, we can plot the fracture aperture versus the tracer activity for every pixel in 
the fracture (Fig. 2.23). If the aperture were completely filled with tracer we would expect a liner 
relationship between the size of the fracture aperture and the amount of activity. As shown in Figure 2.23, 
there are many areas where the activity is far lower than expected based on the aperture. This is 
indicative of regions where there is not a connected pathway between the inlet and these portions of the 
fracture with larger apertures. To eliminate these regions from the analysis, we apply three different filters: 
1) 2.5 times the standard deviation around the regression line between the aperture and activity, 2) a 
minimum activity value (0.02 µCi), and 3) a minimum aperture value (3 µm). We consider the activity 
values lower than this threshold to be noise and the apertures smaller than 3 µm to not be accessible for 
flow. The pixels out of these filters are discarded and then we plot the aperture versus the activity for the 
remaining ones. After that, the fracture aperture map is plotted again only with the remaining pixels to 
check the reliability of our selection (Fig. 2.24).  

	
Figure 2.23: Fracture aperture (from the CT scans) plotted versus tracer activity (from the PET scans) per pixel. The 
color map on the left low corner displays the colors assigned to each slice along the core. 

The fracture map on the right (Fig. 2.24) shows that the pixels that remain after applying the filters, where 
water is flowing thus the tracer is well distributed, match the areas that we previously identified as a main 
flow path. That gives us confidence on the results obtained using these filters. Now, we calculate again 
water saturation along the fracture using these remaining pixels. Figure 2.25 presents the final calculated 
saturations by pixel. The average saturation for each of these steps is: 0.75 for the 90% N2, 0.74 for the 
98% N2 and 0.74 for the 99% N2. Because these changes in water saturation aren’t large, is difficult to 
visually see the differences in the saturation maps (Fig. 2.25) but they are taking place mainly in the area 
close to the inlet (right side of the maps) and, in a smaller amount, all along the main flow path.   
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Taking this into account, now we plot the relative permeability curves (Fig. 2.26). Note that the 
points show the data that has been measured during the experiment and the discontinuous lines are 
estimations of what we would measure if we had worked in a wider range of fractional flows. 
 

	
Figure 2.24: On the left, fracture aperture plotted versus tracer activity using the remaining pixels after applying the 
filters. The fracture aperture map on the right displays the distribution of the remaining pixels along the fracture. 

	
Figure 2.25: Water saturation maps for the different gas/water ratio (90, 98 and 99.5% N2) during Test 4. 
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Figure 2.26: Gas and liquid phase relative permeability curves for the multiphase injection of Test 4. The points are 
the data measured during the experiment and the discontinuous lines are estimations of what we would measure if 
working in a wider range of water saturation degrees. 

Next table (Table 2.2) summarizes the gas-water ratios and the water and gas flow rates used during the 
multiphase injection together with the calculated saturations and relative permeabilities. 
 

Table 2.2: Data from the water-N2 co-injection for Test 4 

 
 These relative permeability curves (Fig. 2.26) change abruptly in a small range of water saturation 
showing that the two phases are highly interfering and that the system changes quickly from being water 
dominated to being gas dominated. It also points out that the residual water saturation in the fracture is 
high, thus gas has a hard time displacing water from the fracture. We infer that gas displaces the water 
located in the wider apertures of the main flow path, leaving behind films of water trapped on the walls 
and small cavities of the fracture. 
   Based on this methodology for calculating water saturation in fracture, we decided to repeat the 
experiment with a more uniform distribution of the tracer in the fracture, so we can calculate the relative 
permeability curves using a bigger number of the pixels located in the main flow path. 
Multiphase experiments (Tests 3 and 4) 
To get a more uniform tracer distribution along the fracture, we applied some changes in the single-phase 
injection part of the experiment. In test 5, we injected the water mixed with radiotracer at a lower flow rate 
and for a longer period of time (0.1ml/min during approx. 60 minutes instead of 1ml/min during 10 
minutes). After that, we started the multiphase injection increasing the N2 ratio while keeping constant the 
capillary number at 2.09E-6. The steps, injection rates, we followed were: 84, 94, 98 and 99.8% N2. Table 
2.3 summarizes the gas-water ratios and the water and gas flow rates used during the multiphase 
injection together with the calculated relative permeabilities. 
  

N2 ratio (%) QN2 (mL/m) Qw (mL/m) Water krel N2 krel Water Sat 
90 4.5 0.5 0.234 7.26E-02 0.747 
98 4.9 0.1 0.119 2.01E-02 0.741 

99.5 20 0.1 0.084 5.82E-01 0.736 
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Table 2.3: Data from the water-N2 co-injection for Test 5. 

 
 
 
 
 
 
We follow the same post-processing procedure. The images from the CT scans (aperture map) and from 
the PET scans (tracer activity maps) are superposed so aperture and activity can be plotted one against 
the other (Figure 2.27). 

	
Figure 2.27: Fracture aperture (from the CT scans) plotted versus tracer activity (from the PET scans) per pixel. The 
color map on the left low corner displays the colors assigned to each slice along the core. 

As seen in Test 4, the relationship between the fracture aperture and the tracer activity is not linear, so 
again there are pixels where the activity is not increasing as the aperture does. We apply again the three 
filters: one standard deviation, a minimum activity value (0.025 µCi) and a minimum aperture value (3µm). 
The pixels out of these filters are discarded, then we plot the aperture versus the activity for the remaining 
ones and we also plot the fracture aperture map only with the remaining pixels to check the reliability of 
the selection (Fig. 2.28).  
  The fracture map on the right (Fig. 2.28) shows that the pixels that remain after applying the 
filters, where water is flowing thus the tracer is well distributed, match again the areas that we previously 
identified as a main flow path.  
   Now, as we did for Test 4, we calculate the water saturations along the fracture using these 
remaining pixels (Fig. 2.29). Looking at these maps, Figure 2.29, we can see that we lose pixels as we 
increase the nitrogen ratio at each multiphase step. These discarded pixels are due an increase in activity 
from one step to the next one, so the tracer was not well distributed along the fracture this time either. 

N2 ratio (%) QN2 (mL/m) Qw (mL/m) Water krel N2 krel 
84 2 0.38 0.77153711 1.40E-01 
94 5 0.33 0.47399696 2.48E-01 
98 10 0.238 0.43973212 6.37E-01 

99.8 20 0.05 0.20956457 2.89E+00 
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Figure 2.28: On the left, fracture aperture plotted versus tracer activity using the remaining pixels after applying the 
filters. The fracture aperture map on the right displays the distribution of the remaining pixels along the fracture. 

	
Figure 2.29: Water saturation maps calculated for the different gas/water ratio (84, 94, 98 and 99.8% N2) in Test 5. 

 
2.4 Summary 
Based on this work we can draw several conclusions: 

• Combining core flooding experiments with X-ray CT and micro-PET scans we can calculate the 
relative permeability curves for a horizontal fracture in basalt. 

• The relative permeability curves obtained in these experiments are similar to those obtained from 
Huo and Benson (2015) and Bertels at all (2001) for flow in fractured sedimentary rocks.  This 
suggests that for fractures in real rocks, as compared to synthetic replicas of fractures, flows are 
highly interfering and not well represented by widely used relative permeability models such as X-
curves (Huo et al., 2015). 

• Gas flow does not displace water from the smaller fracture apertures or regions with larger 
apertures that are not connected to the inlet and outlet of the core. 

Filtered fracture aperture map 
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• Multiphase flow shifts quickly from a liquid to a gas dominated system in fractures. The abrupt 
transition between the two flow regimes suggest that fractures are likely to be either gas or water 
conducting, depending on achieving a high enough gas saturation in the fracture. 

• Water flows mainly through a connected set of the largest apertures. Other portions of the 
fracture are difficult to access for water and gas flow. This suggests that chemical reactions in the 
small apertures (which are likely to be prevalent in the fracture) will require diffusion of the solutes 
into the smaller apertures. This will slow or limit chemical reactivity in fractured rocks. 
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3. DYNAMICS OF OUTCROP-SCALE CO2 FLOW IN A BASALT FRACTURE NETWORK 
3.1 Objective 
The project proposal originally called for geostatistical correlation structure of permeable intra-basalt flow 
features using fracture network models developed with terrestrial light detection and ranging.  After our 
initial field season in fall 2015, we found that intra-flow features exist over much longer length scales than 
was anticipated.  As a result, we focused permeability correlation efforts on regional scale data sets that 
are publicly available in the literature.  Despite this pivot, we still had very high-resolution fracture network 
models developed with terrestrial LiDAR, and we embarked on an exploratory research effort to 
understand the multi-phase CO2-brine flow dynamics (including CO2 phase change) in basalt fractures.  
This study was made possible by recent advances in the TOUGH3 code, which parallelized the ECO2M 
module for simulating the non-isothermal CO2-water-brine system, including phase change between sub- 
and super-critical phase CO2.  Results from this study reveal that CO2 tends to accumulate at fracture 
intersections due to relative permeability effects.  The implication of this result is that secondary alteration 
products may focus downgradient of the fracture intersection, thus sealing conductive flow paths. 

3.2 Methods 
This study utilizes multi-phase, multi-
component numerical modeling to 
investigate the influence of fracture 
permeability on CO2 infiltration and 
phase change(s) within a basalt 
entablature fracture network. The 
model scenario is designed to 
represent supercritical CO2 entering 
a basalt entablature from below 
when the pressure-temperature 
conditions are near the phase 
change boundary for CO2. As a 
result, this study provides first-order 
estimates of buoyancy-driven 
leakage potential as CO2 density 
decreases during phase changes 
from supercritical fluid to subcritical 
liquid or gas. For this study, free CO2 
can be in any of three phases, which 
are (1) supercritical fluid, (2) 
subcritical liquid, and (3) subcritical 
gas; however, the supercritical phase 
fluid and subcritical gas are the 
predominant fluid phases in the 
modeling results. The model domain comprises a 5 m × 5 m fracture network developed using outcrop-
scale data acquired by ground-based light-detection and ranging (LiDAR) (Sections 3.1 and 3.2). To 
account for the uncertainty associated with fracture permeability at depths of interest (> 750 m) for CO2 
sequestration, a synthetic fracture permeability distribution is produced on the basis of core-scale fracture 
aperture measurements from the literature (Section 3.3). This fracture permeability distribution is 
implemented for a Monte Carlo numerical model comprising fifty (50) equally probable, 2-D realizations of 
the same fracture network. In order to isolate the effects of permeability uncertainty, the fracture network 
geometry is identical for each realization; however, the spatial distribution of fracture permeability is 
randomly drawn from the synthetic permeability distribution. Three-phase relative permeability and 
capillary pressure effects are accounted for using generic characteristic curves (Section 3.4). Vertical CO2 
flow is simulated in each fracture network model (Section 3.5), and e-type estimates are computed for 
fluid pressure and CO2 saturation over the complete ensemble of 50 equally probable fracture 
permeability distributions (Section 3.6). The bulk fluid and rock properties are listed in Table 3.1.  
  

Figure 3.1: (a) Areal extent of the Columbia River Basalt Group. (b) 
Study area map and LiDAR station locations at field site. Image from 
Google EarthTM. (c) Image of study area outcrop with dashed blue box 
corresponding to the fracture network modeled for this study. The blue 
dashed box is 5 m × 5 m, and the image is not orthorectified.  
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3.2.1 LiDAR Acquisition 
Ground-based LiDAR scans were acquired from a basalt 
outcrop near Starbuck, Washington, in November 2015 
(Figure 3.1B). The selected outcrop was approximately 
100 m wide by 10 - 15 m tall (Figure 3.1C). Terrestrial 
LiDAR scans were acquired with a Z+F Imager 5010x, 
which is a phase-based laser scanner with a range of 187 
m and range noise of ∼0.4 mm at 25 m. LiDAR data were 
acquired at five scanning stations selected along the 
outcrop, and each scan was specified to overlap the 
previous scan by ∼25% (Figure 3.1B). In order to facilitate 
accurate point cloud registration, six Z+F Profi targets 
were deployed in a staggered geometric configuration 
along the outcrop and each scan acquired a minimum of 
four targets. The LiDAR stations and target locations were 
geospatially referenced with a Trimble Geo7x hand held 
GPS configured for sub-centimeter resolution. The outcrop 
LiDAR scans were merged using Z+F Laser Control 
software with mean registration error of 1.7 mm, standard 
deviation of 1 mm, and maximum deviation of 5.6 mm. 
Following registration, errant data points (e.g., reflections 
from dust, insects, and occasional traffic) were filtered 
from the combined data set manually, and the post- 
processed outcrop point cloud data was exported in ASCII 
format.  

3.2.2 Fracture Network Model 
The fracture network developed for this study comprises a 
5 m × 5 m sub-section of the post-processed point cloud 
(Figure 3.1C). This sub-section of the outcrop is located 
entirely within the entablature portion of the basalt flow. The entablature is of particular interest here 
because it has been proposed as the confining unit for CO2 trapping on the basis of effective permeability 
values of ∼10−18 m2 [McGrail et al., 2009]. In order to extract the entablature fracture distribution from the 
subsampled region, the raw point cloud is processed using the surface roughness algorithm developed by 
Pollyea and Fairley [2011, 2012b]. In this method, the point cloud is discretized into a regular Cartesian 
grid and an orthogonal regression plane is fit to the points within each grid cell. The surface roughness of 
each grid cell is then calculated as the standard deviation of point-to-plane distances. This method 
returns surface roughness values on a ratio scale for each grid cell, and [Pollyea and Fairley, 2011] 
showed that 2-D fracture network models can be extracted by implementing a binary transform to 
normalized surface roughness data. The premise underlying this binary transform is that surface 
roughness is larger for grid cells intersecting fracture edges and/or prominences in the outcrop, and, as a 
result, this information is exploited to assign each grid cell to either “fracture” or “matrix” subdomains. 
Conse- quently, unique hydrogeological properties can be assigned within each subdomain for numerical 
flow modeling.  

For this study, surface roughness is calculated within the 5 m × 5 m entablature subsection over 
a regular Cartesian grid discretized with 0.025 m (2.5 cm) resolution. This results in a 2-D model domain 
comprising 200 grid cells along each axis (40,000 total grid cells). After normalizing surface roughness to 
range between 0 and 1, the binary threshold delineating fracture and matrix grid cells is determined by 
trial-and-error to be the lowest value for which the resulting fracture network is visually realistic and at 
least two fractures are continuously connected through the domain (Figure 3.3).  

3.2.3 Fracture and Matrix Permeability 
Basalt matrix permeability is uniformly specified as 10−20 m2 on the basis literature values ranging 
between 10−17 m2 and 10−24 m2 for basalt matrix permeability [Bertels et al., 2001; Nara et al., 2011; 
Walker et al., 2013a,b]. In contrast, the fracture permeability for 0.025 m grid resolution is unknowable at 
depths of interest (> 750 m) for CO2 sequestration; however, Lamur et al. [2017] report a core-scale 

Figure 3.2: Generalized schematic of CRBG 
flow morphology, modified after Mangan et al. 
(1986).  
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basalt fracture permeability of ∼ 10−15 m2 at effective 
stresses up to 30 MPa. As a result, this study 
implements as a Monte Carlo numerical model 
comprising 50 individual simulations within the same 
fracture network. In this approach, the spatial 
distribution of fracture permeability in each model 
domain is randomly selected from a synthetic log-
normal fracture permeability distribution.  

The synthetic fracture permeability distribution 
is based on Lindberg [1989], which reports spatially 
uncorrelated and log-normally distributed fracture 
aperture (b) measurements from 3,194 CRBG joints. 
This aperture distribution is described by mean aperture 
of 2.66 × 10−4 m and standard deviation of 4.89 × 10−4 
m. For this study, the fracture aperture distribution is 
converted to a fracture permeability (kf) distribution on 
the basis of the parallel-plate cubic law (kf = b2/12) 
[Witherspoon et al., 1980; Ge, 1997], which is assumed 
valid on the basis of the 0.025 m grid discretization. 
Application of the cubic law to the Lindberg [1989] 
aperture distribution results in a mean fracture 
permeability of 5.9 × 10−9 m2 with corresponding 
standard deviation of 1.99 × 10−8 m2. Lindberg [1989] 
also shows that CRBG fracture apertures are spatially 
uncorrelated, and, as a result, the fracture permeability 
distribution developed here is reproduced in 50 equally 
probable realizations of the same fracture map, while 
the spatial distribution within each realization is spatially 
uncorrelated.  
 Because the Lindberg (1989) distribution was 
measured from ex situ core samples, each simulated 
fracture permeability distribution is scaled to account for 
the effects of loading at depths of interest of CO2 
sequestration. In doing so, the simulated permeability 
value assigned to each grid cell is scaled by subtracting 
a mean fracture permeability that is assumed to be 
representative of in situ conditions. For this study, the in 

situ mean fracture permeability is estimated using the weighted geometric mean for the case when (1) 
effective (bulk) permeability is constrained by field-scale pumping tests and (2) matrix permeability is 
reasonably approximated by core-scale experimental data. In the context of effective medium theory, the 
general form of weighted geometric mean permeability is given by:  

𝑘=>> = 𝑒𝑥𝑝B
∑𝜔E ln 𝑘E
∑𝜔E

H 

where, keff is effective permeability, ki is the permeability of subdomain i, and ωi is a weighting function 
(Fairley, 2016; Rubin, 2003). For the bimodal fracture network model, equation (1) is expanded and rear- 
ranged to solve for mean fracture permeability:  

𝑘> = 𝑒𝑥𝑝 B
ln 𝑘=>> − 𝜔I ln 𝑘I

𝜔>
H 

where, subscripts f and m refer to the fracture and matrix subdomains, respectively. For this study, keff is 
specified as 10-18 m2, which is a typical value for pumping tests in CRBG entablatures (McGrail et al., 
2009; Wood & Fernandez, 1988); km is equal to the 10-20 m2 (discussed above); and the weighting 
function is based on the probability distribution of each subdomain, so that ωm and ωf are 0.58 and 0.42, 
respectively, (Figure 3.3b). Equation (2) results in a mean in situ fracture permeability of 5.78 × 10-16 m2, 
which is comparable to permeability tests in artificially induced basalt cores at effective stresses 
comparable to depths of interest for CO2 storage (Lamur et al., 2017). The difference between this in situ 
mean kf and the Lindberg (1989) mean permeability is subtracted from each simulated fracture 

Figure 3.3: (a) LiDAR-based 2-D fracture network 
map developed for this study. The fracture network 
is modeled with 0.025 m grid resolution from a 5 m 
× 5 m section of a Columbia River Basalt flow 
entablature (Figure 1c, blue dashed box). The 
fracture model comprises 40,000 grid cells. Matrix 
and fracture cells are denoted by gray and black 
shading, respectively. (b) Probability distribution of 
normalized surface roughness for the fracture 
network in Figure 2a. Shading denotes the 
proportion of the probability distribution assigned to 
matrix cells (gray) and fracture cells (black).  
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permeability in the ensemble of 50 equally probable 
realizations, which effectively translates the Lindberg 
(1989) distribution to depths of interest for CO2 
sequestration while maintaining the same degree of 
variability about the mean. The resulting fracture 
permeability distribution for one equally probable 
realization is illustrated in Figure 3.4a with the 
corresponding permeability histogram shown in in 
Figure 3.4b.  

3.2.4 Three-Phase Constitutive Relations 
For this modeling study, characteristic curves are 
used to simulate the effects of relative permeability 
and capillary pressure as functions of aqueous phase 
saturation. Relative permeability and capillary 
pressure for multiphase CO2 and water systems have 
not yet been finalized (Gran et al., 2017). 
Consequently, the three-phase relative permeability 
model developed by Stone (1970) is implemented 
with constraints based on multiphase experiments 
between N2 and water in a basalt fracture (Bertels et 
al., 2001). For this study, fitting relative permeability 
curves with data from multiphase N2-water 
experiments is justified on the basis of Pini and 
Benson (2013), which shows very small differences 
in relative permeability characteristics between gN2-
water, gCO2-water, and scCO2-water fluid pairs at 
pressure and temperature conditions relevant for 
CCS (Pini & Benson, 2013). After fitting relative 
permeability curves, the resulting parameters are 
then used for the three-phase capillary pressure 
model developed by Parker et al. (1987). The relative 
permeability and capillary pressure models used for 
this study are shown graphically in Figure 3.5 with 
parameters in Table 3.1, and a detailed discussion of each model follows.  
 Relative Permeability: To account for the effects of multiple fluid phases in each grid cell, the 
relative permeability model originally proposed by Stone (1970) is implemented for each fluid phase as:  

𝑘JK = L
𝑆K − 𝑆KJ
1 − 𝑆MJ

N
O

 

𝑘JM = L
𝑆M − 𝑆MJ
1 − 𝑆MJ

N
O

 

𝑘JP = B
1 − 𝑆K − 𝑆M − 𝑆PJ
1 − 𝑆K − 𝑆MJ − 𝑆PJ

H L
1− 𝑆MJ − 𝑆PJ
1 − 𝑆M − 𝑆PJ

NB
(1 − 𝑆K − 𝑆MJ − 𝑆PJ)(1 − 𝑆M)

1 − 𝑆MJ
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where, krg, kra, and krl, represent relative permeability for the nonwetting gaseous or supercritical (non-
wetting) CO2 phase, aqueous (wetting) phase, and nonwetting liquid CO2 phase, respectively; Sgr and Sa 
are gaseous (or supercritical) and aqueous phase saturation, respectively; Sgr, Sar, and Slr are irreducible 
saturation parameters for the gaseous (or supercritical) CO2 phase, aqueous phase, and nonwetting 
liquid CO2 phase, respectively; and n is a phase interference parameter. The Stone (1970) relative 
permeability model is based on channel theory, which states that in any given channel, only one fluid is 
active. Furthermore, this relative permeability model assumes that the wetting phase tends to remain in 
small pore spaces, while the nonwetting phases preferentially occupy larger pores. Because of this phase 
separation, interactions of the liquid nonwetting phase with water and gas are considered separate events 
(Stone, 1970). To implement this model within the basalt fracture network, equations (3) and (4) are fit to 
data from two-phase (krg and kra, respectively) relative permeability experiments reported by Bertels et al. 
(2001) for water and nitrogen in a basalt fracture (Figure 3.5a and Table 3.1). At the time of this writing, 
relative permeability for the nonwetting liquid CO2 phase (krl) has not been measured experimentally.  

Figure 3.4: (a) One equally probable fracture 
permeability distribution developed by scaling the 
Lindberg (1989) aperture distribution to depths of 
interest for CO2 sequestration. Gray shading denotes 
matrix permeability (log10 km = -20) and color range 
denotes fracture permeability (log10 kf). (b) Histogram 
of log10 kf for the simulated permeability distribution in 
Figure4a. Color bars correspond with scale for log10 kf 
in Figure 6a.  
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 Capillary Pressure: Capillary pressure effects are modeled using the three-phase model reported 
by Parker et al. (1987). In this formulation, the capillary pressure across each fluid interface is calculated 
with the following set of equations:  

𝑃S,KP = 	−
𝜌M𝑔
𝛼KP

B𝑆̅P
./
I − 1H

/
O
 

𝑃S,KM = −	
𝜌M𝑔
𝛼PM

B𝑆̅M
./
I − 1H

/
O
−
𝜌M𝑔
𝛼KP

B𝑆̅P
./
I − 1H

/
O
 

𝑃S,PM = 𝑃S,KM − 𝑃S,KP 
 
where, Pc,gl is capillary pressure across the interface between gaseous (or supercritical) and liquid 
phases, Pc,ga is capillary pressure across the interface between gaseous (or supercritical) and aqueous 
phases, and Pc,la is capillary pressure across the interface separating the nonwetting phase liquid and 
aqueous phases. In addition, g is acceleration due to 
gravity, ρa is aqueous phase density, m is the Van 
Genuchten (1980) phase interference parameter (m = 1 
– 1/n), and αla and αgl are strength parameters for the 
liquid-aqueous and gaseous-liquid interfaces, 
respectively. In this formulation, capillary pressure 
calculated as a function of effective saturation ( 𝑆̅ ), 
where 𝑆̅M  is effective aqueous phase saturation 
(𝑆̅M = (𝑆M − 𝑆MJ)/(1 − 𝑆MJ))	 and ( 𝑆PZ ) is effective 
nonwetting phase liquid saturation ( 𝑆̅P = (𝑆K + 𝑆P −
𝑆MJ)/(1 − 𝑆MJ) ). Equations (6–8) are parameterized 
using the α parameters presented by Parker et al. 
(1987) and irreducible wetting and nonwetting phase 
saturation values found by fitting the relative 
permeability model to Bertels et al. (2001) experimental 
data (Figure 3.5b and Table 3.1).  

3.2.5 Numerical CO2 Flow Simulation 
The numerical model simulates a scenario in which 
free-phase, supercritical CO2 has accumulated below a 
basalt flow entablature at depths approaching CO2 
phase change boundary. The code selection for this 
study is TOUGH3 (Jung et al., 2016), which solves 
energy and mass conservation equations for 
nonisothermal, multiphase flows in porous geologic 
media. Here TOUGH3 is compiled with fluid property 
module ECO2M, which simulates mixtures of water, 
CO2, and NaCl, as well as CO2 phase change between 
liquid, gaseous, and supercritical state (Pruess, 2011). 
In this formulation, CO2 phase partitioning in each grid 
cell is modeled on the basis of equilibrium 
thermodynamics for the temperature range 12° ≤ T ≤ 
110°C and fluid pressure up to 60 MPa (Pruess, 2011). 
 Initial conditions are specified with a hydrostatic pressure gradient ranging from 7.35 to 7.39 MPa, 
which corresponds with a saturated depth of ~750 – 755 m. The initial temperature field is specified as 
32°C, and thermal effects are accounted for in the simulations. These initial conditions are consistent with 
field conditions encountered at the Wallula Basalt Sequestration Pilot Project in southeast Washington 
State, USA (McGrail et al., 2009). Furthermore, this initial condition is designed such that free-phase 
supercritical CO2 will encounter the critical point within the model domain, and thus undergo phase 
change to subcritical liquid or gas. Adiabatic pressure and temperature conditions are specified on the 
lateral model boundaries. Fluid is allowed to leave the model domain by specifying a Dirichlet condition at 
the upper boundary, and temperature is held constant at 32°C at the upper and lower boundaries. The 

Figure 3.5: (a) Labeled curves represent the three-
phase relative permeability model of Stone (1970). 
Curves are fit to Bertels et al. (2001) experimental 
data for water-nitrogen relative permeability in a 
basalt fracture: solid and open circles are wetting 
and nonwetting phase relative permeability, 
respectively. (b) Three-phase capillary pressure 
model by Parker et al. (1987). See Notation section 
for a description of the symbols.  
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basal boundary simulates an accumulation of supercritical CO2 
below the basalt flow entablature by specifying a Dirichlet 
condition as fully saturated with CO2 at 0.5 MPa overpressure 
and 32°C (Figure 3.6). Hydraulic and thermal properties are 
listed in Table 3.1.  
 In order to quantify the effects of fracture permeability 
uncertainty within the model domain, 50 individual CO2 flow 
models are performed within the synthetic fracture network. The 
decision to simulate 50 equally probable reservoirs represents a 
balance between computational efficiency and simulating 
sufficient data to capture a wide range of possible outcomes. 
For each numerical model, the fracture network geometry and 
initial and boundary conditions are identical; however, the 
permeability for each fracture cell is randomly drawn from the 
synthetic permeability distribution developed in section 3.3 
(Figure 3.4b).  
 In closing this description of model development and 

specification, a brief mention about model limitations is warranted. Specifically, this modeling study does 
not account for geochemical processes responsible for basalt dissolution and carbonate precipitation, 
which are likely to affect fracture permeability. For example, Luhmann et al. (2017a, 2017b) show that 
CO2-spiked water flowing in a basalt fracture results in minor permeability reduction due to mineral 
precipitation at low flow rates, while higher flow rates result in order-of-magnitude permeability 
enhancement due to rapid dissolution and transport. Similarly, Adeoye et al. (2017) indicate that the 
temporal evolution of fracture geometry under net dissolution is strongly influenced by mineral grain size. 
Although these processes will likely impose dynamically changing permeability in a natural fracture 
network, such scaling laws remain beyond the current state-of-the-art. Consequently, the numerical 
model developed here is relevant primarily in early time prior to widespread mineralization (<~ 10 years).  

Table 3.1: Model parameters 
Parameter Symbol Value Units 
Initial temperature To 32 °C 
Total dissolved solids TDS 270 mg L-1 
Specific heat cp 840 J kg-1 °C-1 
Thermal conductivity κT 2.11 W m-1 °C-1 
Basalt density ρr 2,950 kg m-3 
Fracture porosity ϕf 0.1 – 
Matrix porosity ϕm 0.01 – 
Residual aqueous phase saturation Sar 0.63 – 
Residual liquid phase saturation Slr 0.01 – 
Residual gas phase saturation Sgr 0.001 – 
Van Genucten parameter (n = 1 – 1/m) n 1.4 – 
Capillary strength: gas-liquid interface αgl 10.8 – 
Capillary strength: liquid-aqueous interface αla 6.0 – 

3.2.6 Data Analysis (E-type Estimates) 
The ensemble of 50 simulations is analyzed using e-type estimates, which yield the mean and variance of 
a simulated variable within each grid cell of the domain (Deutsch & Journel, 1998). For example, the 
mean value of simulated fluid pressure (𝑃\>(],^)) in each grid cell of the Monte Carlo model is computed for 
the ensemble of 50 simulations as,  

𝑃\>(],^) =
/
_`
∑𝑃>,E(],^)  

where, Pf,i(x,z) is the simulated fluid pressure at location (x,z) for simulation i. The corresponding measure 
of uncertainty around the mean at each grid cell is computed as the standard deviation (σPf(x,z)),  

𝜎b>(],^) = c 1

50
∑e𝑃𝑓,𝑖(𝑥,𝑧) − 𝑃\𝑓,(𝑥,𝑧)h

2
 

Figure 3.6: Schematic illustration of the 
initial and boundary conditions implemented 
for each CO2 model in this study.  

 



 

Page 35 of 65 

In addition to e-type estimates for fluid pressure, these equations are implemented for wetting and non-
wetting phase saturations to assess variability in phase partitioning as a function of permeability 
uncertainty. 

3.3 Results and Discussion 
Each numerical model accounts for 10 years of simulation time with data output at 1, 5, and 10 years. 
The results of two individual simulations are illustrated in Figure 3.7, which shows total free-phase CO2 
saturation at 1, 5, and 10 years of simulation time. These individual simulations are labeled 39 and 46, 
and represent the minimum and maximum extent of CO2 infiltration for the complete ensemble, i.e., these 
simulations are end-members of the model behavior after 10 years. The e-type estimates resulting from 
the complete ensemble at 1, 5, and 10 years are shown for total free-phase CO2 saturation in Figure 3.8, 
and the corresponding e-type estimates for fluid pressure are shown in Figure 3.9. Phase partitioning 
between supercritical- and gas-phase CO2 after 10 years of simulation is illustrated in Figure 3.10.  

3.3.1 One Year 
After 1 year of simulation, all free CO2 remains in the supercritical phase for the end-member simulations, 
39 and 46 (Figure 3.7). In both simulations, CO2 rises ~1 m into the fracture network, and follows the 
same pathways with comparable saturation levels. The fluid pressure distribution in simulations 39 and 46 
(not shown) propagates upward through the domain according to fracture network geometry. 
Consequently, fluid pressure decreases nonlinearly with elevated pressure occurring below blockages in 
the fracture pathways, and lower pressures along clear conduits.  

E-type results for total CO2 saturation and fluid pressure after 1 year are presented in Figures 3.8 
and 9, respectively. The ensemble mean supercritical CO2 saturation is comparable to the results for 
simulations 39 and 46, with mean CO2 saturation ranging between 0.10 and 0.36 in the conductive 
fractures. The variability of this ensemble behavior is relatively low, as indicated by the corresponding 
standard deviation of �0.06 to 0.10, which is governed by variability in the permeability distribution. 
Nevertheless, the largest degree of CO2 saturation variability occurs in conductive fractures, particularly 
where a single flow path diverges into two or more flow paths. The ensemble mean fluid pressure after 1 
year of simulation indicates the pressure perturbation induced by infiltrating CO2 is maximized in 
conductive fractures as pore space is drained (Figure 3.9a). Interestingly, fluid pressure variability is also 
maximized in the conductive fractures, where the maximum deviation is ~72 kPa (Figure 3.9c). This effect 
is most pronounced at the leading edge of the advancing CO2, where aqueous phase relative 
permeability in basalt fractures decreases substantially at low CO2 saturation levels (Bertels et al., 2001). 
This result agrees with Pollyea (2016), which shows that fluid pressure accumulation in basalt reservoirs 
is governed primarily by drainage of the aqueous phase. Similarly, the gradient in fluid pressure variability 
is highest below constrictions or blockages in the main fracture pathways, which can occur when a 
conductive fracture terminates or as a result of comparatively low fracture permeability. In contrast, fluid 
pressure variability within conductive fracture is smallest at locations where CO2 initially enters the 
fracture network. The ensemble model results after 1 year indicate that CO2 flow paths and fluid pressure 
distribution are controlled primarily by fracture network geometry, while variability in CO2 saturation is 
governed by interactions between fracture permeability and network geometry.  

3.3.2 Five Years 
After 5 years, the end-member simulations 39 and 46 show little discernible difference in both CO2 
saturation (Figures 3.7b and 3.7e) and fluid pressure distribution (not shown). As with the 1-year end-
member simulations, all free CO2 remains in the supercritical phase as the fluid pressure diffusion from 
the lower boundary pushes the critical point of CO2 to more shallow depths. E-type results for total CO2 
saturation and fluid pressure are shown in Figures 3.8b, 3.8e, 3.9b, and 3.9e, respectively. These results 
indicate the presence of three conductive fractures, within which supercritical CO2 has migrated ~2 m 
from the basal boundary. Mean CO2 saturation is ~0.2 in the conductive fractures, although substantially 
higher CO2 saturation levels occur in disconnected fractures as CO2 accumulates. In addition, elevated 
CO2 saturation occurs at fracture junctions, where a single conductive fracture splits into two or more flow 
paths. This suggests that intersecting fractures may focus the effects of mineralization, as elevated free 
CO2 maintains an equilibrium supply of hydrogen and bicarbonate ion to drive both basalt dissolution and 
carbonate precipitation (Pollyea & Rimstidt, 2017). Interestingly, the standard deviation of CO2 saturation 
is generally highest along continuous sections of the fracture network, suggesting that fracture permeabil- 
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Figure 3.7: Temporal evolution of total CO2 saturation for end-member simulations: simulation 39 at (a) 1, (b) 5, and 
(c) 10 years; simulation 46 at (d) 1, (e) 5, and (f) 10 years.		
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Figure 3.8: Ensemble results (e-type) of total CO2 saturation for Monte Carlo model (N=50 simulations). Results are 
calculated with equations in Section 3.2.6 for mean (total) CO2 saturation at (a) 1, (b) 5, and (c) 10 years, and (d–f) 
corresponding standard deviation for each mean. 
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ity strongly influences CO2 saturation within the conductive portion of the fracture network (Figure 3.8e). 
 The mean fluid pressure distribution after 5 years of simulation is generally similar to the 1-year 
results (Figure 3.9b); however, the corresponding variability is substantially lower across most of the 
domain (Figure 3.9e). This suggests that flow paths for CO2 imbibition and aqueous phase drainage 
stabilize within the fracture network. Nevertheless, a sharp discontinuity in mean fluid pressure emerges 
at the horizontal position ~2 m from the origin and 752.6 m simulated depth (Figure 3.9b). This 
discontinuity is collocated with a small region of elevated uncertainty, which is a constriction in the 
conductive fracture, where the flow paths bends to the right and permeability within a single grid cell is the 
dominant control on flow through the network. The region above this constriction is marked by a near-
vertical channel of moderate fluid pressure uncertainty. Although this channel comprises no CO2 at the 5-
year time step, the fluid pressure variability suggests that drainage is underway, thus foreshadowing the 
development of a primary flow path within the fracture network. Although similar behavior is seen in the 
fluid pressure distribution at horizontal positions less than 2 m from the origin, the effects are much more 
diffuse as the conductive fractures in this region terminate into the basalt matrix.  

3.3.3 Ten Years 
After 10 years, the end-member simulations 39 and 46 comprise three-phase CO2 conditions with 
supercritical fluid and subcritical gas as the predominant phases (Figures 3.7c and 3.7f). The notable 
difference between the end-member simulations is illustrated by (1) the depth of phase change and (2) 
the flow path taken by gas phase CO2 at shallow depths in the domain. In simulation 39, phase change 
occurs at ~752.2 m simulated depth; however, the depth of phase change in simulation 46 occurs over a 
0.2 m interval between 751.0 and 751.2 m simulated depth, depending on the conductive fracture. This 
difference in phase partitioning is caused by fluid pressure variability, which in these simulations is solely 
a function of fracture permeability.  
 The ensemble e-type results for total CO2 saturation at 10 years are presented in Figures 3.8c 
and 8f. These results show that CO2 flow within the fracture network converges on a single path, while 
significant CO2 saturation levels accumulate within less conductive fractures. This behavior is consistent 
with numerous studies that show flow path convergence in fracture-controlled, multiphase systems 
(Carneiro, 2009; Fairley et al., 2004; Glass et al., 2003; LaViolette et al., 2003; Wood et al., 2004; Zhou et 
al., 2006). In Pollyea and Fairley (2012a), the authors suggest that relative permeability effects may favor 
flow path convergence in strongly heterogeneous, multiphase fluid systems. In particular, these authors 
suggest a feedback mechanism in which resistance to flow along a given flow path decreases as CO2 
saturation increases, thus increasing CO2 relative permeability and allowing further saturation gains along 
the flow path. In the context of CO2 sequestration in basalt reservoirs, the nature of CO2 flow paths to 
converge suggests that physical trapping may be significantly enhanced as carbonate minerals 
precipitate in the primary flow path.  
 In addition to flow path convergence, mean CO2 saturation levels remain higher at locations 
within the fracture network where a single flow path branches and where conductive fractures terminate 
into the basalt matrix. This behavior is consistent with the early time results, and suggests that relative 
permeability effects encourage CO2 accumulation at fracture intersections because CO2 saturation levels 
are lower in the diverging fractures, thus inhibiting mobility through the intersection. Although this relative 
permeability effect at fracture intersections has not been shown experimentally, Glass et al. (2003) found 
that water tends to accumulate at fracture intersections during imbibition of an unsaturated fracture 
network. However, these authors proposed that water must overcome capillary barrier effects at a fracture 
intersection before advancing.  
 The corresponding standard deviation of total CO2 saturation is also consistent with early time 
results in that maximum variability occurs in relatively straight flow paths (Figure 3.8f). This result arises 
because unsaturated flow in fracture networks is dependent on the properties of the entire path (Doughty, 
2000). For each simulation in the Monte Carlo model, CO2 follows the same fracture; however, the CO2 
saturation at any point is dependent on the permeability distribution along the entire fracture, including the 
permeability ahead of the advancing CO2. This effect was shown by Kwicklis and Healy (1993), which 
used numerical methods to show that fluid flux varies spatially within a fracture network with variable 
aperture, even under saturated steady flow. For multiphase fluid systems, path-dependent flow is likely to 
be even more pronounced as relative permeability and capillary pressure effects introduce strongly 
nonlinear feedbacks within the fracture network.  
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Figure 3.9: Ensemble results (e-type) of fluid pressure for the Monte Carlo model (N550 simulations). Results are 
calculated with equations (9) and (10). Mean fluid pressure at (a) 1, (b) 5, and (c) 10 years, respectively, and (d–f) the 
corresponding standard deviation for each mean. Dashed box in panel F is presented in Figure 3.11.  
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In order to evaluate the effects of fracture permeability uncertainty on phase partitioning, 
individual e-type results for supercritical and gas phase CO2 are presented in Figure 3.10. At simulated 
depths less than ~750.8 m, the mean and standard deviation of supercritical phase CO2 saturation are nil, 
which indicates that all CO2 above 750.8 m is in the gas phase (Figures 3.10a and 3.10c). Similarly, for 
simulated depths greater than ~752.4 m, the mean and standard deviation of gas phase CO2 saturation 
are zero indicating that all free CO2 below this depth is in the supercritical phase (Figures 3.10b and 
3.10d). Consequently, the model scenario comprises a 1.6 m overlap in which phase partitioning is 
governed solely by the spatial distribution of fracture permeability. In this model scenario, temperature 
variations are orders of magnitude lower than pressure variations, and, as a result, the window of 
permeability-controlled phase partitioning is governed primarily by fluid pressure.  

 	
Figure 3.10: Ensemble results (e-type) of (a, b) supercritical phase CO2 and (c, d) subcritical gas phase CO2 for the 
Monte Carlo model (N=50 simulations) after 10 years of simulation. The depth-interval for which fracture permeability 
governs phase partitioning is shown as red lines in Figures 3.10c and 3.10d.  

E-type results for fluid pressure after 10 years of simulation are shown in Figures 3.9c and 3.9f. 
The mean fluid pressure distribution is consistent with the 1- and 5-year results, except that the fluid 
pressure discontinuity is less pronounced at the horizontal position ~2 m from the origin and 752.6 m 
depth. Similarly, the standard deviation of fluid pressure at this location is substantially lower due to 
pressure redistribution along the continuous flow path that develops through the fracture network. This 
flow path is demarcated by a near-vertical zone of pressure variability that is attributable to fracture 
permeability variability (Figure 3.9f). The effects of uncertainty in permeability within the conductive 
fracture are presented with greater detail in Figure 3.11. Within the conductive fracture, the effects of 
permeability uncertainty are most pronounced between 753.0 and 753.5 m depth, where CO2 is 
supercritical and fracture connectivity is restricted to a single grid cell. Within the overlapping phase-
change interval (750.8–752.4 m), fluid pressure variability is comparatively lower (~10 kPa). The 
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combined e-type estimates for fluid pressure, gas-phase 
CO2, and supercritical phase CO2 suggest that as buoyant 
supercritical CO2 approaches the critical point, phase 
partitioning is highly sensitive to small changes in fluid 
pressure. These effects are complicated by volumetric 
expansion locally increasing fluid pressure, as well as the 
development of the three-phase zone that locally alters CO2 
mobility due to highly nonlinear, three-phase relative 
permeability and capillary pressure effects (Pruess, 2005). 
Since fluid pressure variability in the Monte Carlo model is 
solely a function of permeability distribution, these results 
suggest that CO2 phase partitioning is strongly controlled 
by the fracture permeability distribution, which for this 
model occurs within a 1.6 m depth interval (thickness). 

3.4 Summary 
Successful field experiments in Washington State, USA, 
and Iceland yield compelling evidence that basalt reservoirs 
may be attractive targets for carbon capture and 
sequestration (Matter et al., 2016; McGrail et al., 2017). 
Nevertheless, industrial-scale implementation of this 
technology is hampered by still incomplete knowledge of 
multiphase flow characteristics in highly heterogeneous 
basalt fracture networks. This study is designed to gain 
insights into the behavior of CO2 within the fracture network 
of an outcrop-scale flood basalt entablature when (1) the 
spatial distribution of fracture permeability is a priori 
unknown and (2) buoyant CO2 undergoes phase change from supercritical fluid to subcritical liquid or gas. 
The primary results of this study are summarized below.  

1. In early time (~1 year), CO2 flow paths and fluid pressure are controlled primarily by fracture 
network geometry, while variability in CO2 saturation is governed by interactions between fracture 
permeability and network geometry.  

2. After 5 years of simulation, the ensemble (e-type) CO2 saturation results show that CO2 
accumulates at fracture intersections, which suggests that mineralization may focus at these 
locations.  

3. Ensemble calculations for subcritical and supercritical CO2 after 10 years of simulation show that 
variations in fracture permeability result in a ~1.6 m depth interval within which phase change 
occurs. This suggests that flood basalt entablature zones may exhibit favorable physical trapping 
characteristics for isolating CO2 over time scales required for widespread mineralization.  

4. For the model scenario, CO2 flow tends to converge on a single flow path. This is consistent with 
previous investigations documenting similar behavior as water infiltrates an unsaturated fracture 
network (Fairley et al., 2004; Glass et al., 2003; LaViolette et al., 2003). In the context of CCS in 
flood basalt, the combination of CO2 accumulation at fracture intersections and flow path 
convergence suggests that physical trapping within the low-permeability entablature zone may be 
significantly enhanced as carbonate minerals precipitate at fracture intersections and decrease 
overall fracture network connectivity.  

In conclusion, these results suggest a theoretical possibility that the basalt-CO2-water system may be 
self- sealing; however, significantly more research is needed to assess the likelihood of such an outcome 
in real world settings. Specifically, additional research is needed to more fully understand the nature of 
reactive permeability alteration, stress-dependent reservoir properties, and multiphase fluid properties in 
basalt fracture networks, and to incorporate these processes into reactive transport simulation codes.  
 
 
 

Figure 3.11: Detail subsection of Figure 3.9f 
with rescaled contour interval illustrating 
standard deviation of fluid pressure for the 
Monte Carlo model (N=50) after 10 years of 
simulation.  
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4. REGIONAL-SCALE PERMEABILITY ARCHITECTURE OF THE COLUMBIA RIVER BASALT 
GROUP 

4.1 Objective 
The spatial distribution of permeability is a first-order uncertainty in the context of modeling CO2 injections 
in flood basalt reservoirs.  As a result, this project implements ensemble simulation methods to model 
CO2 injections into equally probable synthetic reservoirs, and doing so requires a spatial correlation 
model of permeability within the Columbia River Basalt Group (CRBG).  We develop a new permeability 
database for the Columbia River Basalt Group (CRBG), USA, (Fig. 4.1) and calculate the semivariogram 
and permeability-depth profile.  In doing so, we discovered that (i) permeability correlation is direction-
dependent, (ii) the direction of long-range permeability correlation aligns with structural features 
underlying the CRBG, and (iii) CRBG permeability appears to increase at depths below ~1,000 m.  We 
then interpret our findings to assess applicability of permeability-depth (k-z) scaling in large igneous 
provinces. Our analysis indicates that bulk permeability within the CRBG does not follow the expected 
depth-dependent trend between 950 and 1,450 m, and we hypothesize that this deviation from classical 
k-z scaling laws results from rapid emplacement, subsequent lithospheric subsidence, and the 
development of bending moment stresses. 

4.2 Methods 
4.2.1 Data Sources 
We compiled a database of spatially 
referenced permeability values from 
previously published well data within the 
Columbia River Basalt Group (Reidel et 
al., 2002; Spane, 2013; Burns et al., 
2015). The database consists of 598 
individual wells with hydrologic data 
comprising, hydraulic conductivity (K), 
transmissivity (T), or permeability (k), as 
well as geographic location, center interval 
depth, and estimated temperature, 
viscosity (μ), and water density (ρ). In 
addition, numerous wells include multiple 
test intervals, and, as a result, the 
complete database comprises 874 
records. It should be noted that the center 
interval depth represents the depth utilized 
by Burns et al. (2015) and represents the 
middle of the testing interval reported from 
Reidel et al. (2002) and Spane (2013). For 
this study, K is converted to permeability 
using the relation k = (Kμ)/(ρg), and T is 
converted to permeability as k = 
(Tμ)/(ρgb), where μ, ρ, g, and b are water 
viscosity, water density, gravitational 
acceleration, and open well interval, 
respectively. In Burns et al. (2015), the 
authors adopt a convention in which b is either the open well interval or 30 m (whichever is greater). This 
convention is based on the idea that a typical CRBG basalt flow thickness is ∼30 m. The present study 
adopts this convention in order to maintain consistency with the substantial CRBG permeability database 
already reported by Burns et al. (2015). Burns et al. (2015) utilizes hydrologic data from both Kahle et al. 
(2011) and Spane (2013), to keep consistency and remove any redundant entries two measures were 
taken. First, only the data compiled by Burns et al. (2015) from Kahle et al. (2011) are used. The data 
from Spane (2013) is used as a test to ensure consistencies, by testing the conversion of hydrologic data 
to bulk permeability in this study to the converted bulk permeabilities in Burns et al. (2015). To test the 
consistency between the Burns et al. (2015) and this study, the percent error was calculated using % 

Figure 4.1: Study area map of the Columbia River Plateau, USA, 
with Columbia River Basalt Group (CRBG) shown in gray shading. 
Dark gray circles denote well locations with hydrologic data used 
in this study, and red circles denote wells greater than 950 m. Blue 
contour lines show the bedrock elevation in meters above mean 
sea level (m amsl) (Burns et al., 2011). Thick red line is N40°E, 
and direction of maximum horizontal spatial correlation for CRBG 
permeability. Base map from Esri (https://www.esri.com).  
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error = ((experimental – theoretical)/theoretical) *100, where the experimental value is log bulk 
permeability from this study and theoretical value is log bulk permeability from Burns et al. (2015). This 
comparison between 42 bulk permeability values results in an average difference of 0.7% between this 
study and Burns et al. (2015), which gives confidence to the consistency of the tabulated data. Second, to 
check for redundancy within the database a shell script was used to filter the entire database on unique 
combinations of Easting, Northing, and center interval depth, this results in 874 unique spatial locations 
(x, y, and z) of permeability values.  In order to account for thermal effects on water properties, the 
temperature for each open well interval where temperature is not reported, it is estimated by using the 
regional heat flux of ∼65 mW/m2 (Pollack et al., 1993). In addition, all geospatial locations are converted 
to Universal Transverse Mercator coordinates using the Geospatial Data Abstraction Library.  

4.2.2 Semivariogram Analysis 
The spatial variability of CRBG scalar permeability as a function of distance is calculated using the 
experimental semivariogram, which is a two-point measure of spatial autocorrelation. The experimental 
semivariogram is defined mathematically as,  

𝛾(ℎ) = /
lm(n)

∑ (𝑧E − 𝑧Eon)l
m(n)
Ep/ , 

where, N(h) is the total number of data pairs separated by a spatial lag distance (h), and zi and zi+h are 
the head and tail values of each data pair, respectively (Deutsch and Journel, 1998). Owing to the large 
range of permeabilities within the database, a logarithmic (base 10) transform is applied to the 
permeability data, which results in a lognormal permeability distribution. In order to search for horizontal 
anisotropy in the spatial distribution of bulk permeability values, a 2-D semivariogram map is developed 
using Geostatistical Software LibraryTM (GSLIB; Deutsch and Journel, 1998). A semivariogram map is 
way to quantify γ(h) in all horizontal directions and lag 
distances (Fig. 4.2). This allows for the directions of 
minimum and maximum spatial continuity to be determined 
in the horizontal plane. The directions of minimum and 
maximum spatial continuity are then used to calculate 
directional semivariograms, which requires narrowing the 
search window for data pairs. In order to narrow the search 
window, the experimental semivariogram values are 
calculated between pairs of points along an azimuth 
defined by the directions of maximum and minimum 
continuity, 40° and 130° respectively. To narrow the search 
window in these directions additional parameters must be 
defined. The azimuth tolerance defines the maximum and 
minimum search azimuth. For example, the direction of 
maximum continuity is 40° and the azimuth tolerance 
chosen for this study is 45°, this means the full search 
window for data pairs is from 355° to 85°. Additionally, an 
azimuth bandwidth must be defined, which restricts the 
amount of deviation from the azimuth is allowed while 
searching for data pairs. For this study an azimuth 
bandwidth of 25 km is chosen. The azimuth tolerance and 
bandwidth control the swath of data for which the 
calculations are done, by increasing or decreasing these 
values effects the number of data points involved in each 
calculation for a given lag distance. Defining an azimuth, 
azimuth tolerance, and azimuth bandwidth changes the 
search pattern from a circular (isotropic) pattern to an 
angular band. Using an angular band to calculate the two horizontal semivariograms orthogonal to one 
another is a way to quantify both the spatial correlation of permeability values in those directions and also 
the spatial anisotropy of permeability values within the CRBG. For horizontal semivariogram calculations, 
multiple permeability values within a single well present a unique challenge because collocated data are 
known to increase the uncertainty at short lag distances. To address this challenge, the arithmetic mean 
of permeability is taken within wells that have multiple testing intervals. This method has shown to be a 

Figure 4.2: Two-dimensional semivariogram 
map of CRBG permeability over a 2.5 km grid. 
Axes refer to North and East directions in 
kilometers, which are representative of lag 
distance γ(h), as shown in Equation 1. Black 
arrows denote directions of maximum and 
minimum horizontal spatial correlation within the 
ellipse scaled to reflect the anisotropic 2-D 
correlation structure. 
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suitable method for aggregating collocated data (Desbarats and Bachu, 1994). Once the experimental 
semivariograms are calculated, each semivariogram can be fit with a linear combination of a priori 
permissible functions, e.g., spherical, exponential, Gaussian, hole effect, or power law (Deutsch and 
Journel, 1998). The models that are fit to the semivariogram can be fully characterized by: (1) the nugget 
effect, which represents spatial variability at a lower resolution than the defined lag distance; (2) the sill, 
represents the variance of the dataset and once the semivariogram oscillates around the sill, the data is 
considered to be spatially random; and (3) the range, which is the distance at which spatial correlation 
can be inferred. In order to compare the semivariogram calculations for different directions, each 
experimental semivariogram is normalized over its respective variance so that the sill (variance) in each 
direction is one. By fitting each experimental semivariogram with a linear combination of permissible 
functions, a 3-D model of spatial autocorrelation for CRBG permeability is constructed as shown by 
Figure 4.3. 

4.2.3 Permeability variability with depth (k-z scaling) 
The permeability-depth (k-z) profile is calculated on the basis of a 
200 m moving average using the methods proposed by Burns et al. 
(2015), and 1σ dispersion about the mean is calculated to quantify 
uncertainty in the k-z profile (Fig. 4.4).  

4.3 Results 
The permeability-depth calculations (Fig. 4.4) show that average bulk 
(scalar) CRBG permeability (1) exhibits no apparent depth 
dependence between 0 and 500 m; (2) systematically decays by four 
orders of magnitude between ~500 and 950 m depth; and (3) 
increases by 1.5 orders of magnitude between 950 and 1,450 m 
depth. The k-z results between 0 and 950 m are generally consistent 
with Burns et al. (2015); however, their study suggests that the 
CRBG k-z profile likely exhibits power law decay at depths beyond 
950 m. In contrast, our results indicate that permeability increases by 
1.5 orders of magnitude between 950 and 1,450 m depth. To support 
the results presented in Figure 4.4, we observe that 1σ dispersion 
about the moving average systematically decreases with increasing 
depth beyond 950 m despite fewer data within the 950–1,450 m 
depth interval. Moreover, there are 21 permeability data above the 1σ 
threshold, while only 9 data points are below. The increasing k-z 
trend beyond 950 m is further supported by a single CRBG 
permeability measurement of 5.7 × 10-15 m2 at 1,828 m depth, which 
is not included in the moving average calculations because the depth 
is more than 200 m beyond the deepest datum shown in Figure 4.4. 
These results suggest that the trend of increasing permeability within 
the 950–1,450 m depth interval may be robust on the basis of 
currently available data. 

Semivariogram analysis reveals that: (1) CRBG permeability 
is spatially correlated with a 5:1 anisotropy ratio in the horizontal 
direction, (2) the directions of maximum and minimum spatial 
correlation are oriented N40°E and N130°E, respectively (Fig. 4.2), 
and (3) the vertical semivariogram is characterized by a power law 
model comprising a sill of 0.55 and exponent (ω) of 0.35 (Fig. 4.3). In 
comparing the direction of maximum horizontal spatial correlation 
with the depth to bedrock below the CRBG (Burns et. al., 2011), we 
find that the direction of maximum horizontal spatial correlation 
(N40°E) for CRBG permeability aligns remarkably well with the 
longitudinal axis of the bedrock underlying the Columbia River 
Plateau, which is oriented ~N42°E (Fig. 4.1). 
  

Figure 4.3: Spatial correlation model 
for Columbia River Basalt Group 
(CRBG, western USA) permeability, 
with horizontal experimental 
semivariograms for maximum (N40°E) 
(A) and minimum (N130°E) (B) spatial 
correlation directions. Each 
semivariogram is normalized over the 
variance. Circles denote experimental 
semivariogram (text Equation 1), and 
red line denotes model semivariogram 
with parameters shown in Table 4.1.  
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4.4 Discussion 
Our results indicate that CRBG bulk permeability exhibits (1) an unexpected increasing trend within the 
950–1,450 m depth interval (Fig. 4.4) and (2) the direction of maximum spatial correlation is in alignment 
with the longitudinal axis of the underlying bedrock depression (Fig. 4.1). We interpret these results in the 
context of CRBG emplacement. The CRBG is a continental large igneous province in the northwest 
United States (Fig. 4.1). The CRBG comprises a layered assemblage of ~300 Miocene-age flood basalts 
with an areal extent of 200,000 km2, aggregate thickness of 1–5 km, and total estimated volume of 
224,000 km3 (Reidel et al., 2002). Long and Wood (1986) show that during emplacement CRBG flows 
initially followed an east-to-west paleoslope, and then ponded within a north-south trending paleobasin 
that subsequently experienced local clockwise rotation (Hooper and Conrey, 1989). This is evident in 

bedrock contours underlying the CRBG, which show that: (1) 
the CRBG occupies a bedrock depression trending ~N42°E 
(Fig. 4.1), and (2) the thickness of individual CRBG members 
generally increases near the center of the bedrock depression 
(Burns et al., 2011). 

At the time of initial CRBG eruptions (~17 Mya), the 
Columbia River Plateau was undergoing uplift, and the Grande 
Ronde and Imnaha eruptions (17 - 15.5 Mya) produced ~94% 
of the total CRBG volume over a period of 1.5 million years 
(Reidel et al., 1989). This volume and emplacement rate 
rapidly loaded the underlying crust as high-density mafic rocks 
accumulated over comparatively lower density felsic rocks, 
which caused a down warp in the continental crust underlying 
the Columbia River Plateau (Hales et al., 2005). Since this 
time, the Columbia River Plateau has been undergoing 
subsidence at a decreasing rate from 0.7 - 1 cm yr-1 (15.6 
Mya) to the current rate of ~0.003 cm yr-1 (Reidel et al., 1989). 

The lithospheric response to loading is well 
documented in the case of continental ice sheet 
advance/retreat (e.g., Walcott, 1970a) and volcanism (Clague 
and Dalrymple, 1987; Jackson and Wright, 1970; Moore, 
1970). In the context of glacial advance and volcano 
construction, rapid lithostatic loading in both oceanic and 
continental crust induces rapid evolution in the principal 
stresses (e.g., Walcott, 1970a; Bianco et al., 2005; 
Hieronymus and Bercovici, 1999). During continental 
glaciation, the lithostatic response to rapid loading has been 
linked to bending moment stresses at the base of an ice sheet 
that induce tensile fractures and increase the permeability of 
basal ice (Boulton and Caban, 1995). Although there are fewer 

studies of the lithostatic response to continental large igneous provinces (LIPs), Walcott (1970b) showed 
that flexural rigidity of continental lithosphere decreases by two-orders of magnitude for long-term loading 
conditions (>~104 yr), and that this flexural response is controlled by both elastic and viscous processes. 
In the presence of loading-induced subsidence, work by Johnston et al. (1998) suggests that a bending 
moment will increase lateral compressive stresses at shallow depths, while decreasing compressive 
stresses at greater depths. 

Within the CRBG, Reidel et al. (1989) indicates that the Columbia River Plateau has been 
undergoing subsidence at a decreasing rate (0.1–0.003 cm yr-1) since the Grande Ronde eruptions. The 
occurrence of regional subsidence after CRBG emplacement suggests that the entire CRBG assemblage 
has been undergoing flexure, which would result in a bending moment about the longitudinal axis of the 
underlying bedrock depression (~N42°E). The presence of a bending moment about this longitudinal axis 
further suggests that bending moment stresses would manifest in the direction orthogonal to the 
longitudinal axis of the subsiding basin, the result of which would impose compression above the neutral 
axis and tension below the neutral axis. Within the CRBG, bending moment stresses acting orthogonal to 
the longitudinal axis of the underlying bedrock depression would preferentially affect fracture apertures 
(and thus permeability) oriented parallel to longitudinal axis of the underlying depression (Fig. 4.5), which 
we interpret as the process that results in spatially correlated permeability parallel to the longitudinal axis. 

Figure 4.4: The permeability-depth (k-z) 
profile is calculated on the basis of a 200 m 
moving average using the methods proposed 
by Burns et al. (2015). Gray shading denotes 
and 1σ dispersion about the mean. 
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In the context of the CRBG k-z profile, most permeability data are from portions of the CRBG with depths 
ranging from ~1,000–4,000 m, which suggests a neutral axis between 500 and 2,000 m depth. Although 
this variability in CRBG thickness will dilute the signal of reversal in the k-z trend, the distinct permeability 
decay between 500 and 950 m combined with the modestly increasing permeability beyond 950 m depth 
suggests that the bending moment stress model reasonably explains the observed k-z trend even when 
taking into account the variable thickness of the CRBG. 

In the context of other LIPs, Coffin 
and Eldhom (1994) compiled and analyzed 
all in situ LIPs younger than 250 Ma and 
show that LIP emplacement is generally 
characterized by lithospheric uplift, rapid 
emplacement, and post-emplacement 
subsidence, which implies that bending 
moment stresses may also be 
characteristic features of continental LIPs. 
Based on the present analysis of CRBG 
permeability architecture, the broader 
implication is that the k-z characteristics of 
continental LIPs may not follow classical 
decay trends. Because fracture 
permeability governs the rate of mass and 
heat flow through the mafic rocks (e.g., 
Garven, 1995), the bending moment 
hypothesis for the permeability architecture 
of continental LIPs may have important 
implications for groundwater resource 
management, geothermal heat flow, and 
the development of geo-engineered 
reservoirs. For example, Saar (2011) 
suggests that minimum permeability for 
thermal advection is 5 × 10-17 to 10-15 m2, 
and, as a result, the thermal signature of 
continental LIPs may exhibit unusual 
characteristics alternating between 
advection and conduction at depths below the neutral surface of the bending moment. Moreover, 
continental LIPs continue to be considered for a wide range of geological engineering applications, 
including long-term nuclear waste storage, natural gas storage, and geologic CO2 sequestration (Gephard 
et al., 1983; McGrail et al., 2017; Reidel et al., 2002), the feasibility of which depend to a large extent on 
the hydraulic architecture of the host reservoir. 
4.5 Summary 
Permeability-depth (k-z) scaling is frequently invoked to explain and/or model the effects of fluid and heat 
flow on numerous societally relevant geological processes. In this study, we find that continental large 
igneous provinces may deviate from the classical permeability decay trend. Results show that CRBG 
permeability (1) exhibits little depth dependence between 0 and 500 m; (2) systematically decays 
between ~500 and 950 m depth; and (3) increases by 1.5 orders of magnitude between 950 and 1,450 m 
depth. Further analysis indicates that CRBG permeability is 
spatially correlated with a 5:1 horizontal anisotropy ratio, and the 
direction of maximum horizontal spatial correlation is parallel to 
the longitudinal axis of the bedrock depression underlying the 
CRBG. To explain these observations, we hypothesize that rapid 
CRBG emplacement and subsequent lithospheric subsidence has 
induced bending moment stresses within the CRBG that affect the 
depth-dependence and spatial correlation of fracture-controlled 
permeability. Because upflit, rapid loading, and post-emplacement 
subsidence generally characterize continental LIP emplacement, 
we infer that the effects of bending moment stresses may be a 
characteristic feature of the LIP permeability structure. 

Horizontal Semivariogram 
Model Type Nugget Sill Range 

(km) 
Exponential* 0.45 0.55 35 
Exponential† 0.45 0.55 7.5 
Vertical Semivariogram 
Model Type Nugget Slope w§ 
Power 0.4 1.55 0.35 
*N40°E: Direction of max. spatial correlation 
†N130°E: Direction of min. spatial correlation 
§Exponent for power law semivariogram 

Figure 4.5: Schematic illustrating the effects of a bending 
moment on Columbia River Basalt Group (CRBG, western USA) 
permeability. A: Prior to Imnaha eruptions (17–15.5 Ma), the 
paleobasin was oriented north (Long and Wood, 1986). B: 
Columbia River Plateau experienced 40°E rotation 
contemporaneously with initial CRBG emplacement at ca. 17 Ma. 
C: ~94% of total CRBG volume was emplaced between 17 and 
15.5 Ma, which resulted in rapid loading and post-emplacement 
subsidence, and induced a bending moment about the 
longitudinal axis of the basin oriented N40°E. Arrows denote 
compression and tension above and below the neutral axis 
(dashed line), respectively, and orthogonal to the longitudinal 
axis.  

 

Table 4.1: Semivariogram parameters 
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5. QUANTIFYING CO2 INJECTIVITY AT 95% OF BOREHOLE BREAKDOWN PRESSURE AT 
WALLULA SITE 

5.1 Objective 
In this study, we combine our knowledge of CO2-brine relative permeability in fractured basalt (Section 2), 
outcrop-scale CO2 flow in basalt fracture networks (Section 3), and regional-scale permeability structure 
of the Columbia River Basalt Group (Section 4) with borehole data from Wallula Basalt Sequestration 
Pilot Project (McGrail et al., 2009) to develop probabilistic estimates of CO2 storage capacity from a single 
injector at pressure below the regional fracture gradient. In doing so, this study combines geostatistical 
reservoir simulation with multiphase, multicomponent numerical modeling to investigate the influence that 
the spatial distribution of permeability has on the geomechanical reservoir response of the Grande Ronde 
associated with an injection of supercritical CO2. The model  scenario is designed to represent a large-
scale constant mass injection of supercritical CO2 into the composite injection zone (775 m - 875 m) at 
the Wallula Pilot Borehole. While the hydrologic characterization within the Wallula Pilot Borehole has 
been extensive, the permeability distribution at intermediate- to long-range spatial scales is poorly 
constrained. To quantify the effects of this uncertainty, this study develops a Monte Carlo simulation 
strategy in which CO2 injection is simulated in 50 equally probable reservoirs with spatially distributed 
permeability in each domain. The permeability distribution is randomly generated, but constrained by (i) 
Wallula borehole geology, (ii) the regional-scale permeability correlation model developed in Section 4, 
and (iii) the cumulative distribution of CRBG permeability. This approach yields a model with expected 
behavior (mean), as well as a quantitative measure of uncertainty. 

5.2 Methods 
5.2.1 Model Domain 
The model domain for this study comprises an 
areal extent of 5,000 m × 5,000 m × 1,250 m, 
which represents ground surface to 1,250 m 
depth with the Wallula Pilot Borehole centrally 
located (Fig. 5.1). This domain is discretized 
into 530,000 grid blocks with dimensions of 50 
m × 50 m × 25 m. For this model, the CRBG is 
conceptualized on the basis of basalt flow 
morphology, which is a layered heterogeneous 
system consisting of highly fractured flow tops 
(high permeability) and flow interiors (low 
permeability). However, this layered 
heterogeneity does not consider the wide range 
of permeability within individual basalt flow units, which are known to be internally heterogeneous due to 
the ubiquitous fracture networks within CRBG basalt. In order to account for the wide range of fracture-
controlled permeability within the composite injection zone (775 - 875 m depth), sequential indicator 
simulation (sisim) is employed to generate stochastic permeability distributions for the injection zone 
(Deutsch and Journel, 1998). In this approach, the sisim routine selects grid cells in random order and 
solves the ordinary kriging equations on the basis of (1) the cumulative distribution function for CRBG 
permeability, (2) known data points, which are the borehole permeability tests from the Wallula borehole, 
(3) previously simulated grid cells, and (4) the chosen spatial correlation model, which for this study is an 
anisotropic semivariogram model developed by Jayne and Pollyea (2018).  

Jayne and Pollyea (2018) show that permeability within the Columbia River Plateau exhibits a 
direction of maximum and minimum spatial correlation oriented at N40°E and N130°E, respectively. In 
order to calculate these spatial correlation models Jayne and Pollyea (2018) compiled a regional 
database of CRBG permeability values from wells within the CRBG (Fig. 4.1, 5.2A) to calculate 
semivariograms. To do this, permeability values were filtered on two standard deviations of the mean to 
ensure only the highly productive flow tops and bottoms were included in the calculations (Figure 5.2). 
The present study adopts this convention to constrain the ranges of permeability within the high 
permeability zones that are representative of the composite injection zone. This results in a range of log 
permeabilities from -8.5 m2 to -14.5 m2 with a median log permeability value of -11.5 m2. However, the 
present study is focused on permeability at depths greater than 750 m, where the log permeability in the 

Figure 5.1: Model domain for CO2 injection modeling study. 
The composite injection zone is bounded by the two red 
layers, the latter of which are specified as multiple interacting 
continua (MINC) to represent fracture-matrix flow within the 
bounding entablature units.  
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Wallula Pilot Borehole is ∼-14.5 m2. In order to account for this, the 
permeability distribution is translated so that the variability of 
permeability is maintained but the mean permeability is 
representative of the composite injection in the Wallula Pilot 
Borehole (Fig. 5.2B). This results in a log permeability range from -
11 m2 to -17 m2. Using this approach, a total of 50 equally probable 
injection zones are simulated and inserted into the model domain 
between 775 and 875 m.  

In order to model the effects of fracture-matrix flow within 
the entablature zones bounding the composite injection layer, the 
multiple-interacting-continua (MINC) method is utilized to produce a 
dual-permeability model that is representative of columnar jointing 
typical of basalt flow entablatures. The MINC method is a 
generalized dual-porosity concept, which allows for partitioning of 
the flow domain into different computational volumes within each 
element (Pruess, 1992). In this approach, grid blocks are considered 
to be “nested within one another allowing a single grid block to be 
defined by multiple finite elements (multiple rock properties can be 
used, such as, for fractured and unfractured rock matrix). A total of 
50-equally probable synthetic reservoirs are simulated in which 
permeability within the injection zone is stochastically generated by 
sequential simulation and the entablature zones bounding the 
injection layer are modeled as a dual-continuum to represent 
columnar jointing. The relative permeability and capillary pressure 
models along with the bulk fluid and rock properties are listed in 
Table 5.1.  

5.2.2 Numerical CO2 Flow Simulation 
In order to investigate how the spatial distribution of permeability 
affects CCS reservoir performance in a flood basalt reservoir, CO2 
injection is simulated within each equally probable synthetic 
reservoir at constant pressure for 20 years. Constant pressure 
injections are simulated for this study within the composite injection 
zone at the Wallula Pilot Borehole to not only investigate the 
distribution of supercritical CO2, but also compare the total mass of 
CO2 injected over all 50 simulations. A constant overpressure of 
12.1 MPa is used to simulate the CO2 injection. This injection 
pressure represents 95% of the borehole breakout pressure as 
calculated by Pollyea (2016), borehole breakout pressure is used so 
that the maximum amount of CO2 can be injected in each simulation without borehole failure. The code 
selection for this study is TOUGH3 (Jung et al., 2017) compiled with the ECO2M module (Pruess, 2011). 
TOUGH3 solves energy and mass conservation equations for nonisothermal, multiphase flows in a 
porous geologic media. The ECO2M module simulates mixtures of H2O-NaCl-CO2, within the following 
ranges for temperature, pressure, and salinity conditions: 10°C < T < 110°C, pressure < 60 MPa, and 
salinity from zero up to full halite saturation. ECO2M can also simulate all possible phase conditions for 
CO2-brine mixtures, including transitions between super- and sub-critical CO2 as well as phase transitions 
between liquid and vapor CO2 (Pruess, 2011).  
 Initial conditions are specified with a hydrostatic pressure gradient ranging from 0.101 MPa (1 
atm) at ground surface to 12.3 MPa at the bottom of the Wallula Pilot Borehole. Initial temperature is 
calculated by using the regional heat flux ∼65 mW/m2 (Pollack et al., 1993) as a thermal boundary at the 
base of the model and a constant temperature of 10°C at ground surface, resulting in a linear temperature 
gradient from 10°C at the surface to 50°C, and thermal effects are accounted for in the simulations. 
These initial conditions are consistent with the field measurements taken at the Wallula Pilot Borehole 
(McGrail et al., 2009). Within the composite injection zone, initial temperature and pressure conditions 
range from 35 – 38°C and 7.7 – 8.4 MPa, which are within the supercritical field for CO2. Dirichlet 
boundary conditions are specified at the upper boundary of the model domain to hold pressure and 

Figure 5.2: A. Histogram of log 
permeability from well data compiled 
by Jayne and Pollyea (2018). B. 
Histogram of the filtered permeability 
data to represent the high permeability 
flow tops. The mean of log 
permeability is 11.5 m2 (grey), in order 
to make this range of permeabilities 
more representative at the depth of 
the injection zone the permeability 
distribution is translated downward so 
that the mean log permeability is -14.5 
m2, which is congruent with field test 
from the Wallula borehole.  
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temperature constant at ground surface and at the lateral boundaries of the model domain to maintain 
temperature and pressure gradients in the far-field.  
 As with all modeling studies, a brief mention of the 
limitations of this model is warranted. This modeling study does not 
account for basalt dissolution or secondary mineral precipitation, 
and, as a result, this modeling study represents a conservative 
estimate of CO2 storage capacity and leakage potential. 
Consequently, permeability alteration due to secondary mineral 
precipitation is neglected; however, we note that empirical 
permeability-porosity relationships have not yet been quantified in 
basalt reservoirs. Additionally, relative permeability hysteresis is not 
accounted for in the simulations, because only the injection phase of 
a CCS project is simulated so there is no imbibition for the wetting 
phase. Similarly, chemical diffusion is not accounted for because 
CO2 is being continuously injected throughout the entire simulation 
resulting in a high Peclet number, which means the transport of 
mass and heat is dominated by advection.  

5.2.3 Data Analysis 
A total of 38 individual simulations were completed during the 
project period.  While we initially planned for an ensemble of 50 
runs, convergence issues 12 of the simulations and these problems 
were irreconcilable prior to project closeout. Nevertheless, the 
ensemble of 38 simulations are analyzed using e-type estimates on 
a grid cell by grid cell basis to quantify the average overall behavior 
of CO2 and pressure at the reservoir scale, as well as the 
corresponding spatial uncertainty (Duetsch and Journel, 1998). In 
this approach, the mean (N=38) CO2 saturation 𝑆̅(],q,^)within each 
grid cell is computed as: 

𝑆̅(],q,^) =
1
38
t𝑆E(],q,^)
uv

Ep/

 

where, 𝑆E(],q,^)  is the modeled CO2 saturation for simulation 𝑖  at 
location (𝑥, 𝑦, 𝑧) . Similarly, the variance (𝑠(],q,^)l )  associated with 
Equation 1 for each grid cell is computed as:  

𝑠(],q,^)l =
1
38
t(𝑆E(],q,^) − 𝑆̅E(],q,^))l
uv

Ep/

 

In the present study, the mean and variance are calculated for free-
phase CO2 saturation over all 38 simulations. This approach is also 
implemented to calculate mean and variance for pore fluid pressure 
over all 38 simulations, which are then used calculate shear failure, 
tensile failure, and fracture dilation. 

5.3 Results 
Each numerical model accounts for 20 years of simulation time, in 
which supercritical CO2 is injected within the Wallula Pilot Borehole 
at a constant pressure of 12.1 MPa above initial conditions. For 
each analysis the simulations are referred to by an integer index (1-50). In order to maintain consistency 
and facilitate comparison each analysis includes simulation 20 because the total mass of CO2 injected for 
this simulation is close to the ensemble mean. The result of simulation 20 is represented by Figure 5.3, 
which shows free-phase CO2 saturation after 20 years. The e-type estimates (grid cell mean and 
variance) for the ensemble of 50 simulations are presented in Figure 5.4. In order to compare the 
injectivity within each simulation the total amount of CO2 injected in million metric tons (MMT) is 
calculated, as well as, the corresponding histogram as illustrated by Figure 5.5. To compare the volumes 
injected throughout this modeling study 3D plots of CO2 plumes from four different realizations which 

Figure 5.3: Single realization (#20) of 
a 20-year constant pressure CO2 
injection. A. represents the layer 
above the injection zone and 
illustrates that free-phase CO2 is 
present within the fractures. B-D. each 
represent an individual injection layer 
within the Wallula Pilot Borehole. E. A 
vertical north-south profile through the 
center (indicated by the black lines in 
A-E) of the model domain.  
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represent the minimum (33), maximum 
(43), and average (11 and 20) volume of 
CO2 injected after 20 years are shown in 
Figure 5.6. The fracture continua that 
bound the injection zone represent 
fractures within the low-permeability flow 
interior, e-type estimates are calculated for 
CO2 saturation in Figure 5.7. In order to 
evaluate the thermal effects of free-phase 
CO2 flow within the target reservoir, Figure 
5.8 illustrates the change in temperature 
from pre- to post-CO2 injection within the 
model domain. Additionally, a plot 
comparing the temperature and CO2 
saturation over time from two grid cells in 
the entablature zone 50 m away from the 
injection well in a single realization (20) are 
presented by Figure 5.9. 

5.4 Discussion 
Spatial heterogeneities are present at all 
geologic scales, from core samples (Li and 
Benson, 2015) to reservoir scale (Doughty 
and Pruess, 2004). Understanding how 
spatial heterogeneity affects fluid flow is 
critical for engineered CCS reservoirs in 
terms of monitoring, management, and 
verification (MMV). Reservoirs that are 
targeted for CCS require extensive site 
characterization to ensure that the reservoir 
meets the requirements for capacity, 
injectivity, and confinement for a given 
CCS project. Numerical models are 
commonly used to predict what effects a 
large-scale CO2 injection will have on the 
target reservoir and the behavior of the 
CO2 plume. However, many numerical 
modeling studies employ a homogeneous 
rep- resentation of the geologic media (Van 
der Meer, 1995; Pruess and Garcia, 2002; 
Pruess et al., 2003). For example, at the reservoir-scale it is common to implement a layered 
heterogeneity approach with internally homogeneous rock properties. Doughty (2010) simulates an 
injection of 1.1 million metric tons of CO2 into a dipping sedimentary basin to investigate the spatial and 
temporal evolution of the CO2 plume. While this approach may be reasonable for some geologic 
environments, it is also well established that uncertainty with the model parameters, such as, permeability 
will strongly affect the direction and extent of the CO2 plume (Doughty, 2010). Moreover, Doughty and 
Pruess (2004) investigate the physical processes associated with the sequestration of supercritical CO2 
and show that the highly heterogeneous nature of geologic media results in the formation of preferential 
flow paths which have a significant impact on the overall behavior of the injected CO2. While knowing the 
distribution of reservoir properties at the reservoir-scale are generally unknowable, previous studies have 
shown that some reservoir properties can be described by a probability distribution. For example, Law et 
al. (1944) investigated three horizons from a sandstone reservoir and indicates that permeability follows a 
log-normal probability distribution. Lindberg (1989) studied synthetic fracture permeability distributions 
within CRBG core samples and reported that fracture aperture follows a log-normal distribution, which can 
be related to permeability (e.g. parallel-plate cubic law). Utilizing probability distributions is one way to 
account for the heterogeneity and uncertainty associated with some reservoir properties, such as, 
permeability. More recently, studies have investigated the effects of permeability heterogeneity by 

Figure 5.4: E-type estimates for (N=50) 20-year CO2 injections. 
Average free-phase CO2 saturation over all 50 simulations for the 
injection zones are shown on the left and the variance over all 50 
simulations is shown on the right.  
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creating randomly generated permeability distributions that follow a log-
normal distribution (Li and Benson, 2015; Gierzynski and Pollyea, 2017). 
In order to account for permeability heterogeneity this study utilizes the 
distribution of permeability representative of the CRBG from previously 
published data (Fig. 5.2).  
 The effect of spatially correlated permeability within the CRBG is 
apparent in Figure 5.3, which illustrates CO2 saturation within each layer 
of the injection zone for a single realization. When comparing the 
accumulation and distribution of CO2 within each layer in Figure 5.3, it is 
clear that top injection layer (Fig. 5.3B) has the largest volume of CO2 
and this is due to buoyancy forces and the high permeability pathways 
that have formed due to the spatial heterogeneity. The combination of 
buoyancy-driven upward CO2 flow and permeability heterogeneity results 
in CO2 saturation patterns from the injection zone super- imposed on the 
overlying entablature zone, which is the reservoir confining layer (Fig. 
5.3A). As a result, permeability heterogeneity in the injection zone 
controls not only the accumulation and distribution of CO2 within the 
reservoir, but also possible leakage pathways into the confining layers. 
High permeability path- ways are apparent within the injection zone (Fig. 
5.3D,E) where there are small amounts of CO2 that are completely 
disconnected from the main portion of the plume. This is due to the 
spatial distribution of permeability and the pressure gradient caused by 
the injection. As CO2 is injected and migrates out into the formation, the 
CO2 reaches areas of low permeability, which can inhibit flow. This 
causes injection pressure to accumulate, which causes the CO2 to take 
the path that is most energetically favorable. In some instances, this 
effect forces vertical CO2 flow as shown in Figure 5.3E. These results 
are congruent with those of Doughty and Pruess (2004) and show that 
there are high permeability pathways both horizontally and vertically. It is 
also important to note the control that the anisotropic permeability 
correlation structures exhibit on the accumulation and distribution of CO2 in a single simulation. In 
simulation 20 (Fig. 5.3) the injected free-phase CO2 has migrated ∼2400 m away from the injection well 
parallel to the direction of maximum correlation (N40°E) (Fig. 5.3B), where as, CO2 has only migrated 
∼1100 m parallel to the direction of minimum spatial correlation (N130°E) (Fig. 5.3C).  
 The complete ensemble simulation results (e-type estimates) for free-phase supercritical CO2 
saturation after 20 years of injection are shown in Figure 5.4. The mean CO2 saturation in each injection 
layer appears to form a circular-shaped plume, which is similar to the individual model results from 
McGrail et al. (2009) and Bacon et al. (2014). Interestingly, these latter studies implement radially 
symmetric model domains with layered heterogeneity and internally homogeneous injection zones to 
simulate an injection of 1000 MT of CO2 at the Wallula Pilot Borehole. Although, results from McGrail et 
al. (2012) are more comparable to this study due to the volume and length of the CO2 injection simulated. 
McGrail et al. (2012) uses a radially-symmetric grid to simulate an annual injection of 0.8 MMT 
supercritical CO2 into the Grande Ronde formation and sub-basalt sediment layers and show that after 10 
years of injection the CO2 migrates ∼500 m from the injection well and ∼1,000 m after 30 years. In 
comparison to the results from McGrail et al. (2012), Figure 5.4 illustrates after 20 years of a CO2 injection 
that the plume migrates ∼900 m from the injection well. While the ensemble mean behavior of CO2 from 
this study is similar to the results from studies with internally homogeneous injection reservoirs, the 
variability in this study reveals drastically different results.  

The variance of CO2 saturation over all 50 simulations is shown in Figure 5.4, which illustrates an 
‘ellipse’ of variability extending up to ∼1,800 m away from the injection well. The longitudinal axis of the 
ellipse trends N40◦E, which is the direction of maximum spatial correlation. This result suggests that the 
uncertainty of CO2 migration within CRBG basalt is strongly governed by the permeability correlation 
structures. This variability associated with the CO2 plume is similar to the results of Pollyea and Fairley 
(2012), which implements a Monte Carlo simulation strategy to quantify the effects of spatial 
heterogeneity in low-volume basalt formations typical of the east Snake River Plains, Idaho. In this study, 
the ensemble variance exhibits a similar ‘ring of uncertainty’ with a very large range of variability within 
the basalt reservoir. While these results are similar, these studies differ with respect to geologic media 

Figure 5.5: A. Total volume 
(million metric tons) injected after 
20 years of simulation for each of 
the 50 realizations. B. Histogram 
of the total volume injected of all 
50 simulations along with the 
mean and standard deviation of 
the injected volume.  
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being studied (low-volume basalts vs. flood basalts) and the correlation ranges use to create the 
permeability distributions. Pollyea and Fairley (2012) uses a geostatistical analysis of an outcrop scale 
low-volume basalt with a maximum correlation range of 38 m to simulate a reservoir-scale CO2 injection, 
while this study uses a regional-scale geostatistical analysis with a correlation structure of 35 km 
presented by Jayne and Pollyea (2018). Overall, the ensemble analysis indicates that the mean CO2 
plume geometry exhibits a circular shape around the injector, while the variance corresponding with this 
result is strongly affected by the direction of maximum spatial permeability correlation.  
 The variability over all 50 simulations is not only obvious in the shape of the individual plumes 
(Fig. 5.3) and the ensemble variance (Fig. 5.4), but also in the total volume injected in each simulation. 
The total volume of CO2 injected into each of the 50 equally probable synthetic reservoirs ranges from a 
nominal 2.4 MMT (0.12 MMT yr−1) to 40 MMT (2 MMT yr−1), as shown in Figure 5.5. For reference, a 
small-scale 37 MW bio-mass fueled electric generator would emit ∼0.8 MMT yr−1 (McGrail et al., 2012) 
and for a large-scale 1000 MW gas-fired power plant would produce ∼ 1.36 MMT yr−1 of CO2. For equally-
probable reservoirs, this is a significant amount of variability (Fig. 5.5B). If the scenario presented by 
McGrail et al. (2012) were implemented at the Wallula Borehole, the results from this study show that a 
constant pressure injection at 95% of the borehole breakout pressure would result in 60% of the equally 
probable reservoirs successfully accepting enough CO2 to meet the criteria for a 37 MW electric 
generator. Conversely, that would mean that 40% of the synthetic reservoirs would fail with the given 
scenario and if a larger volume of injected CO2 were required the chances of success would quickly 
decrease. For example, only 20% of the reservoirs would have the injectivity for a modest increase in the 
injection rate to 1.15 MMT yr−1.  
 In order to visualize the variability in CO2 injection volume for constant pressure injections, Figure 
5.6 illustrates the isosurface at 1% gas saturation for four individual realizations, which represent the 
simulation closest to the mean CO2 volume (Fig. 5.6, realization 20), one standard deviation from the 
mean (Fig. 5.6 realization 11), and the minimum and maximum CO2 volumes (Fig. 5.6, realizations 33 
and 43, respectively). This variability in CO2 plume shape and volume injected over the ensemble of 

Figure 5.6: Four different realizations after a 20-year CO2 injection. Isosurface represents the edge 
of the CO2 plume, each plume is contoured by temperature. The range of potential outcomes for total 
CO2 disposal after 20 years of constant pressure injection is 2.4 – 40 million metric tons. 
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simulations has important implications for 
MMV practices. There is a wide variety of 
methods available to monitor a CO2 
injection, such as, geophysical methods 
(e.g. seismic, electrical, gravity), pressure 
monitoring, well logging, fluid sampling, 
and soil gas monitoring. Each of these 
methods have their benefits but they also 
have drawbacks, e.g. detection occurs after 
potential impacts have occurred, significant 
effort for null result (Benson et al., 2006). 
Mathieson et al. (2010) discusses the 
monitoring and verification methods carried 
out at a CO2 sequestration site in Algeria 
and emphasizes that CO2 plume 
development is far from homogeneous and 
that each storage site is unique, which 
requires a specific monitoring program 
tailored to the risks at each site. The 
results presented here show that the 
average CO2 plume behavior may exhibit 
characteristics of an isotropic permeability 
distribution, but the variability over all 50 
simulations is significant, and warrants a site-specific monitoring program. In the case of the Wallula Site, 
leakage from the composite injection zone into the bounding entablature layers is a concern due to the 
highly-fractured nature of the CBRG. E-type estimates for the layers bounding the composite injection 
zone are presented in Figure 5.7. Owing to buoyancy forces, free-phase CO2 migrates upward into the 
fractures within the flow interior and Figure 5.3A, B illustrate how spatial heterogeneity in the injection 
layer impacts the CO2 plume shape within the flow interior. While the CO2 saturation in Figure 5.7 is 
minimal compared to the injection zones, these results show that 0.1 - 1.05% of the total volume injected 
has migrated outside of the composite injection zone. The USDOE (2013) requires that a successful CCS 
project keeps >99% of the injected CO2 isolated within the reservoir for one-thousand years. However, in 
no simulation did the injected CO2 migrate farther than the layers immediately bounding the composite 
injection zone, which is an area for possible mineralization of the CO2. These results are also congruent 
with the high-resolution fracture modeling of Gierzynski and Pollyea (2017), which shows that CO2 flow 
tends to converge on a single flow path within a fracture network and suggests that this flow path 
convergence leads to a physical trapping mechanism followed by possible mineralization.  
 Additionally, results from this study indicate that the thermal effects of a CO2 injection may also 
be used for MMV practices. Specifically, the change in reservoir temperature from pre- to post-injection 
shows that temperature within the reservoir changes +/- 4°C as a result of the CO2 injection (Fig. 5.8). 
The areas that show the largest increase in temperature are near the edges of the CO2 plume, while 
areas that show the largest decrease in temperature are near the injection well. At the edges of the CO2 
plume, CO2 dissolves into the reservoir water and this is an exothermic reaction that releases heat, which 
is referred to as the heat of dissolution (Pruess, 2005). In contrast, the cooling shown in this study is 
caused by Joule-Thomson expansion which describes the temperature change associated with the 
expansion of a gas (Roebuck et al., 1942). During CO2 injections, the CO2 is injected at a high pressure 
and begins to expand and cool as it migrates away from the injection well (Oldenburg, 2007). The 
competing effects of the heat of dissolution and Joule-Thomson expansion are shown in Figures 5.6 and 
5.8. The isosurfaces in Figure 5.6 are contoured by temperature to illustrate the competing temperature 
effects of a large-scale CO2 injection. As the CO2 migrates away from the wellbore due to the pressure 
gradient imposed by the injection, the CO2 begins to expand and cool, but at the edges of the plume the 
CO2 is dissolving into the reservoir water and giving off enough heat to overcome Joule-Thomson cooling 
resulting in a net increase in temperature. Conversely, near the wellbore after some time the water 
becomes saturated with CO2 and no more CO2 will dissolve. At this point, Joule-Thomson cooling 
dominates resulting in a net decrease in temperature near the well (Figure 5.8A-C,E). This result 
suggests that the competing effects of dissolution heating and Joule-Thomson cooling may be an 
effective strategy to monitor breakthrough. Namely, the heat of dissolution effect may be used to predict 

Figure 5.7: E-type estimates for average CO2 saturation (A) and 
variance (B) for the flow interior layer bounding the injection zone. 
C. Total volume of CO2 in million metric tons (MMT) within the flow 
interior. D. Histogram showing the percentage of the total volume 
injected that has migrated to into the flow interior. 
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CO2 breakthrough at monitoring wells within the reservoir. As 
the CO2 dissolves into the reservoir water and releases heat, 
both the CO2 and reservoir water experience an increase in 
temperature. This results in a thermal anomaly that migrates 
throughout the reservoir slightly ahead of the free phase CO2 
plume. If this is true, then we would expect an increase in 
temperature would reach a monitoring well before the CO2 
plume. This effect is illustrated in Figure 5.9, which shows 
how temperature and CO2 saturation change over the course 
of the CO2 injection at two monitoring locations 50 m away 
from the wellbore. In Figure 5.9 the first change in 
temperature occurs after 6 days of simulation. Over the next 
15 days the black line (red line shows a similar trend) steadily 
increases in temperature from 34.5°C to 35.5°C, then 
continues to increase in temperature up to 36.8°C by day 26. 
At day 26, the maximum temperature at this monitoring 
location is reached, which occurs contemporaneously with 
the first appearance of CO2. For the given simulation, two grid 
blocks located within the layer bounding the composite 
injection zone exhibit a steady increase in temperature until 
the arrival of CO2 which suggests that temperature may be a 
proxy for CO2 breakthrough. These results suggest that 
thermal monitoring may be an effective predictor of CO2 
breakthrough, however more research is needed in this area 
of study.  

5.4 Summary 
Flood basalts have been gaining recognition as potential 
reservoirs for carbon capture and sequestration. The success 
of recent field experiments in Washington State, USA, and 
Iceland have validated that injected CO2 will interact with the 
basalt to form carbonate minerals at the field-scale and very 
short timescales. Upscaling these field-scale experiments is 
required if CCS is to be used as a way to mitigate climate 
change. However, there are a number of uncertainties 
associated with upscaling to an industrial-scale CO2 injection. 
For example, incomplete knowledge of multiphase flow in 
highly heterogeneous basalt reservoirs and detailed reservoir 
characterizations are required for proper numerical modeling 
and to effectively design a monitoring, measuring, and 
verification plan. This study investigates the uncertainty of a 
large-scale CO2 injection into a highly heterogeneous basalt 
reservoir by focusing on the effects of spatially distributed 
permeability on CO2 plume migration. The primary results 
from this study are summarized as:  

1. The aggregate behavior of the 50 simulations results 
in a concentric CO2 plume shape around the injection 
well, which suggests that ensemble behavior is not governed by the spatial correlation structures.  

2. Ensemble variance shows an ellipse of uncertainty around the CO2 plume that extends up to 
1,800m away from the injection, this ellipse trends parallel to the direction of maximum spatial 
permeability correlation, suggesting that the uncertainty associated with a large-scale CO2 
injection is strongly controlled by the permeability correlation structures. This means that spatial 
variability must be accounted for to fully understand how variability propagates into operational 
and MMV decisions.  

Figure 5.8: Temperature change in 
realization #20 after 20 years of constant 
pressure CO2 injection. Panels A-D. 
represent the 4 injection layers within the 
model domain. Panel E shows the vertical 
north-south section through the center 
(indicated by the black lines in A-D) of the 
model domain. 
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3. Injected CO2 migrates from the injection zone into 
the entablature layer bounding the injection zone, 
but the CO2 does not migrate any further 
suggesting that this region has the potential for 
CO2-water-basalt interactions to effectively isolate 
large-scale CO2 injection volumes.  

4. The volume of CO2 injected at 95% of the 
borehole breakout pressure for 20 years ranges 
from 2.4 MMT (0.12 MMT yr−1) to 40.0 MMT (2.0 
MMT yr−1). While the minimum volume injected is 
eight times less than what would be required for 
the proposed scenario of offsetting the carbon 
emissions from a 37 MW generator. The 
maximum volume injected could support at 1,000 
MW gas-fired power plant with a single injection.  

5. Non-isothermal effects, namely the heat of 
dissolution associated with a large-scale CO2 
injection may be an effective MMV strategy for 
monitoring CO2 breakthrough.  

 

In conclusion, these results suggest that the implementation of a regional-data set and spatial correlation 
structures into a numerical model can provide insights into the behavior of CO2 flow in highly 
heterogeneous reservoirs. Additionally, these results illustrate the uncertainty associated with highly-
heterogeneous flood basalt reservoirs and a CCS project would require extensive reservoir 
characterization and a unique monitoring, measuring, and verification plan. Significantly more research is 
required to develop a better under- standing of the reactive transport, geomechanical, and thermal 
processes associated with an industrial-scale CO2 injection into a flood basalt reservoir.  
 
Table 5.1: Model parameters 

Bulk Rock Properties 
 Matrix Fracture Flow Top Basal Boundary 
Density (kg m-3) 2900 2300 2300 2900 
Porosity 0.05 0.1 0.3 0.05 
Permeability (m2) 10-20 10-16 varies 10-20 
Thermal Conductivity (W m °C-1) 2.11 2.11 2.11 2.11 
Heat Capacity 840 840 840 840 

Multi-Phase Properties 
                                   Relative Permeability Capillary Pressure  

λ 0.55 λ 0.457  
Slr 0.3 Slr 0.0  
Sls 1.0 Po (kPa) 20,000  
Sgr 0.25 Sls 1.0  

  

Figure 5.9: Temperature and CO2 saturation 
versus time for two monitoring locations within the 
entablature layer (750 - 775 m depth) 50 m away 
from the injection. 
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