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Abstract

Polymer foam encapsulants provide mechanical, electrical, and thermal isolation in engineered systems. In fire
environments, gas pressure from thermal decomposition of polymers can cause mechanical failure of sealed systems.
To investigate the heat transfer and the pressurization of such systems, a 2-D finite element conduction-radiation model
with porous media flow and a decomposition chemistry model was created. The gas velocity is solved by applying the
Darcy approximation, and the heat transfer and pressurization are determined by solving the continuity, species, and
enthalpy equations in the condensed and gas phases. Experiments show that the rate of pressurization and the local
temperatures are dependent on orientation with respect to gravity, indicating buoyancy-driven flow. In addition, at
the high temperatures and pressures seen in these experiments, it is expected that the organic decomposition products
will exist in both the liquid and gaseous phases. In this work, a vapor-liquid equilibrium (VLE) model was added
to determine the phase of the decomposition products. Models with and without the VLE effects are compared to
experiment. Adding the VLE model improved agreement with experiment, and removed the need for some calibration.
Uncertainty of the model including VLE effects is quantified using a Latin Hypercube approach, and sensitivities are
ranked using the Pearson correlation. Results show that the parameters the model is most sensitive to depends on the
response, but generally, the density of the steel, the density of the foam, and the pyrolysis reactions are major drivers
of the response.
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1. Introduction

Polymers and other organic materials have a long his-
tory of use in engineered systems to provide mechani-
cal, electrical, and thermal isolation. These polymers
create gases when they thermally decompose, and when
placed in a hermetically sealed system, they can cause
a violent breach. Accurately modeling organic mate-
rials in high heat environments is therefore crucial for
systems safety analysis, but challenging due to com-
plex physics, uncertain thermal properties, and the rel-
atively low decomposition temperatures. When poly-
mers are exposed to a source of heat, such as fire, they
undergo both physical and chemical changes [1]. The
chemical breakdown, or decomposition, of the polymer
causes large molecules to fragment, forming a variety
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of smaller molecules that can pressurize a system, cause
new heat transfer paths, and take on new material prop-
erties.

Polymer foams have been studied for many years due
to their wide use in residential applications [2] as well
as engineered systems. To successfully model the ig-
nition of polyurethane, a chemical kinetics mechanism
that controls pyrolysis must be proposed. This is typ-
ically done by performing thermogravimetric analysis
combined with Fourier transform infrared spectroscopy
(TGA-FTIR) [3, 4]. To successfully simulate the py-
rolysis of a solid, more than just the kinetic mechanism
must be modeled. Heat, momentum, and mass transfer
must also be considered. These simulations have been
performed for a variety of materials, from woods and
other natural materials [5], to polymers such as PMMA
[6], and polyurethanes [7]. Darcys law has been used
to numerically study the flame stabilization in a porous
burner [8, 9], as well as the flow through a pyrolyz-
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ing medium [10, 11]. Darcys law has also been used
to study the heat and mass transport in developing char
layers in polymers [12].

The liquid phase is also of interest when studying py-
rolyzing polymers. For thermoplastics, an external heat
source can cause the polymer to melt and flow. Melt-
ing polymers can change the flammability properties of
the material [13] as well affect the upward flame spread
[14]. The melting of the polymers can also cause the
dripping and pooling of flammable liquid [15, 16].

One challenge with developing numerical models is
determining the material and chemical properties of the
materials being modeled. Optimization methods, such
as genetic algorithms, shuffled complex evolution, and
sequential quadratic programming can be useful in this
regard [17–20]. Statistics can be brought to bear not
only on model calibration but also model uncertainty
[21, 22] and sensitivity [23, 24]. These methods can
also be combined to conduct rigorous validation of a
model [25, 26], or to understand the probability of an
event occurring, for example, power cable failure [27].
While these are all powerful tools, it has been shown
that once uncertainty is propagated through a high num-
ber of reaction mechanisms, the resulting spread in the
simulated data can be larger than when using a smaller
number of mechanisms [28, 29].

This work presents a porous media plus Arrhenius-
rate based chemistry modeling technique used to de-
scribe the decomposition, heat transfer, and pressur-
ization of polymeric methylene diisocyanate (PMDI)-
polyether-polyol-based polyurethane foam when heated
in a sealed container. A vapor-liquid equilibrium (VLE)
model was added, as at the temperature and pressures
seen within the can, it is possible for the decomposition
products to be in the condensed or vapor phase. The re-
sults of the new model (PM-VLE) are compared with
experiment, as well as with the previous porous me-
dia only (PM-O) model. Uncertainty for the PM-VLE
model is quantified, and sensitivities are discussed.

2. Experimental Motivation

Prior experimental work studied PMDI decomposi-
tion in a configuration consisting of a cylindrical stain-
less steel container filled with foam along with an em-
bedded metal object (Fig. 1). Experiments were per-
formed in upright and inverted orientations (Fig. 2), and
pressure and temperature were monitored. The lid was
maintained at that temperature until the gases generated
by the decomposing foam caused the can to breach. A
summary of these experiments can be found in [30].
The inverted experiments are shorter in duration than

Figure 1: Exploded view of the geometry

Figure 2: Description of upright and inverted heating, where Q is the
externally applied heat flux and G is gravity

the upright experiments, due to faster pressurization.
This difference in response is believed to be caused by
the flow of both liquid and gaseous decomposition prod-
ucts.

3. Computational Model

3.1. Porous Media
The porous media model approach assumes the can

is filled with foam that may exist in two phases: the
condensed (solid) phase and the gas phase. The con-
denced phase foam has an associated porosity, which is
a function of reaction. In the gas phase, Darcy’s law is
used to approximate the flow of the fluid and the conti-
nuity, species, and enthalpy conservation equations are
solved. The ideal gas equation of state is used to re-
late pressure and density. In the condensed phase, the
species and enthalpy equations are solved, and the two
phases are coupled through source terms in the species
equations and a volumetric heat transfer term in the en-
thalpy equations. This derivation is based on the model
in Lautenberger et al. [31].

In this model, the conductivities of the char and vir-
gin foams are determined by summing the volume av-
eraged conductivities for each solid phase. An effective
radiative conductivity is then added to this value, based
on the diffuse approximation for radiation heat transfer
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Table 1: Major decomposition products
Molecule Formula Molar Mass (g/mol)
Propylene glycol C3H8O2 76
Aniline C6H5NH2 93
4-methylaniline C7H9N 107
Phenyl isocynatate C7H5NO 119

through an optically thick medium. The reaction kinet-
ics were derived through TGA-FTIR [32–34], and ap-
proximated by:

FOAMA→0.56CO2 + 0.44LMWO (1a)
FOAMB→HMWO (1b)
FOAMC →0.5char + 0.5HMWO (1c)

Where FOAMA, FOAMB, and FOAMC are repre-
sentative moieties of PMDI, comprising fractions of
0.45, 0.15 and 0.4, respectively. Low molecular weight
organics (LMWO) and high molecular weight organ-
ics (HMWO) represent two general classes of organic
molecules with an average weight of 80 and 120 g/mol,
respectively. Table 1 shows a list of the major decom-
position products detected through FTIR. The organic
products listed in Table 1 have saturation pressures such
that they are expected to condense at the pressures and
temperatures seen experimentally. With this in mind,
the amount of the organics that go into the gas versus
condensed phase was among the four parameters that
were calibrated for the PM-O model. The other three
were: the permeabilities of the virgin and char foams,
and the Rosseland-mean extinction coefficient for the
char that appears in the effective conductivity for radia-
tive heat transfer [35]. The results of this study indicated
the importance of the having a physics based method for
determining the gas/condensed split.

3.2. Vapor-Liquid Equilibrium

To this end, vapor-liquid equilibrium equations were
added to the porous media framework. For each
species participating in the vapor-liquid equilibrium
(CO2, HMWO, LMWO) a reaction representing the
evaporation and condensation of the species is incorpo-
rated in the model:

COliquid
2 ↔COgas

2

HMWOliquid ↔HMWOgas

LMWOliquid ↔LMWOgas

The rate of each of these reactions is modeled using a
form of the Hertz-Knudsen equation [36], modified to

allow for non-ideal behavior by using the fugacity of
the species in each phase in place of the pressure and
saturation pressure:

ω =
A

2 −Cc

√
2

πMRT
(Ce fliquid −Cc fgas) (3)

where A is the specific surface area, M the molecular
weight of the species, Ce and Cc the evaporation and
condensation coefficients, and fliquid and fgas the fugac-
ities of the species in each phase respectively. For the
purposes of the VLE model we are primarily interested
in modeling equilibrium and have no data on the kinet-
ics of the phase change. In these mixtures Ce = Cc

and is sufficiently large to maintain equilibrium but not
make the kinetics unnecessarily stiff. Each gas-phase
species are treated as ideal, so fgas = Pi where Pi is
the partial pressure of the species. The fugacities of the
HMWO and LMWO liquid species are modeled using
the Antoine equation:

log10

(
fliquid

)
= A −

B
T + C

(4)

with coefficients based on aniline. Finally, the fugacity
of CO2 in the liquid phase is modeled using Henry’s law
fliquid = H(T ) since there is interest in regimes above the
critical pressure of CO2.

For both the PM-VLE and PM-O models, a 2-D fi-
nite element model composed of tetrahedral elements
was evaluated in the Sierra Thermal/Fluids multiphysics
code [37] to computationally simulate the experiments.
Convective and radiative boundary conditions were ap-
plied to all sides of the can, with the exception of the
heated surface, where a radiative boundary condition is
prescribed. The PM-VLE model used the permeabilities
of the virgin and char foams and the Rosseland-mean
extinction coefficient that had been optimized for the
PM-O model; the calibrated constant that determined
the ratio of the organics that go into the gas versus con-
densed phase was replaced by the VLE model.

3.3. Model Uncertainty
Model uncertainty and sensitivity were evaluated for

the PM-VLE model in Dakota [38] using a Latin Hyper-
cube Sampling (LHS) approach. See Saltelli et al. [39]
and Helton [40] for a description of the LHS method.
The LHS method requires specifying a distribution for
each parameter. Because data are not available to for-
mulate a distribution, a functional form is assumed. As
a first estimate, a truncated normal distribution for each
parameter (Table 2) is assumed with a mean and stan-
dard deviation. The mean is assumed to be a value of
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Table 2: Parameters used in LHS method

Foam
(virgin, liquid, char)

Bulk Density
Solid Density
Rosseland Coefficient
Bulk Conductivity
Specific Heat Capacity
Permeability
Molecular Weight

Reactions
Heat of Reaction
Activation Energy
Mass Fractions

Gas Products

Specific Heat Capacity
Mass Diffusivity
Viscosity
Molecular Weight
Saturation Pressure

Steel

Density
Thermal Conductivity
Specific Heat
Emissivity

Boundary Conditions Convection Coefficient
Lid Temperature

1 that is multiplied by the nominal parameter values
(e.g., thermal conductivity, k(T ) = piknom(T )). 420 LHS
samples were selected. The parameters were varied by
±10%, except for the lid temperature (±2%), the activa-
tion energy (±2%), and the virgin foam density (±5%).
The lid temperature and foam density were both reduced
because they are well known, and the activation energy
was reduced such that it would encompass the experi-
mental TGA data.

When a LHS approach is used, correlation coeffi-
cients can be directly calculated provided that nLHS ≥

np. The correlation coefficients are computed using the
following equation:

r =

∑nLHS
i (pi − p)(Ri − R)

(nLHSσRσp)
(5)

where nLHS is the number of samples, np is the number
of parameters, Ri is the value of the response of inter-
est for the ith simulation, R is the mean value of the
response, pi is the value for the ith parameter, p is the
mean value of the input parameter, σR is the standard
deviation of the mean value of the response, and σp is
the standard deviation of the mean value of the parame-
ter. This approach assumes a linear correlation between
the response and the parameter and is also referred to as
the Pearson correlation coefficient.

4. Results and Discussion

Figure 3 compares the nominal PM-O and PM-VLE
pressure responses to the experimental results with a
virgin foam density of approximately 320 kg/m3 (20
lb/ft3) heated to 1073 K at a rate of 150 K/min. The PM-
O response agrees very well with inverted experimental
results. The upright results, while quantitatively similar
by 900 seconds, are not in good qualitative agreement
with experiment. It is important to recall that the PM-O
results were calibrated to match this experimental data.
Though the responses were normalized in an attempt to
have them both considered to the same degree, the in-
verted pressure was still favored over the upright pres-
sures and temperatures in the optimization, because its
normalized values tended to increase drastically. The
PM-VLE (which was not further optimized), is not as
good of a quantitative result, however, the qualitative
comparison, particularly for upright, is much improved.
For upright, a dynamic ratio of gas to condensed organ-
ics improves the fit because, due to the of lack buoy-
ant flow, there is a large temperature differential early in
time, which allows for the condensation of liquid, and
thus a lower pressure. Later in time, as the foam de-
composes and the heat reaches the cooler areas of the
can, the liquid evaporates, increasing the pressure again.
Since the PM-O model uses a constant ratio it over-,
then under-predicts, highlighting the issue.

Figure 4 compares the nominal PM-O and PM-VLE
embedded object temperature response to the experi-
mental results. As previously mentioned, though PM-
O was optimized, the inverted pressure drove the opti-
mization, thus the quantitative temperature comparison
was never excellent, though it was qualitatively simi-
lar. However, the PM-VLE is both a good qualitative
and quantitative match. This appears to be due to the
organic vapors condensing on the (comparatively cool)
encapsulated object and thus heating it faster.

To quantify the uncertainty of the PM-VLE model,
the average and standard deviation of the responses
from the ensemble of runs was calculated. The aver-
age result for pressure, with ±2 standard deviations for
both the simulation and experimental error, is presented
in Figure 5. The range of the uncertainty at the end of
the simulation is 3.3 MPa for upright and 4.8 MPa for
inverted. The main contributors to the uncertainty are
shown in 3, in order of importance based on a response
weighted time integration of Eq. 5. In general, the pres-
sure was most sensitive to parameters that controlled
the CO2 production. This result highlights how sensi-
tive the pressure is to the reactions. The reactions are
known to be dependent on pressure, as seen in the dif-
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Figure 3: Nominal simulation results for the PM-VLE (solid) and PM-
O (dot-dash) with experimental values (dashed) for upright (grey) and
inverted (black) for the pressure in the can.

Figure 4: Nominal simulation results for the PM-VLE (solid) and PM-
O (dot-dash) with experimental values (dashed) for upright (grey) and
inverted (black) for the temperature of the embedded object.

Table 3: Top Five Sensitivity Results
Inverted Upright

Pressure

FoamA Mass Fraction FoamA Mass Fraction
Heat Flux CO2 Mass Fraction
CO2 Mass Fraction Steel Density
Activation Energy Virgin Foam Bulk Density
Virgin Foam Bulk Density Heat Flux

Temperature

Heat Flux Steel Density
Steel Density Heat Flux
Activation Energy Virgin Foam Bulk Conductivity
Char Rosseland Coefficient Activation Energy
Foam Specific Heat Char Rosseland Coefficien

ference between the unconfined and partially confined
TGA results. Therefore, at these pressures, how much
confidence is there in the reactions? These results would
indicate that time spent investigating the pressure de-
pendency of the decomposition reactions would be of
high value.

The average result for the temperature of the embed-
ded object, also with ±2 standard deviations for both the
simulation and experimental error, is presented in Fig-
ure 6. The range of the uncertainty at the end of the
simulation is 40 K for upright and 60 K for inverted. As
seen in table 3, heat flux and steel density dominate, as
is expected since the object is steel, however, the foam
properties and reaction mechanisms are in play, as the
most direct heat path is through the foam.

5. Conclusions

Two models to simulate thermally decomposing
PMDI polyurethane foam in a pressurizing sealed sys-
tem were evaluated. The PM-O model includes the nec-
essary physics for being able to simulate orientation-
dependent pressure and temperature responses through
the addition of a porous media model. However, several

parameters had to be calibrated, as there was no way to
measure them. While pressure agreed well, the temper-
ature of the embedded object is under-predicted. The
PM-VLE model eliminated the need for one of the cali-
brated parameters by including vapor-liquid equilibrium
for the decomposition products. The results compare
well in both temperature and pressure. The uncertainty
was quantified for the VLE-PM model and sensitivities
were assessed using a strategy where the uncertainty in
the input parameters is (mostly) equal across the param-
eter space. This is not necessarily reflective of reality,
as there were well-known parameters, such as the heat
flux, that appeared in the top five most important param-
eters, and unknowns, like the char permeability, that did
not. However, this study is still useful for extrapolation
to less well defined systems, as it serves as a guide for
which parameters require the most attention.

In the future, additional heating rates should be exam-
ined, as well as a new calibration of the permeabilities
and Rosseland mean extinction coefficient for the char
for the PM-VLE model, to see if they differ from those
found in the PM-O. Finally, now that a liquid phase can
be generated, a model to advect that liquid needs to be
implemented.
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Figure 5: Simulation results (solid) with experimental values (dashed)
for upright (grey) and inverted (black) for the pressure in the can. Simu-
lation and experiment are both presented with ±2 standard deviations of
the data.

Figure 6: Simulation results (solid) with experimental values (dashed)
for upright (grey) and inverted (black) for the temperature of the em-
bedded object. Simulation and experiment are both presented with ±2
standard deviations of the data.
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