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Is network simulation anything more than just 
injecting a known traffic pattern?
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Selection of endpoint/hardware model depends 
on the experiment you want to perform
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Tools available in SST span spectrum 
ease of use/flexibility/efficiency

 Trace replay

 (+) Easy to setup, reasonable accuracy

 (-) Not flexible, need large compute resources to collect trace

 Ember motif: state-machine generating compute/comm calls

 (+) Computationally efficient, flexible

 (-) Work to setup, data-dependent control flow difficult

 Skeleton app: compile and link MPI codes directly into simulation

 (+) No interface to learn (just MPI code), most flexible

 (  ) If auto-skeletonizing compiler, not difficult to generate

 (-) Work to write from scratch, work to skeletonize existing code

Method Human setup difficulty Flexibility
Computational 

efficiency

Traces Lowest Lowest Lowest

Motifs Medium Medium-High Highest

Skeleton Medium High High

Dynamic
Skeleton/Motif

High Highest Medium-High
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SST is designed from ground-up to enable parallel 
simulation of interchangeable components

 PDES is a challenging problem – no need to repeat it for every problem domain

 Partitioning

 Lookahead optimization/computation

 Synchronization/event delivery

 SST aims for optimal balance of human time versus computer time

 Focus on conservative (easier model development) over massively parallel (optimistic)

 Python input file that builds components and connects them with links



Model for industry/academic collaboration with 
SST has interchangeable components

Endpoint
Interface

Device
Interface

SST Core

Device Models:

Workload models:



Many models with varying accuracy/cost in SST 
element libraries

Endpoint
Interface

Device
Interface

SST Core

Memory: HMC model, 
memHierarchy, CramSim, 
Network: Merlin, 
PISCES, MACRELS
Processor: Miranda, 
Prospero, Ariel

Endpoints: Ember
Skeleton apps, 
DUMPI/OTF traces 
PIN traces
Libraries: Hermes, 
Firefly, SUMI
API Emulation:
MPI, uGNI, 
libfabrics,
Conceptual (LANL)
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The basics of skeleton apps in SST/macro

Sample from Lulesh code

$>sst++ lulesh-comm.cc –c –o lulesh-comm.o

Intercept MPI calls 
via compiler wrapper
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MPI Application
User Source Code

MPI Runtime

MPI_Send(…), MPI_Recv(…)

uGNI libfabrics

Hardware Models 
Simulator-only

GNI_PostRDMA(…) fi_inject(…)

Symbols to 
intercept

with SST/macro

Software stack simulation leverages low-cost 
context switching to provide ”virtual” 

development environment

(Mostly) unmodified 
application code

SST middleware and 
and hardware models
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Auto-skeletonizing SST compiler (mostly auto)

1) Developer
adds pragmas

3) sst++ src.cpp 
Redirect MPI calls

4) Link to simulator with 
SST_MPI_X symbols

sst++ -o sim.x -lsst_mpi

2) SST-Clang 
source-to-source

Simulation
Endpoint

Model

Original Source Code:
double* big = new double[N];
MPI_Sendrecv(big,…);
for (i=0; i < N; ++i){
  expensive_compute();
}
MPI_Allreduce(…);

Modified Source Code:
#pragma sst null_variable
double* big = new double[N];
MPI_Sendrec(big,…);
#pragma sst compute
for (i=0; i < N; ++i){
  expensive_compute();
}
MPI_Allreduce(…);

Auto-skeletonized 
Source Code:

double* big = nullptr;
MPI_Sendrecv(big,…); //modeled
modelComputeSST(N,…);
MPI_Allreduce(…); //modeled

Auto-skeletonized 
Object Code:

call SST_MPI_Sendrecv(.…);
call modelcomputeSST(N);
call SST_MPI_Allreduce(…);
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Enables experimentation, direct software 
development of different layers of network stack

MPI Application
User Source Code

MPI Runtime

uGNI libfabrics

Hardware Models 
Simulator-only

Applications/algorithms

Message order, higher-
level semantics

Session layer, message-
transfer layer (MTL

Packetization, byte-
transfer layer (BTL), 

physical network
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Assesses algorithmic refactoring without needing 
to overhaul/debug code

Allreduce  Iallreduce
Waitall  Waitany

Removing blocking 
collectives drastically 
reduces times, other levels 
of asynchrony give limited 
performance gains
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Extract statistics from virtual software stacks just 
as done in real performance tools
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Conclusions

 Large hardware/software design space available to simulation

 Choice of endpoint model/network model depends on 
research focus/system scale/human time available

Method
Human setup 

difficulty
Flexibility

Computational 
efficiency

Traces Lowest Lowest Lowest

Motifs Medium Medium-High Highest

Deterministic
Skeleton

Medium High High

Dynamic
Skeleton

High Highest Medium-High
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System-level problems that need simulation:
Network I/O not keeping up with FLOPS 

0,01

0,10

1,00

10,00

100,00

1000,00

10000,00

100000,00

I/O Trends for DOE Supercomputers

Flops/Bandwidth

System Pflops

Router BW (GB/s)

Node Gflops



UUR

0,01

0,10

1,00

10,00

100,00

1000,00

10000,00

100000,00

I/O Trends for DOE Supercomputers

Flops/Bandwidth

System Pflops

Router BW (GB/s)

Node Gflops

Cray:
XT,XE,XC

IBM:
BG/L/P/Q

Infiniband

Coral
???

Cori

Titan

Edison
Hopper

Franklin

BG/P
Intrepid

BG/Q
Mira

Sequoia

BG/L

System-level problems that need simulation:
Network I/O not keeping up with FLOPS 



UUR

0.1

1

10

100

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

I/O Trends for DOE Supercomputers

Speed (PFLOPS)

I/O Bandwidth (10GB/s)

Storage (PB)

Intrepid

Cray XE6

Franklin

Cray XT4

Blue Gene/Q

Blue Gene/Q

Cray XC40

Cray XC40

System level problems that need simulation:
File I/O not keeping up with FLOPS 


