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Abstract

Trusting simulation output is crucial for Sandia’s mission objectives. We rely on these
simulations to perform our high-consequence mission tasks given our treaty obligations.
Other science and modelling needs, while they may not be high-consequence, still require
the strongest levels of trust to enable using the result as the foundation for both practical
applications and future research. To this end, the computing community has developed work-
flow and provenance systems to aid in both automating simulation and modelling execution,
but to also aid in determining exactly how was some output created so that conclusions can
be drawn from the data.

Current approaches for workflows and provenance systems are all at the user level and have
little to no system level support making them fragile, difficult to use, and incomplete so-
lutions. The introduction of container technology is a first step towards encapsulating and
tracking artifacts used in creating data and resulting insights, but their current implemen-
tation is focused solely on making it easy to deploy an application in an isolated “sandbox”
and maintaining a strictly read-only mode to avoid any potential changes to the application.
All storage activities are still using the system-level shared storage.

This project was an initial exploration into extending the container concept to also include
storage and to use writeable containers, auto generated by the system, as a way to link the
contained data back to the simulation and input deck used to create it.
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Nomenclature

Container The popular name describing using the Linux kernel concept of cgroups and
namespaces to create a limited, private environment for an application to run. Docker [8]
is the most common container system variety, but Singularity [3] offers the security and
other features Sandia needs to meet our mission requirements.

Data Pallet Our coined term to describe a container that is created dynamically at runtime
to hold any generated data. This container, unlike typical containers, is writeable
persisting any changes when the container is unmounted from the system.






Chapter 1

Introduction

The existing paradigm for data management and traceability relies on external workflow
management tools, such as the Sandia Analysis Workbench (SAW), to track artifacts. Un-
fortunately, these approaches have been problematic because the workflow engines do not
manage the artifacts themselves as much as try to keep track of them. If a user or system
migrates data, then SAW has to figure out what happened. This project is providing a
low-level, first step for a viable fix for this problem. By encapsulating the data (and other
artifacts) into a system-generated wrapper, we can use the unique ID for each wrapper as
a tag and add that tag to all associated wrappers. More directly, we can wrap the appli-
cation in a container with a container ID, the input deck in a container with a container
ID, and then generate storage container(s) at runtime and add the application and input
deck container IDs as annotations to the storage container. Then, by inspecting the storage
container, it is simple to find the matching container for the application and input deck
based on their associated container IDs. There is no question of whether or not these are
the matching components or not. Further, since the annotations are in the wrapper and it is
not possible to move the component without moving the wrapper (without explicit, difficult
work), these identifiers move with the component making identifying both the ancestry and
dependency webs straightforward.

The potential impact of this work is enormous. For the mission, having An established
provenance record of what source and configuration created a data set offers a guarantee
we cannot manage today. The problematic approaches being pursued both historically and
today to address this issue are divorced from the underlying system that users and system
processes will manipulate outside the management system causing links to get stale and
broken. Only with an approach like this can we have full confidence that our ModSim
analysis can be trusted and be traceable back to the original source code and people that
created it (and documents specifying what the person should have developed even). For
the broader science community, reproducibility, or confidence that the results presented are
sufficiently documented that where they came from and how they were created is sufficiently
documented to trust and potentially recreate them, is a key requirement for something to be
a science. This system enables automatic tracking and use of support information without
requiring a separate tool-the information is all inherent in the artifacts themselves.

The rest of this document is divided into the following sections. First is a short look
at related work in Section 2. Next, is a description of the design in Section [3. Some



information about the measured overheads in this approach are included in Section 4. Finally,
Conclusions and Future Work are described in Section 5
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Chapter 2

Related Work

Existing work that attempts to do similar things does not really exist. This idea and
approach are wholly new. However, there are some systems and work that are doing some
more distantly related things.

Workflow systems, such as the Sandia Analysis Workbench [4], Pegasus [1]/DAGMan [7],
Kepler [6], Swift [10], and many others all focus on providing a way to orchestrate a series
of tasks to accomplish a goal. However, they offer little to no support for managing the
artifacts, configurations for each component, and component versioning. The lack of system
level support for these kinds of activities makes offering tools that provide them difficult to
impossible.

The data pallets idea, at a surface level, is similar with various storage containers ideas.
However, these approaches all focus on exposing a shared storage layer into the container
context. None of them offer any sort of wrapper approach that could hold attributes linking
data back to the antecedents.

Other approaches, if used correctly, have a potential to achieve the same goals, but
with application modification. For example, ADIOS [5], NetCDF [9], and HDF5 [2] all
offer arbitrary attributes inside the file. If a user were to explicitly add the container IDs,
they could achieve a similar goal. However, that would require that the container IDs be
apparent in the application’s running context and that the application code be modified
to include writing such annotations into the file. The Data Pallets approach eliminates all
of those requirements by adding the wrapper automatically just by virtue of running the
application in a container and the annotations are generated the same way. No changes the
the application or how it runs will be required.
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Chapter 3

Design

The basic design for this proof of concept used an initial idea that proved too difficult
and a fallback that was achievable.

The initial design idea was to intercept a call to the system command “mkdir”, the
command to create a folder in storage, and use that as the entry point for creating a new
container on the fly and mounting it. Because of how containers work, there is no straight-
forward intercept point for this command that we could discover given the limited time
frame.

The revised design idea was to create a single container at start up that would house all
written data and annotate that container with the container IDs and mounted directories for
the rest of the runtime context. This proved much more achievable given the limited time
and other complications.

Design and Implementation Challenges

To accelerate the idea exploration, we chose to leverage the Singularity system. It already
offered a way to mount an existing container as “writeable”, but did not offer a way to
generate that on-demand nor to annotate it with any sort of context information. The
primary difficulty was twofold. First Singularity 2.x and earlier is a mixture of C, Python,
and some Go code. However, some difficulties in using Python and the extra complexity of
having 3 languages prompted the team to shift to nearly all Go with a small bit of C code
used for starting up. This transition was partially underway as this project started and only
finished a few days before the end of the funding period. The difficulties were many. First,
the use of Go’s dependency system did not work properly through the Sandia proxy and
with the self-signed security certificate. After consulting internal Go experts, it was deemed
that the only way to make it possible to build the 3.0 code base was to be on a machine
outside the SRN so that it could properly check and download the dependencies prior to
building. Once built, we could email transfer and scan all of the code for potential issues
and use on our SRN machines. This was clearly far from ideal.

Second, the singularity container file format that supported annotations and writeable
containers only worked with the 3.0 release. This required us to work largely off the SRN
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and do mostly unbuilt code exploration on the SRN. At the close of the funding period,
the Singularity code based had migrated to a newer dependency model that works properly
through the Sandia proxy and self-signed certificates.

In spite of these challenges, the project was able to develop an initial hand-coded demon-
stration and measure some of the salient characteristics that would help determine if the
overheads are viable and if it is worth pursuing in the future.

Design and Implementation Details

Using the fallback position of building a new container at start up proved mostly viable.
In the code, the place where all of the specified containers and directories are mounted is in
the src/runtime/engines/singularity /container.go file. Initial attempts to add the container
creation here were thwarted by a partially broken build system that recognized changes
in this file required it to be rebuilt, but it used a cached copy instead avoiding actually
rebuilding the code. Work fixing this part of the build process continues under the auspices
of a different project.

Since the auto-build was not able to be made functional in time, a new container was
created manually, mounted with the writeable flag, and the annotations of the context in-
formation was added to the writeable container—the data pallet.

Integration with Sandia Analysis Workbench (SAW)

A stretch goal for this project was to integrate with SAW to demonstrate that it could
manage a fully containerized workflow. As a stopgap as problems were debugged by our
external partners, we investigated how to integrate with SAW using the existing system.
While this integration is basic, it is sufficient to be able to show that running containerized
applications is both reasonable and straightforward. Details of how this worked are in the
Section 4.
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Chapter 4

Measurements

The time overheads for this approach are small, particularly in the context of the appli-
cation runtimes. With time overheads on the order of around a second or less to create a
container and mount it, these overheads are not included. Instead, we focus on the more
important space overhead since that will persist for the data lifetime.

The second tests are focused on integrating with the Sandia Analysis Workbench. This
test is simply a test of possibility rather than focusing on performance. Detailed are provided
below.

Tested Configuration

All tests are performed on a Dell Precision 3420 SFF tower machine with a 1 TB SSD
and 64 GB DRAM. It is running Ubuntu Lunix 18.04 and Singularity 3.0 alpha 2. The
system was fully updated as of September 15, 2018 for all tools, compilers, and libraries.

The tested configurations are as follows:
e Empty Container - This will be the baseline overhead for all applications and input

decks. Since we will store all of these artifacts long term, understanding this base
overhead will reveal how much additional storage will be required for archiving.

e Basic Writeable Container - This is the size overhead for the generated data sets.

e Attributes Stream - Since each container image can contain multiple data streams, one
will be the normal data contents and a second will be the JSON file containing the list
of associated container IDs.

Integration With Sandia Analysis Workbench

The long-term goal for this work is to be able to deploy fully container wrapped appli-
cations and input decks into the SAW system and eliminate the need for SAW to attempt
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Table 4.1. Full caption

Empty Container 32.2 KB
Writeable Container | 704.5 KB
Attributes Stream 1.1 MB

to track generated artifacts and instead rely on the inherent annotations as the source of
truth. The previously mentioned limitations with the current system that attempts to track
artifacts without owning them is fragile with many exposed areas where the system can be
broken either accidentally, on purpose, or by automated system processes.

To test this integration, a simple input deck was wrapped in a container, another container
contained an application, and it generated a separate output. We chose to use the gnuplot
application as there is a simple example using this provided as part of SAW.

By wrapping everything in a container, we changed the workflow to run the component
by using the container runtime command rather than directly running the application. This
simple change revealed the simplicity with which this change could be deployed with minimal
to no impact on existing users. Further integration is left to future work.

Discussion

The empty container size is small enough to be used as a wrapper around any application.
For an input deck, this size is likely larger than the input deck itself (excepting a mesh
description), but still small enough to justify using it to wrapper around the input deck.

The writeable container size is much larger because the only writeable format is ext3
rather than squashfs, what is used for read-only containers. The reason ext3 is required is
that the container system requires the underlying operating system to handle the writing
operations into storage backed container file. The squashfs file system format inherently
does not support writing into it except at creation.

The attributes stream overhead is surprisingly large. This would be the minimum size
for each additional attribute stream added to a container image. For output data sets on
the order of 10% of node memory, this is still a small enough overhead to be acceptable.
Our nodes are moving to 128 GB as the base memory making this less than 1 % of the total
volume written during the output.
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Chapter 5

Conclusions and Future Work

While this project was fraught with unexpected challenges and delays, we were able
to perform some basic measurements and demonstrate the most basic of system ideas in a
controlled environment. This shows that the idea is possible and the overheads are reasonable
given data size trends for our data.

For the future work, many steps will be investigated.

First, automating the container creation and mounting at startup for our data pallet is
ongoing as the system setup and build environment is debugged. Once this is complete,
the next step will be to dive deeper into the code and how containers work to attempt to
discover if it is possible to mount a container later than startup or if that will require some
fundamental change to the running container environment. If it is possible, then dynamically
creating the container based on a “mkdir” command will be implemented localizing exactly
the data being written as part of that output.

Second, issues surrounding when and how to unmount a writeable container need to be
investigated. Currently, we are assuming that the system can flush cold data to storage
without having to rely on the container context exiting. If this is not the case, then memory
pressures are going to force changes such that we can discover how to unmount the created
container to free needed memory.

Third, the SAW integration demonstrated the possibility of running containers. The
next step for this to be usable and viable is to offer introspection into things like the JSON
attributes stream, seeing a list of dependent containers, and getting a list of available con-
tainers to run from a local container “hub”. These hubs offer a way to dynamically load a
container as needed based on the container ID rather than having to manually pre-deploy
all needed containers when running the application. Scalability issues with this are likely
at the high end, but well understood and demonstrated techniques to manage this, such as
distribution trees, can address the performance issues.
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