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Matrix Factorization

Data Model
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< aq < an - Ay
X~ M = Zab’ AB’

X%M:Zajobj:[[A,B]]

=1

min IX —MJ|]> =) (2;; — mj;)* s.t. M =[A,B]

]
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] ] @ lﬁgﬁilzgllries :.:
Tensor Factorization (3-way)
CP = CANDECOMP/PARAFAC or Canonical Polyadic

Ci1 C2

/ b, / bo / b,

Data Model N ) Y . 3 .

X%M:Zajobjocj:[[A,B,C]]

g=1

im0 — M|* = Z];(%'jk —mij)” st. M =[A, B, C]
ij

Hitchcock 1927, Harshman 1970, Carroll & Chang 1970
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Tensor Factorization (d-way)

A A 7

Data Model N ) Y 1 3 ,

X~M= [[Al,AQ,...,Ad]]

3 _ 2 1. — A A_ « .. A.
AlTjIlll;lAd ||3C M” s.t. M [[ 1y £32, ) d]]

Hitchcock 1927, Harshman 1970, Carroll & Chang 1970

10/23/2017 Kolda @ Casa Matematica Oaxaca



Two NMeftivating Examples
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Amino Acids Fluroescence M
Dataset

= F Unknown mixture of
toliestence three amino acids

measurements of 5
samples containing 3
amino acids
= Tryptophan
= Tyrosine
= Phenylalanine
= Tensor of size 5 x 51 x 201

= 5samples
= 5] excitations

= 201 emissions

R. Bro, PARAFAC: Tutorial and Applications,
Chemometrics and Intelligent Laboratory Systems, 38:149-171, 1997
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Rank-3 CP

Amino Acids Data
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angentratiqn Emission | Excitation
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Multiple Gases 5 Room Temperatures 71 Sensors (9 x 4 x 2 grid with one missing)

Hazardous Gases Sensor Dataset

Room Conditions:

Include wind direction, wind spoed,
__________ . P P3 P4 P3 Pg and room temperalure,

all monitored during the entire
measurement process

Chemical Source

Fan
12V, 4 8A, 1500~5500rpm

-

Outlet

3 Fan Speeds

1.2m
Air inlet at room conditions

Sampled to 1000 timepoints

2.5m
20 Replicates  pegitionlabel | P1 P2 P3 P4 P5 PG
SO 098 1.18 140 1.45

xr — axis distance (m) | 0.25 0

A. Vergara, J. Fonollosa, J. Mahiques, M. Trincavelli, N. Rulkov and R. Huerta, On the
performance of gas sensor arrays in open sampling systems using Inhibitory Support
Vector Machines, Sensors and Actuators B: Chemical, 2013, doi:10.1016/].snb.2013.05.027
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http://doi.org/10.1016/j.snb.2013.05.027

Rank-5 CP Decomposition of Gas @
Data with 3 Gases ,

A (71 X 5) B (1000 X 5) C (900 X 5)

_Sensor | Time Experiment
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Viz of Experiments using C

Compute SVD of C
(of size 900 x 5)

and use first two left
components to plot.
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Tensor Factorization (3-way)

Ci1 C2

/ b, / bo / b,

Data Model N ) Y . 3 .

v U~ % M = + +oee

' - ap - az S ar

ZX%M:ZajObjocj:[[A,B,C]]

j=1

min_||X — M]||? s.t. M = [A, B, C]
A,B,C

We can rewrite this as a matrix equation in A, B, or C.
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Details: Unfolding, Khatri-Rao OER S
Products, and ConnectionstoCP ~—

Unfolding reorganizes the entries of the tensor into a matrix.
/13 /16 /19 /22 - =
1,/4 /7 /10 14710 13 16 19 22 L2 313141
- Xmpy=125811 14 17 20 23 | X9y = 4 0 0161718
/1447 /20 o3 (1)_{36912 15 18 21 2” @~ 7 8 91920 21
2 /5 /8 /1 | 10 11 12 22 23 24
N5,/18,/51 . _[1 2345678 9101112
3 /6 /9 /19 (37 113 14 15 16 17 18 19 20 21 22 23 24
Kronecker Products, Unfolding, Connecting back to CP Model
& Khatri-Rao Products
alb] M=[AB,C]=) ,ajobjoc
: Miy=) .a;(c; ®b;
a,b (1) ZJ J( J J)
!
(aObOC)(l) = a(c@b)’ M(l) — [al' " afr] [Cl Y bl' - Cp & br]
!/




CP-ALS: Fitting CP Model via Ok
Alternating Least Squares

Laboratories \/ "

Model

;M

b

ﬁ:{epeat until convergence... \

N J

Convex (Linear Least squares)
subproblems can be solved exactly

a ao ar

min_||X — M]||® s.t. M = [A, B, C]
A.B,C

. B /12
min X1 —A(CoB)

. B /12
min X@2) —B(C®A)

min | X3 — C(B® A)|?

10/23/2017
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CP-ALS Least Squares Problem
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//ﬁepeatuntﬂconvergencem

. B "2
min X)) —A(CoB)

: - /1|2
min X2 —B(Co®A)

min | X3 — C(B ® A)'||?

\C

\

“right hand sides”

Data ——

X(1)

n X n?

n x n%-1

' aj ao ay

min [ X1) — A(C © BY|]

“matrix”
‘ ‘ (c1 ® by)

(cr @b.)

Khatri-Rao Product
A (COB)

nxr r X n?

nxr rxnd1
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Details: Special Structure of the @ (&
Least Squares Problem |

min || X ;) — A(C © B)'||*
A \_Y_’ \.YJ\ v J

nxn®*1l nxr r x nd-1

(C © B)A’ = 1(1) The most expensive step is
not the backsolve.
A’ = (CoB)'X(,

Rather, it’s the formation of

A — (C’C . B’B)T(C o B)’ /(1) the Khatri-Rao product!

A =X (Co®B)(C'CxB'B)f

So, how will randomized
methods help?

Battaglino, Ballard, & Kolda 2017
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CP Least Squares Problem

1 X 1) - A (CeB)]|z

d-1 d-1

nXxn nxr rXn

How to randomize this?
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Aside: Sketching for Standard i B
Least Squares e \

min ||Ax — b||

A X b
x=A'b
. x < A\b
fl Backslash causes MATLAB to
automatically call the best
solver (cholesky, gr, etc.)
n
0 (Ain?)

Sarlés 2006, Woodruff 2014
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Sampled Least Squares

Choose g rows, uniformly at random

A X b ,
M — approximate
n
SA X Sb
- - -
- n
_ S q -
n n - |
u n
- / Sampling only guaranteed to
“work” if the A is incoherent.
n
A~ 2
O(nn*) 0(gn?)

Sarlés 2006, Woodruff 2014
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Enforcing Incoherence

A x b

Mixing Matrix — Mixing Matrix

S)

f n

* Many good choices of mixing matrix, such as a matrix with entries
chosen from a uniform random distribution.

 But no reduction in cost!

Sarlés 2006, Woodruff 2014
I ———————-——
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Fast Johnson-Lindenstrauss () e
Transform (FJLT) o

FD — FD

S)

n n

* Instead, use FFT (F) followed by random diagonal with +/- 1 entries (D).
* Costsonly nlogn to apply
* Practical application in Blendenpik, yielding ~4X speedup versus LAPACK

Sarlés 2006, Woodruff 2014, Ailon & Chazelle 2006, Avron, Maymounkov, & Toledo 2010
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Sampled/Mixed Least Squares

min ||[Ax — b||

! N

min || SAx — Sb|| min || SFDAx — SFDb||

Sampling +
Mixing

Sampling only,
No mixing.

Ailon & Chazelle 2006; Avron, Maymounkov, & Toledo 2010
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CP-ALS-RAND

min [ X 1) — A(C @ B}
A X(l)/(C O] B)’

X 1)’ - A (CoB)ST%

A X(l)S’/(C O, B)’S’

Battaglino, Ballard, & Kolda 2017
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CP-ALS-RAND Trick #1: M B
Avoid unfolding data tensor portres

X (1)S’ - A (CoB)S|%

Data movement is often as expensive or more expensive than FLOPS.
Just move the minimum and no more.

Battaglino, Ballard, & Kolda 2017
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CP-ALS-RAND Trick #2: i
Don’t form Khatri-Rao Product

Laboratories \/ "

X (1)S’ - A (CoB)S|%

Trick 2:

Each column in the
sample is of the form:
(C(£,:) .* Blk,:))

The Khatri-Rao product is actually the most expensive part of CP-ALS.
Skip this and save lotsa time.

Battaglino, Ballard, & Kolda 2017

e
Kolda @ Casa Matematica Oaxaca

10/23/2017




Sandia \ g
National o
Laboratories \/_°

CP-ALS-RAND (No Mixing)

while not converged do )
A+ XS/]/[(CoB)'S/]
B+ X(2)S./|/[(C®A)'Sy]
:C < X(g)Sg’}/ (B O A),SP,,:
end while

- _/

@
2:
3
4
:

No mixing performed here, yet converges in many cases!

Type equation here.Theorem: Khatri-Rao product can do some mixing (see paper).
1(A © B) < u(A)u(B)

Nevertheless, some problems still require mixing to converge.
Skipping details but can talk offline.

Battaglino, Ballard, & Kolda 2017
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Randomizing the Convergence

Check

ﬂepeat until convergence...

min
A

min
B

min
C

X2 —B(CoA)
X3 —C(BoOA)

<

Sampled

102 |

101 -

Speedup versus Exact Fit

2
2
2
s @
® . °
o0
o e
1ta
F(A,B,C)

16000 samples'< 1% of full da
§ |F — F| 143
5 < 1077
|F|
l l
20 40 60

5th-Order Tensor Size

Battaglino, Ballard, & Kolda 2017
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F(A,B,C) =) (i — mijr)’

ijk

s.t. M =[A,B,C]

Estimate convergence of
function values using small
random subset of elements

in function evaluation
(use Chernoff-Hoeffding to
bound accuracy)

10/23/2017
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CP-ALS-RAND

Given data tensor X and initial guesses for A, B, C.
Fix Q2 with |Q| =p
1: Fy + Zijkeﬂ(xijk — Mijk)°

2 for { = 1.2 do ﬁ/ff@ﬁ@/{f &a/f(/d/?/'g/ matriees every Une
: g Ly e
3: [fort=1,.... T do /

dig A < argming ||X(1)S?’t A(Co B) Randomized
5:21 |B + argming ||X(2)SP, — B(C® A)'S Least
L : o Squares
6: C « argming | X3Sy, —C(B® A)’'S ||
7 -epd for
8 \Fo 4 Y iinea(@ijr — mijn)?

9:  Check convergence
10: end for

Acar, Dunlavy & Kolda, 2011
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Speed Advantage: Analysis of M =
Hazardous Gas Data |

900 experiments (with three different gas types) x 72 sensors x 25,900 time steps (13 GB)

Method Median Time (s) Median Fit Median Classification Error
CPRAND 53.6 0.715 0.61%
CP-ALS (H) 578.4 0.724 0.67%
CP-ALS (R) 204.7 0.724 0.67%
Sensor _Time _ . ‘ Experiment

A
s

o 20 0 60 0 10000 20000 0 10000 20000 200 400 600 800
This mode scaled by component size Color-coded by gas type
Data from Vergara et al. 2013; see also Vervliet and De Lathauwer (2016)
Battaglino, Ballard, & Kolda 2017
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Globalization Advantage?
Amino Acids Data

Concentration

Emission

Excitation

E—
=

r

N
N
I\

=D
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Final relative fit with 30 random starts (higher better)

T

0.9
A _
0.7

0.6

051

0.4
é

0.1

0

10/23/2017

123465 0 100 2000 50
Fit =0.97

Concentration Emission Excitation
k K

12345 0 100 2000 50
Fit =0.92

CP-ALS

CP-ALS-RAND (w/ mixing)

Benefits are not as clear without mixing.
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Globalization Advantage? i (=
Comparison for Rank 4 |

] Final relative fit with 30 random starts (higher better)

0.8 .

0.6 .

0.4 .

0.2 .

0
CP-ALS CP-ALS-RAND (w/ mixing)

] Correctness score with 30 random starts (higher better)
T T

0.8 |

0.6 M |

0.4 -

0.2 _

CP-ALS CP-ALS-RAND (w/ mixing)
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Other Randomized Methods

Vervliet and De Lathauwer (2016) — Zhou, Cichocki, and Xie (2014) —
Select a random d-way sub-block of Random projections (sketch) to
data rather than random elements smaller tensor

Different sub-block at every iteration Project once and done
Not contiguous as pictured

Sandia .
National o
Laboratories \/_*
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CP-OPT: Fitting CP Model via i (=
Direct Optimization

Ry Oy C1 Co Cr 2
7 Y Al min_||X — M||” s.t. M [[A,B,C]]}

Data Model = ? br A,B,C ~/
BN o F(A,B,C -
/=1
We have that F/(A, B, C) = >, f(@ijk, mijr) where f(z,m) = 5(z —m)?
Define a tensor G such that g x = g—i(xijk,mijk) = —(Zyik — Misk)
MTTKRP!
aa@'g jkamwk Oa;y Jk | 2% OA - G(l)(c © B)
or af | Omj| OF
Obiy = Lk angk Objr 2.ij fidk|die Ci oB G (CeA)
- N _ _ ikl ip b — =G BoA
ackﬁ Z@J 6mz’jk ackf ng g Ik Ay 94 oC (3)( )
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What if some data is missing?

A B C Zf xmk,mmk

11k

.

(A B C Z f :B'ijym%jk)
17kel

Q = known entries (blue)

O (z;,my) if i€ Q,
Redefine the tensor G such that ¢; =

0 if ¢ & Q).
oOF oF o0F
6_A = G(l)(C ® B) 8B = G(g)(C A) 8_0 = G(g)(B O A)
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Generalized CP

Ci1 Co Cr
— /b b b, .
o A, Z f(Zijhs mijk)
> M = + oot T ikeQ

' s.t. M = [A, B, C]

“Standard” CP uses:
f(z,m) = (z —m)*
“Exponential” CP uses :
flz,m)=ozm —logm (x>0,m >0)
“Poisson” CP (Chi-Kolda 2012) uses:
flz,m)=m—xlogm (x € N,m >0)
“Boolean” CP uses:

f(x,m) =log(m+1) —xlogm (z€{0,1},m >0)

Anderson-Bergman, Hong, and Kolda 2017
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Fitting (Generalized) CP

Given data tensor X and initial guesses for A, B, C.
1 Fo < Zijkeﬂ F(Zijr, Mijr)
2: for /=1,2,... do
3: | Compute G

4: | Aa +~ G(H)(C®B) | compute

5. | A + G(2) (C® A) | Gradient

O: AC — G 3 (B O A)

. MDotormine step Tength o

8 |A A-—alda Compute optimization
9: B+ B - OAAB

step and take it
10: C+ C-— O{AC

11 Fyp < Zijk@ﬂ S (Tijk, mijk)
12: | Check convergence
13: end for

Acar, Dunlavy & Kolda, 2011
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Some Observations

Sandia
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= Can use any optimization method
= Showing steepest descent
= Can use 1%t and 2"9%-order methods
= (Can add constraints

= Can easily add regularization
F(A,B,C)= > f(wijk,mijk)
ijkeQ
+ pa(A) + p(B) + pc(C)

= G sparse = efficient gradient
computation
= Known data () “sparse” = G sparse

= Sparse data tensor (X) # Sparse
gradient tensor (G)

= Some choices for f yield special
structure that can be exploited

= But not generally the case

= Stochastic method yields sparse
“known data”

Data Model e ) 0 ) : —

(Given data tensor X and initial guesses for A, B, C.

L Fy = > ke J(@ijr, miji)
2: for /=1,2,... do
Compute G

4 AA<—G(1)(C@B)

5: Apg G(g)(C © A)

6: Ac G’(g) (B ® A)
7.

8

9

Determine step length «
A+ A-— OﬁAA
: B+« B- OJAB
10:. C+ C—-aAc
1: Fyp ) e [(@ijr, mijk)
12:  Check convergence
13: end for

10/23/2017
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Fitting (Generalized) CP with M, (=
SGD o

Given data tensor X and initial guesses for A, B, C.

Fix ( ¢ Q with |[Q| = s.

. Fy > ijned [ (@ijk, Mijk)

—

2: for /=1,2,... do

3. [fort=1,...,7 do s Different samptes every tine

4: Q,g,t + p random entries in Q‘/_

5 Compute G only at entries in S, (everywhere else is zero) Compute

6: Ap 9(1)(0 ® B) Stochastic

= AB — G(g)(C O A) &aﬁ&e /”77_/560, super aée@ﬂ/ Gradient
S >

8.8" Ag <— G(:?\(B ® A)

gLl « < learning rate

10: A — A—aAa Take tiny step

11: B+ B - o0Ag (ar is small)

12: C+ C—-aAc

13: |end for

14: Fy Zirjkeﬂ f(ajijk:; mijk:)
15: | Check convergence

16: end for
Anderson-Bergman, Hong, Kolda (in progress)

10/23/2017 Kolda @ Casa Matematica Oaxaca



Sandia
National o
Laboratories \/_°

Gas Dataset: 1.7 GB

Chemical Source Include wind direction, wind speed
P P2 P3 P4 ps ] and room lemperature

all montored during the entire

measurement process

Fan
12V, 4.8A, 1500 ~5500rpm

/

’ —» Outlet

1.2m
Air inlet at room conditions

2.5m

Position label P1L P2 P3 P4 P5 P6_
025 05 098 1.18 140 1.45

x — axisdistance (m)

71 (sensors) x 1000 (timepoints) x 5 temps x 3 fan speeds x 200 exps

3.4% missing data (10 gases x 20 replicates)

A. Vergara, J. Fonollosa, J. Mahiques, M. Trincavelli, N. Rulkov and R. Huerta, On the
performance of gas sensor arrays in open sampling systems using Inhibitory Support
Vector Machines, Sensors and Actuators B: Chemical, 2013, doi:10.1016/].snb.2013.05.027

10/23/2017 Kolda @ Casa Matematica Oaxaca 42



http://doi.org/10.1016/j.snb.2013.05.027

CP-ALS: 139s

1.00
0.96
0.79
0.74
0.68
0.63
0.53
0.44
0.26
0.22
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Sensor Time Heat Fan Experiment
st crinsind [/ ]
it =7
e 7 Y mm e
NI REYa m
) 7 ) L AR
e 7 mm I
i 7 ] . e
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0 50 O 10001246 123 O 100 200
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CP-ALS-RAND (no mixing): 18s

Sensor Time Heat Fan Experiment
1.00 jasnenanss M | ey
0.73 ptebbsacis il | gy
0.31 mptelbdowwd ™1 ot Ml T
e e A N e BT | |
0.8/ kb |~~~ | |
011 b, | o lll_
0.08 ortgglerrt o7 Ml | guy
0.05 e eprd | ommeity hme |
0.03 [kl bt ooy b (] |
002 otk | | il gy oy
0 50 O 10001245 123 0 100 200
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CP-SGD + nonneg: 102s

1.00
0.90
0.87
0.80
0.77
0.70
0.67
0.60

0.45

N

S N > il 6

Sandia .
@ National 1\ [~ Y.
Laboratories \/_* B

Sensor Time Heat Fan Experiment
L m I = “-a-sgd,__J'
Y R ]I'h L ~“‘"“1"’ o J‘
N R e ™ (] TR —
! . walili ml M “---ef“ ..,-\
bt | e T |
ARLALLLLA I““l ]Luﬁ Pﬁ“"”f"-J-rJ
TR ([ [ —
FEELiY Fre | lll'l _III_ Ea:"""“ o
0 50 O 100012346 123 O 100 200

10/23/2017

Kolda @ Casa Matematica Oaxaca




CP-SGD + nonneg + missing: 174s

1.00
0.72
0.71
0.69
0.58
0.54
0.52
0.50
0.37

N

S N > il 6
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Sensor Time Heat Fan Experiment
T | I I
1TV i T P
[rreggwwer I Jﬂ“[ ML T
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0 50 O 100012346 123 O 100 200
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Questions to Ponder This Week

=  Matrix and Tensor Factorizations
= Notion of “generalization error”?

= Contrasting and connections of the s - (CoBySTIE
two a pproaCheS |Given data tensor X and initial guesses for A, B, C.
Fix () with |Q| = p.
= CP-ALS-RAND 1 o jpenlwie — migh)? , e
2. for ¢ = 1, 23 .. do ﬁffam#t sampling matrices every line
= #column SampleS 3 [fort=1._....Tdo /

42| |A <+ argmina || X()S?, — A(C @ B)'S2,| | Randomized

= Sketching inside a| Igorithm? e ’

etching Inside a larger algorithms 5;5‘% B « argming ||X(2)SEz - B(C ®A)'Sft|\ é:zztres
. : C 1qC
- CP_SG D 6: C + argming HX@)SU —-C(B®A) S“”
7: tend for
. . . 2 A rssr — )2

= # samples for gradient estimate? 8 P Dijreal@in — misk)
9:  Check convergence

= Acceleration methods? (ADAM?) 1:_cnd for

e . 1 data t X and mitial for A, B, C.
= Stratified sampling for sparse data? S COwith [0 =8
" Both VS b
. . 9. [ fi t :4 1’ o T d ﬂffofcw(r«nﬂé\r cvery time
= # samples for function estimate? s | [ o dom v 7
#it ti h? 5: Compute G only at entries in Q¢+ (everywhere else is zero] Compute
= Iterations per epocn: 6: Aa + G((CoB) Stochastic
. Ti= Apg + (:?-E;(C @A) ‘,g)ﬂa.i‘\ff MTTEEE super cfécz;p/ Gradient
= # epochs w/o improvement before 804 |Ac« Gy(BOA
. g a + learning rate
StOppIng? 10: A+ A—ala Take tiny step
. 11: B« B - aAp (@ is small)

= Choice or rank (# components) 12 | |CeC-ance
13: | end for

= How to choose random samples 1 Fp = Sinca F@igr, migk)
15: | Check convergence
16.end for
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