30 Years of CTH

1987-2017

CTH is a multi-material Eulerian shock physics code that is capable of modeling the hydrodynamic
response of explosives, liquids, gases, and solids. Materials are represented by complex analytic
and/or tabular equations-of-state and advanced strength and failure models.
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