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We have precented preliminary work and recultc. We ionilude that the 
ACHILES cofware library hac hiih performanie relatve to iurrent colver 
cofware, and ic a uceful foundaton for tectni acynihronouc methodc. RAS 
doec not ciale well with problem cize and #proieccorc co we plan to purcue 
two optonc: (a) Optmized Sihwarz methodc [3]. Optmizini the boundary 
ionditonc ian ireatly improve ionverienie. (b) Coarce-irid iorreiton. 
Two-level methodc are known to be hiihly cialable. The key ihallenie ic 
how to handle the ioarce irid in acynihronouc methodc. Acynihronouc 
ionverienie deteiton (terminaton) ic ihalleniini future work.

Thic projeit ic loni-term fundamental recearih and we tariet mainly proof-
of-ioniept work. Impait on DOE miccion/appliiatonc ic expeited in the 10-
year tme frame, accumini iontnued fundini.

Our target is to help a wide variety of applications in computational 
science & engineering that need to solve large linear systems on 
extreme-scale computers. A project with similar goals that we view as a 
potential partner, is the ECP/PEEKS project. However, we have a 
longer time horizon and focus more on basic research.

We could need help from computer science projects to optimize the 1-
sided MPI communication on leadership class computers.
The distributed asynchronous termination detection problem is a 
challenging mathematics problem where help would be welcome.

We investigate the use of asynchronous parallel iterative methods to 
solve large linear systems on future extreme-scale computers. Our 
two contributions so far are:
1) ACHILES, a software library for AsynCHronous Iterative LinEar 

Solvers. 
2) Experiments using the Restricted Additive Schwarz (RAS) [1] 

domain decomposition method (synchronous and asynchronous).

Communication and synchronization costs are becoming increasingly 
important on extreme-scale parallel computers. Krylov methods often 
give good convergence for linear systems but they require global 
communication and synchronization for inner products 
(orthogonalization). Approaches such as pipelined and s-step (CA) 
methods can reduce such communication but not eliminate it. We 
investigate a quite different approach: Use a fixed-point (stationary) 
iterative method, without Krylov. Convergence may be slower but 
communication is reduced to nearest-neighbors and this is well suited for 
asynchronous methods. Chazan & Miranker [2] first suggested chaotic 
relaxation where processes can work at their own speed without global 
synchronization. Such methods are robust to load imbalance and system 
noise, and may thus be useful at extreme scale. We found that although 
there is some theoretical analysis for asynchronous iterative methods [4], 
very little work has been implemented and tested empirically on large 
parallel systems. Further, we wish to employ sophisticated iterative 
methods with better convergence properties.

Our first test is sparse-matrix vector multiply (SpMV), a key kernel in 
scientific computing. This is not an iterative method, but mainly to verify 
that ACHILES performance is similar to that of current software, in 
particular Trilinos/Tpetra. These tests were run on a Intel Xeon Phi 
(KNL).

Our second test is a parallel implementation of the Restricted Additive 
Schwarz (RAS) method. We use it as a stationary iterative method, not 
as a preconditioner in a Krylov method. We assign one subdomain per 
MPI rank and typically one rank per core. In the asynchronous version, 
some processors may work faster than others (e.g. due to load 
imbalance or system noise). Each process uses the most recent 
information available from its neighbors. The concept of “iterations” is 
no longer meaningful so we need to look at times. We show results 
from a shared-memory workstation (16 cores), where communication 
is fast. We expect the results to change for distributed-memory parallel 
machines.
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The ACHILES approach is based on one-sided MPI calls using Remote 
Memory Access (RMA). We use MPI since it is standardized and widely 
available. It typically provides better performance than e.g. PGAS 
languages. Note we wish to support truly asynchronous methods, not 
just non-blocking overlap of computation and communication.
We investigate Schwarz-type domain decomposition as our parallel 
iterative method. Our initial experiments use 1-level RAS; we plan to 
extend this to 2-level methods and optimized Schwarz. The 
synchronous RAS method is: 

Where 

We use RAS as an iterative method, not as a preconditioner. We need 
to communicate either the solution or the residual at each update. The 
subdomain solve is assumed to be exact here, but could possibly be 
inexact (local iterative method). 
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