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Abstract

The calculation of spectral properties for photoactive proteins is challenging because
of the large cost of electronic structure calculations on large systems. Mixed quantum
mechanical (QM) and molecular mechanical (MM) methods are typically employed in
order to make such calculations computationally tractable. This study addresses the
connection between the minimal QM region size and the method used to model the MM
region in the calculation of absorption properties — here exemplified for calculations
on the green fluorescent protein. We find that polarizable embedding is necessary

for a qualitatively correct description of the MM region, and that this enables the
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use of much smaller QM regions compared to fixed charge electrostatic embedding.
Furthermore, absorption intensities converge very slowly with system size and inclusion
of effective external field effects in the MM region through polarizabilities is therefore
very important. Thus, this embedding scheme enables accurate prediction of intensities

for systems that are too large to be treated fully quantum mechanically.



1 Introduction

In recent years there has been much interest in the spectroscopic properties of biological
systems, which are typically both large and complex. The size of these systems presents a
huge challenge for accurate quantum mechanical (QM) calculations that quickly become very
costly due to their steep scaling with respect to system size. A popular approach to overcome
this problem is to use embedding techniques, which rely on a division of the total system
into subsystems that can be treated at different levels of theory. Typically the active part of
the system, e.g. the chromophore in a photoactive protein, is treated using a QM approach,
while the rest of the system is described with classical methods such as molecular mechanics
(MM) force fields.'® The two parts are referred to as the QM and MM regions, respectively.
A central aspect of the quality of an embedding calculation is the size of the QM region. The
QM region must be big enough to capture the main quantum effects of the system or process
without being too costly. Low computational cost is particularly important when dynamical
effects are included, since molecular dynamics requires a large number of electronic structure
calculations. Furthermore, it is important to choose the QM region carefully. This is not
trivial, and it has been shown that the outcome of QM /MM calculations on proteins can be
very sensitive to the choice of amino acid residues included in the QM region.%?

An aspect that has not been much discussed in the literature is the importance of the
quality of the embedding potential in specific applications — and especially how this quality
of the embedding potential is connected to the QM region size.'%!! Indeed, as we will show
in this paper, the necessary QM region size is highly coupled to the level of description of the
MM region and depends on the specific properties investigated. So far, studies pointing to the
need for large QM regions typically rely on fixed point charges from standard MM force fields
to describe the electrostatic perturbation of the environment on the QM region. %127 These
point charges are generally not designed for use in combination with electronic structure
calculations, and should therefore be used with caution in QM/MM applications. On the

other hand, studies that employ more elaborate embedding schemes allowing for mutual



polarization between QM and MM regions have obtained satisfactory results with quite
small QM regions.'® Another critical aspect that needs to be considered is the accuracy of the
molecular structure that is used in the embedding calculation. Many spectroscopic properties
are very sensitive to small alterations in the geometry, and the use of accurate structures is
therefore a prerequisite for obtaining accurate predictions of spectroscopic properties.

In this study we compare the use of electrostatic and polarizable embedding in the cal-
culation of electronic excitation energies and absorption intensities for the challenging case
of the green fluorescent protein (GFP). The QM region size is varied and the effects of the
two types of embedding are analyzed. The aim is to illustrate how the quality of the embed-
ding potential influences the size of the QM region needed for accurate results. GFP was
discovered by Shimomura et al.'® as a companion protein to the chemiluminescent protein
aequorin isolated from Aequorea jellyfish. GFP fluoresces strongly and is one of the most
widely used fluorescent proteins in biochemistry and cell biology. It is often used as a marker
of gene expression and protein targeting in living cells and organisms.'”

X-ray crystal structures have provided detailed information about the structure of GFP.
The chromophore is a p-hydroxybenzylideneimidazolinone formed from three amino acid
residues (a serine, a tyrosine and a glycine) in the native protein (see Figure 1). The
chromophore is surrounded by an 11-stranded S-barrel threaded by an a-helix containing the
chromophore. A number of polar residues as well as structured water molecules are found
in close proximity of the chromophore and are very important for the optical properties of
GFP. Mutations in one or more of these amino acids can shift the absorption and emission
maxima considerably.!” The excitation spectrum of wild-type GFP has two clear peaks: a
major peak at 3.14 eV and a minor peak at 2.61 eV.!” These peaks are associated with two
distinct protonation states of the chromophore, with the peak at 3.14 eV stemming from
a neutral chromophore and the peak at 2.61 eV arising from an anionic form, where the
phenol is deprotonated. Wild-type GFP contains about a 6:1 ratio of neutral-to-anionic

forms, but the ratio of the peak heights in the absorption spectrum is only 3:1,'7 indicating
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Figure 1: The chemical structure of the wild-type GFP chromophore in its deprotonated state
with the closest amino acid residues. The residue numbering corresponds to the Protein Data
Bank structure IEMA. Hydrogen atoms are omitted for clarity. The figure is taken from ref.
17.

that the anionic form has a stronger absorption. Furthermore, excitation of the neutral and
anionic chromophores gives almost identical emission maxima because the excited neutral
chromophore undergoes excited state proton transfer to form the anionic species.'® Here, we
consider only the anionic form of GFP.

A thorough study of the GFP chromophore—protein coupling was recently published by
Daday et al.,'® investigating different electronic structure methods and embedding schemes.
Dynamical fluctuations were also included with the aim of reproducing the experimental
value for the absorption maximum. In our study, we focus on the importance of the quality of
the embedding potential for converging both excitation energies and intensities with respect
to QM region size for one equilibrated geometry and within the chosen level of theory.
Particularly, the convergence of intensities with system size has not been given much focus
in previous literature and is addressed here. The following section explains the computational
procedure and briefly describes the two types of embedding used (fixed charge and polarizable

representations). The absorption spectra are calculated using the different methods and



presented in the Results and Discussion section.

2 Methods

2.1 Simulations

A requirement for the calculation of accurate absorption energies is the use of geometrically
accurate structures. For the generation of the structure used in this study, we use a com-
bined QM and classical approach. The general procedure is presented here, and a detailed
description of the molecular dynamics (MD) simulations can be found in the Supporting
Information. The anionic form of the GFP is first solvated in water and then simulated
using classical MD in order to equilibrate the structure at the desired temperature and pres-
sure. The ff99SBildn Amber force field!® was used for the ions and protein, the general
Amber force field (GAFF)?® was used for the GFP chromophore, and the water molecules
were described with the flexible water model SPC/Fw.?! In order to obtain an accurate
geometry for the chromophore, we then switch to a combined QM/MM potential via the
TeraChem?? /Amber?? interface,? using an electrostatic embedding scheme where the chro-
mophore and nearby protein residues and water molecules (QM region 3 described below)
are treated using density functional theory (DFT) at the CAM-B3LYP?!/6-31G*% level of
theory. The system is equilibrated for 10 ps, and the last structure, shown in Figure 2, is

used in the subsequent analysis.

2.2 Absorption Calculations

Only one geometry, taken from the QM/MM simulation employing QM region 3 described
below, is considered for the analysis of the QM region size convergence. A full calculation of
the absorption spectrum for comparison with experiment (which is not the goal here) should
include a large number of sampled geometries in order to account for disorder in the protein

environment. Keeping the geometry fixed, six QM regions of various sizes are constructed



Figure 2: The system simulated using QM/MM. The QM region 3 is shown in stick repre-
sentation and the rest of the GFP in gray cartoon representation. The sphere of water is
shown in stick representation. The figure was produced with the Visual Molecular Dynamics
program (VMD).2

for the absorption calculations. They are illustrated in Figure 3 together with an overview
of the total number of QM atoms in each region as well as how many of these are H link
atoms. The smallest region 1 consists of the chromophore only and carries a negative charge.
Region 2 includes also the two neighboring amino acids L64 and V68 as well as the positively
charged R96 adjacent to the chromophore. Region 2 is thus neutral, and so also are regions
3-6. Region 3, which was used in the QM /MM simulations generating the equilibrated
structure, consists of the chromophore, side chains of residues T203, H148, S205, R96 and
E222 (protonated), and the seven water molecules closest to the chromophore. Connecting
peptide bonds are also included in the QM region. In addition to the residues in region 3,
region 4 includes the side chains of residues T62, Q94 and Q183. Region 5 is region 4 plus
the backbone of residues T62, Q94 and Q183, as well as residues V61, L64, V68 and the side
chains of residues L42, Y145 and F165. The backbone of residues 1.42, Y145 and F165 are

further included in region 6 as well as an additional water molecule.



QM region
Total no. QM atoms
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Figure 3: The six QM regions are shown in stick representation and the rest of the GFP is
shown in gray, transparent cartoon representation. Water molecules that are not part of a
QM region are omitted for clarity. The number of QM atoms including link atoms as well
as the number of link atoms are given for each region.



2.2.1 Electrostatic Embedding

In the electrostatic embedding scheme the MM region is represented by the force field point
charges that were used in the MD simulations. These charges electrostatically perturb the
charge density of the QM region. The absorption calculations are performed using the Ter-
aChem/Amber interface, similar to the QM /MM simulations. For each QM region size, the
3-10 (depending on the QM region) lowest excitation energies and their respective oscillator
strengths were calculated using time-dependent DFT (TD-DFT) at the CAM-B3LYP/6-
31G* level of theory using full linear response. Although CAM-B3LYP gives blue-shifted
values for excitation energies compared to the experimental absorption maximum, it has been
shown to be in excellent agreement with CASPT2 regarding general trends for the anionic
chromophore of GFP.1® In the QM /MM calculation employing electrostatic embedding, QM
atoms and any MM atoms involved in link bonds have their force field charges zeroed. To
conserve the total charge of the QM/MM system, the charge of the MM region is adjusted
by dividing any charge correction among all MM atoms (except for those adjacent to link

atoms).

2.2.2 Polarizable Embedding

An alternative way of introducing the effect of the protein and solvent environment into elec-
tronic structure calculations is to use a polarizable embedding that allows the QM and MM
regions to polarize each other. Here, we employ the polarizable embedding (PE) model, "2
which is an approach that is tailored for the calculation of environmental effects on spec-
troscopic properties (see ref. 29 for a recent perspective). The atoms in the MM region
are assigned multipole moments (here up to quadrupole moments) and polarizabilities (here
electric dipole—dipole polarizabilities) that give rise to induced dipole moments. The latter
are obtained self-consistently, leading to a mutual polarization between the QM and MM

regions. Excited state properties are calculated using TD-DFT and the response of the en-

vironment upon QM region excitation is therefore modeled using the transition density (this



type of embedding is sometimes denoted polLR').

When a system is subjected to an external electric field (F) as when exposed to irradi-
ation, the whole system — not only the chromophore — is polarized. The local field at the
site of the chromophore is modified by the environment (MM region) polarization compared
to the external field. Depending on the protein structure, the polarization might lead to an
enhancement of the external field in one direction and a reduction in another. This direct
polarization of the MM region is accounted for in the effective external field extension of
the PE model (PE-EEF).3° The relation between the effective external field (F**Y) and the
applied field at location R within the QM region can be expressed in terms of an effective

external field tensor3?

“ T oF @

LEEF(R)
In this tensor a diagonal element with a value larger than one thus corresponds to an
environment-induced enhancement of the external field in that direction, while a value below
one indicates a screening of the external field. The direct MM polarization only affects the
strength of the electric field at the chromophore and leaves the frequency unaltered. Hence,
excitation energies are unaffected by local field effects and only the oscillator strengths are
modified. In this work we compare the PE and PE-EEF models to a full-QM cluster calcu-
lation to assess their abilities to reproduce the intensity from the full-QM calculation.

The PE(-EEF)-TD-DFT calculations were performed using a development version of
Dalton®! together with PElib3? and Genllnt,3*3* and using the CAM-B3LYP exchange-
correlation functional with the 6-31G* basis set for the QM region. The embedding po-
tentials used in the PE(-EEF)-TDDFT calculations were based on calculations performed
on each solvent molecule or protein residue in isolation using the B3LYP3°37 exchange
correlation functional with the 6-31G* basis set. However, the CAM-B3LYP functional was
employed to calculate the potential that was used in the cluster calculations to enable a

direct comparison with the reference full-QM calculation. The QM region and embedding

potential were constructed in the PE assistant script in combination with Fraglt.?® The po-
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larizabilities and multipole moments were distributed to atomic centers using the localized
properties (LoProp) method by Gagliardi et al.3® The embedding potential is thus calculated
based on the specific geometry of the protein in the used snapshot and does not include any
predefined parameters. To avoid overpolarization, polarizabilities and multipoles of order
one and higher on MM atoms closer than 1.3 A to a QM atom were removed and charges
were redistributed to the three closest MM atom neighbors at a distance further than 1.3 A
from the QM region to preserve the total charge in the environment. The redistribution was
done using PElib prior to the wave function optimization.

From each calculation, electrostatic or polarizable, the three most intense transitions in
the relevant part of the electromagnetic spectrum were used to construct the absorption
spectrum. For all PE-calculations, except for the one using the smallest QM region 1, there
was only one intense transition and it was found as the lowest. However, with electrostatic
embedding, artificial, non-intense charge-transfer (CT) states appear at low energies as the
QM region is increased, starting from QM region 5. The intense transition is easily identified
amongst the excited states, but the number of CT states at lower energies increase as the
size of the QM region increases.

The excitation energies with their respective oscillator strengths were convoluted using
a Gaussian function. The standard deviation (o) determines the width of the Gaussian, i.e.
the estimated broadening of the absorption peak related to the dynamics and excited state
life time. A o-value of 0.04 eV is used. The spectra calculated using the different QM regions

and embedding methods are compared and discussed in the following section.

3 Results and Discussion

Electrostatic Embedding. We first discuss the convergence of the absorption spectrum with
respect to QM region size in the case of electrostatic embedding. A calculation using QM

region n and describing the MM region by force field point charges is denoted QMn/Q, e.g.
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QM1/Q for an electrostatic embedding calculation with QM region 1. Figure 4 shows the
spectra for QM regions 1-6, with (full lines) or without (dashed lines) the rest of the system
present and described by point charges. The qualitative changes observed when the MM
region is added to the isolated QM region 1 indicates that this region is too small and/or
suffers from boundary effects (the covalent bonds to the chromophore’s two neighboring
amino acid residues are cut and replaced by H link atoms). Region 2 on the other hand
gives one well-defined peak in isolation which is merely shifted to higher energy by the in-
clusion of the rest of the system. Region 2 is therefore defined as the minimal QM region
size needed for a qualitatively correct description of this system. It is clear from Figure 4
that increasing the size of the QM region shifts the absorption peak to lower energies. On
the other hand, inclusion of the static MM region around QM regions 2 and 3 shifts the
absorption to higher energies, i.e. this embedding moves the absorption peak further away
from the peak obtained with large QM regions. In the calculations using larger QM regions
(regions 4-6) the MM region has little influence on the absorption maximum. Furthermore,
it is seen that the absorption intensity also converges slowly with QM region size, and that
the electrostatic embedding has no effect on the intensity from QM region 3. As shown
in the Supporting Information, increasing the QM region size further to include up to 581
atoms does not change the absorption spectrum significantly, and the absorption maximum
for QM6/Q can be considered to be converged for all practical purposes. We therefore use

this calculation as our reference in the following analysis.

Polarizable Embedding. Using the PE-EEF approach to account for the presence of the MM
region (Figure 5) brings the absorption maximum for a calculation using QM region 2 (yellow
full line) only 0.02 eV from the reference result (black dash-dotted line). This calculation
with QM region 2 and the MM region described by multipoles up to second order, i.e.
quadrupoles (M2), and dipole-dipole electric polarizabilities (P2) is denoted QM2/M2P2.

The QM1/M2P2 calculation, like the QM1/Q calculation, shows a splitting of the absorption,
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— QM1/Q
- - QM1 isolated
QM2/Q i
QM2 isolated
QM3/Q
QM3 isolated ||
— QM4/Q
- - QM4 isolated | |
— QM5/Q
- - QMS isolated
— QM6/Q
- - QM6 isolated

absorption intensity (arb. units)

34 3.6 3.8 4.0
AE (eV)

2.6 2.8

Figure 4: Absorption spectra of anionic GFP calculated at the CAM-B3LYP /6-31G* level of
theory from a single geometry using different QM regions with (full lines) or without (dashed
lines) the MM region described by point charges. Absorption intensity is given in arbitrary
units and o = 0.04 eV.
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indicating a too small QM region. Increasing the QM region size from QM2 to QM3 gives
a red-shift of only 0.03 eV. Further increase of the QM region gives even smaller shifts and
the excitation energy is thus converged with the QM3/M2P2 calculation within the used
basis set. Notably, the intensity of absorption is converged already using QM2/M2P2 PE-
EEF, and this level of theory can therefore be used with good approximation in practical

applications.

QM2/Q
--  QM6/Q
— QM1/M2P2 PE-EEF
QM2/M2P2 PE-EEF
QM3/M2P2 PE-EEF
— QM4/M2P2 PE-EEF
— QM5/M2P2 PE-EEF
— QM6/M2P2 PE-EEF

absorption intensity (arb. units)

3.2 3.4 3.6 3.8 4.0
AE (eV)

2.6 2.8

Figure 5: Absorption spectra of anionic GFP calculated at the CAM-B3LYP/6-31G* level of
theory using different QM regions with the MM region described using PE-EEF (full lines)
or by point charges (dash-dotted lines). Absorption intensity is given in arbitrary units and

o =0.04 eV.

The PE-EEF calculations predict a weaker absorption than the QM6/Q calculation. This
can be expected since the external field is modified by the whole system in PE-EEF (25506
atoms) but only by the 317 atoms in QM region 6 in the QM6/Q calculation. Inspection of
the EEF tensor at the center of mass of QM region 2 in the QM2/M2P2 PE-EEF calculation

(see eq. 1 in the Supporting Information) reveals an enhancement of the electric field in
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parallel with the barrel (y-direction, see Figure 6) and a reduction perpendicular to the

barrel (2- and z-directions). Since the transition dipole moment for the intense transition in

Figure 6: The anionic form of GFP, looking down through the {-barrel. QM region 2 is
shown in stick representation and the barrel in transparent cartoon representation. Water
is omitted for clarity. The figure was produced with VMD.?¢

QM region 2 is dominated by its z-component (data not shown) the screening of the field in
this direction explains the weaker absorption predicted when the whole protein and solvent
are included. In summary, these results indicate that the QM6/Q calculation is not yet
fully converged with respect to absorption intensity (see also discussion in the Supporting
Information).

To assess the ability of the PE-EEF model to reproduce the intensity of a full-QM calcu-
lation, further analysis is performed for a cluster consisting of only region 6 — discarding the
rest of the system. QM regions 2—4 are used and the rest of the cluster is modeled by PE-
EEF (or PE for comparison for QM region 2). As expected, the PE model leads to a slight

overestimation of the absorption strength,3%%° while the PE-EEF model closely reproduces
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the full-QM intensity already with QM region 2 and the spectrum is fully converged with QM
region 4 (see Figure 7). The EEF tensor in the QM2/M2P2(cluster) PE-EEF calculation
(given in eq. 2 of the Supporting Information) is similar to the tensor for the whole system
with the same QM region, but has diagonal elements closer to 1, which corresponds to a
smaller modification of the external field as can be expected for a smaller system. Further-
more, the excitation energy with QM region 2 is overestimated by only 0.05 eV compared

to the full-QM reference.

QM2 isolated
- - QM6 isolated
- ——  QM2/GSpol(cluster) PE 1
QM2/M2P2(cluster) PE
QM2/M2P2(cluster) PE-EEF
QM3/M2P2(cluster) PE-EEF |
— QM4/M2P2(cluster) PE-EEF

absorption intensity (arb. units.)

3.4 3.6 3.8 4.0 4.2
AE (eV)

2.6 2.8

Figure 7: Absorption spectra for the region 6 cluster calculated at the CAM-B3LYP/6-31G*
level of theory using a full-QM description (black) or QM region 2 with (magenta and cyan)
or without (yellow) the rest of region 6 included using PE or PE-EEF. Absorption intensity
is given in arbitrary units and o = 0.04 eV.

Next, we deduce whether the red-shift predicted by the QM2/M2P2 calculation compared
to the isolated region 2 is caused by the elaborate multipole description of the MM region
or is a result of the MM region response to the excitation. To this end, the absorption

spectrum for the cluster is calculated using a frozen environment, i.e. the induced dipoles are
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converged in the ground state optimization and kept frozen during the TD-DFT calculation
(denoted GSpol). The frozen-environment calculation does not produce the expected red-
shift compared to the isolated QM region 2, but instead leads to an erroneous blue-shift
(see cyan line in Figure 7). It is thus clear that the dynamic polarization of the MM region
is needed in order for the model to capture even the qualitative effect of the chromophore

surroundings during the excitation process.

4 Conclusions

In this study we have compared two different approaches to account for the environment
during electronic excitation of the anionic form of GFP and evaluated the requirements for
the size of QM region in the two cases. For smaller QM regions it is found that inclusion of
fixed charge electrostatic embedding moves the absorption maximum away from the refer-
ence peak, in agreement with previous observations for anionic GFP.'® Consequently, when
a frozen environment is used the QM region must be large enough to include the major
polarization effects of the chromophore’s surroundings.

In the case of polarizable embedding a much smaller QM region may be employed and
still produce accurate results, in agreement with previous studies.!®!® Until now, many
QM /MM studies have focused on excitation energies when evaluating the convergence of
QM region sizes. However, the results obtained here show that the absorption intensity also
converges slowly with system size. This observation can be rationalized by realizing that
the screening term representing the modification of the field enters on the same footing in
both the expression for the electronic Hessian and the property gradient (see egs. 29 and 30
in ref. 41). However, since the intensities are quadratic in the property gradients we might
even expect a slower convergence of intensities with respect to system size. In the case of
electrostatic embedding or QM-only approaches, huge clusters would therefore be expected

to be necessary in order to converge absorption spectra for complex systems. In light of this,
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the PE-EEF model provides a very efficient way of obtaining fairly accurate intensities for
very large systems even with rather small QM regions. Finally, we stress that the QM region
and the embedding method are strongly coupled, as the adequate QM region size largely
depends on the quality of the embedding potential used to account for the environment.
The choices of QM region and embedding method must therefore be carefully made, and
one must consider which types of interactions are important to include in order to answer
the question at hand. As shown here, environment polarization is important for the case of

electronic excitations.
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