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Methodology:
e Run representative workloads in both real world and emulations

e Collect, compare, and contrast metrics
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How to Emulate?

VMs or Containers?
For KVM-based VMs, which network drivers?

e ¢1000 and virtio, for now
e ... many more

Should we disable offloading?
How many VCPUs to emulate?
e 3, for now

How many worker threads?
e 1, 4, and 16, for now

. many more parameters
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Next Steps

e Survey of Emulytics portfolio to guide future experiments
e Many more experiments to run
Varying resource contention

Varying network trunking

[ ]
]
e Varying workloads
L]
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Conclusion

Questions/Comments?

Presenter: Jonathan Crussell
jcrusse@sandia.gov



