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Abstract 

In this work, we aim to develop a validated device-scale CFD model that can quantitatively capture 

both hydrodynamics and CO2 capture efficiency for an amine-based solvent absorber column with 

a random Pall ring packing. Eulerian porous-media approach and two-fluid model were employed, 

in which the momentum and mass transfer equations were closed by literature-based empirical 

closure models. We proposed a hierarchical approach for calibrating the parameters in the closure 

models to make them accurate for the studied packed column. Specifically, a parameter in the 

closure for momentum transfer was first calibrated based on a single experimental data. With this 

calibrated parameter, a parameter in the closure for mass transfer was next calibrated at a single 

operating condition. Last, the closure of wetting area was calibrated for each gas velocity at three 

different liquid flow rates. For each calibration, cross validations were pursued using the 

experimental data under operating conditions different from those used for calibrations. This 



 

 

hierarchical approach can be generally applied to develop validated device-scale CFD models for 

different absorption columns. 
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1. Introduction  

One method of removing CO2 from a flue gas stream is through liquid solvent absorption.  The absorption 

can be classified as physical or chemical absorption with chemical solvents preferred due to higher 

solubility and absorption rate.  Solvent absorption is usually carried out in a countercurrent column where 

the gas ascends, and the liquid descends. The purpose is to preferentially dissolve CO2 into the liquid 

solvent. The absorber column is typically filled with engineering packings that provide the desirable surface 

area for gas-liquid contact. Large surface area is important for solvent-based capture because very little 

reaction will occur without adequate mixing of the gas and liquid. For example, if gas is simply bubbled 

through a tank of liquid, some degree of mixing will occur. But since reaction only occurs where the gas 

and liquid have direct contact, such mixing will result in a very low capture efficiency per solvent volume.   

The flow dynamics of the liquid film is important in solvent absorption because efficiency of CO2 

absorption is closely related to the topographical structure and distribution of the liquid film within the 

packing 1. Numerous experimental studies have been conducted to investigate the pressure drop, liquid 

holdup, and mass transfer in an amine absorber with structured-packings 2-4.  Although experimental studies 

have made continuous progress, they are still expensive and time consuming. To accelerate advancement 

and commercialization of CO2 capture technologies, computational fluid dynamics (CFD) modeling 

provides an efficient and cost-effective tool offering high fidelity and quantitative insights into the 

absorption processes, consequently enabling trouble shooting and optimization of design and operating 

conditions of the packed column. However, one of the main challenges in developing a CFD model for 

solvent absorption is its multi-scale nature. The column size is characterized by length scales of ࣩ(1) m (in 



 

 

diameter) to ࣩ(10) m (in height), while the characteristic dimension of the packing is much smaller. For 

example, structured packings, such as Raschig or Pall Rings, typically have dimensions ranging from 16-

80 mm 5. The length scale of a typical layer of corrugated structured packing is on the order of 20 

centimeters 6. The corrugation height varies with the specific area of the packing from a few millimeters to 

several centimeters 7. Finally, the dimension of liquid film thickness is on the order of tenths of millimeters 

for structured packing 6. These scales cannot be resolved simultaneously within a single computational 

model. For example, the volume of fluid (VOF) model is an appropriate numerical method for simulating 

two phase flows where the interface between the gas-liquid phases is important. However, it requires the 

geometry of each packing element be faithfully modeled. It is computationally infeasible to run 

computations at large scales while considering the gas-liquid interaction in the fully resolved geometry of 

the packing. Thus, simulations based on VOF are confined to small scales relevant to the film thickness.   

In most existing device-scale CFD studies concerning absorption columns, an Eulerian-based continuum 

formulation was typically used, in which the structured-packing was represented by a porous media. Owens 

el al. 8 developed a gas-phase Eulerian model to calculate the dry gas pressure drop in the real three-

dimensional (3D) packing column. Tung and Dhir 9 developed a 1D two-phase model with drag forces 

between phases to investigate the hydrodynamics in a packing column. Asendrych et al. applied such a two-

phase approach along with mass transfer to model CO2 absorption 10, in which a series of parametric 

simulations showed that CO2 capture efficiency was mostly influenced by the ratio of liquid (aqueous amine 

solution) to gas (flue gases) mass fluxes. The simulation results were compared to the available literature 

and experimental data, and an overprediction of CFD model on the CO2 capture efficiency was found, 

especially for low and intermediate liquid to gas ratios 10. Further, Fourati et al. 11 included capillary pressure 

and liquid dispersion forces into a two-phase porous-media model based on the work of Iliuta et al 12, who 

developed a slit model for liquid film flow applied to structured packing. The porous resistance terms (i.e., 

gas-solids and liquid-solids) are essentially permeabilities with an Ergun form having both viscous and 

inertial effects. The gas-liquid interfacial term is of comparable form except for the definition of the relative 



 

 

velocity. Pham et al. 13 used a similar modeling strategy but also considered mass transfer to model CO2 

capture from natural gas using a 3D geometry. Their model considered porous resistance, a gas−liquid 

interfacial drag force, and a liquid dispersion force. Kim et al. 14 applied this same model to investigate the 

hydrodynamics and CO2 removal efficiency of a pilot-scale amine absorber with the structured-packing. 

The Ergun coefficients were calibrated (two in the porous resistance models and two in the gas-liquid 

interaction term) using the experimental data to capture the hydrodynamic characteristics of the specific 

structured-packing of interest. The focus of this earlier effort 14 was on calibrating Ergun type coefficients 

for the interfacial drag and resistance terms based on liquid holdup and wet pressure drop data.  Another 

investigation regarding a systematic approach for calibration of the interphase drag model for solvent 

absorption is explored by Finn et al 15. In the present effort, we go beyond calibrating the hydrodynamics 

and examine the chemistry of the problem. That is, we calibrate our interfacial drag model but also 

parameters in the mass transfer model as discussed further below. We also accommodate variable physical 

properties as functions of temperature or concentration instead of constant properties as assumed in the 

earlier work 14. 

The present work also focuses on the device-scale CFD modeling of CO2 capture with amine-based solvent 

in an absorber column with randomly packed Pall rings. Similar to the previous studies, an Eulerian porous-

media approach is employed. Namely, solvent absorption is numerically investigated using the Eulerian-

Eulerian two fluid model in which the different phases are mathematically treated as interpenetrating 

continua. The volume fractions of each phase are assumed to be continuous functions of space and time. 

Interfacial drag terms are considered for momentum transfer between phases. Moreover, the mass transfer 

of CO2 is modeled based on the two-film theory. Both the momentum and mass transfer equations are 

closed by empirical closure models.  

The closure models adopted from the literature are based on physically motivated phenomenological 

considerations and/or on experimental measurements in systems wherein the microscale flow patterns are 

expected to differ from those in the present work.  Specifically, these models were developed for flow in 



 

 

packed beds and packing materials that may not resemble that in the randomly packed Pall ring absorber 

column studied herein. Hence, simply employing these models may not yield accurate predictions for either 

the hydrodynamics or CO2 capture. As a result, the parameters in these semi-empirical closure models need 

to be calibrated using available experimental data. From this perspective, we have developed a hierarchical 

calibration approach so that the literature based empirical closure models are suitable for studying solvent 

absorption in the packed column and operating conditions specific to this study. Specifically, a parameter 

in the interfacial drag closure is first calibrated based on a single experimental data point on column level 

hydrodynamics. Then, with this calibrated parameter for hydrodynamics, a parameter in the two-film theory 

is also calibrated at a single operating condition to correctly reproduce the corresponding CO2 capture 

efficiency. Finally, the model of wetting area is further calibrated for each gas velocity explored based on 

three experimental measurements of CO2 capture efficiency at different liquid flow rates. The fully 

calibrated model is then used for predictions at other operating conditions as a cross validation effort. With 

this approach, a validated device-scale CFD model is developed that can quantitatively capture both 

hydrodynamics and CO2 capture efficiency for an amine-based absorber column with a random Pall ring 

packing. Provided the appropriate experimental data, this method may be followed to calibrate a 

corresponding CFD model for a different absorption column. 

The rest of this paper is organized as follows: Section 2 introduces the device-scale porous media CFD 

model with empirical formulations. Section 3.1 describes the geometry and material parameters. Section 

3.2 presents the simulation results with comparison to the experimental data. We conclude in Section 4 with 

a discussion about the future work.  

 

2. Porous media CFD model  

Explicitly resolving the complex geometry of the packing structure at the device scale is computationally 

infeasible.  Instead, the packing structure is approximated with an effective porous media formation 16. With 



 

 

this approach, depicting the intricacies of the packing boundaries and geometrical topology of the packing 

is avoided while the flow dynamics at the device scale can still be captured. For randomly packed beds, 

different levels of detail can be encompassed in a porous-media type approach, ranging from a mean 

porosity assigned to the whole bed, to an axially averaged radial porosity profile, to a statistical description 

of the geometry in terms of void fraction profiles 16. In the present work, the packing region was regarded 

as a porous medium with a uniform mean porosity, where hydrodynamics of gas and liquid were modeled 

by porous resistance and drag force between the two phases. The conservation equations are hence derived 

based on the application of volume averaging to the microscopic description of the system.  

2.1 Conservation Equations 

Shown below are the continuity and momentum equations used in a reactive flow simulation for gas-

liquid systems (e.g. 17-18): 
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Here, ߝ௜ represents the volume fraction of the ݅௧௛ phase, ߩ௜ is the density of the ݅௧௛ phase, and  ܑܝ is the cell 

velocity of the ݅௧௛ phase. In Eq. (1), ௜ܰ is the number of chemical species comprising the ݅௧௛ phase and ܴ௜௡ 

represents the rate of formation of the ݊௧௛  species in the ݅௧௛  phase. The term on the right-hand side 

represents the formation or consumption of mass attributed to interphase mass transfer from chemical 

reactions or physical processes. In the momentum balance (Eq. (2)), ௜ܲ is the ݅௧௛ phase pressure, ૌ௜ is the 

shear stress, ܏ is gravitational acceleration, and ܨ௜௝  and ܨ௦௜ are the interphase momentum exchange terms.  

The respective terms on the right-hand side represent the pressure gradient, stress, gravitation force, 

interphase momentum exchange due to interfacial forces. 

The conservation of species mass equation for the ݊௧௛ species in the ݅௧௛ phase is  
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where ௜ܺ௡ and ࣞ௜௡ are the ݊௧௛ species mass fraction and diffusion coefficient of the ݊௧௛ species in the ݅௧௛ 

phase, respectively. The specific chemistry scheme and corresponding reaction models implemented are 

used to describe the rate of production/consumption of each chemical species present in the system (ܴ௜௡).  

The summation of this term over all species present in the given phase becomes a source term in the 

respective phase continuity equation (see Eq. (1)). 

The conservation of internal energy is presented here in terms of temperature: 
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+ ௜ܝ ∙ ߘ ௜ܶ൨ = ߘ− ∙ ߘ௜ߣ−) ௜ܶ) − ෍ ℎ௜௡

ே೔

௡ୀଵ

ܴ௜௡ + ௜ܵ (4) 

where, ܥ௣௜  is the ݅௧௛ phase mixture specific heat, ௜ܶ  is the ݅௧௛ phase temperature, and ߣ௜  is the ݅௧௛ phase 

thermal conductivity.  The first two terms on the right-hand side include the conductive heat flux described 

by Fourier’s Law and changes in internal energy accompanying species formation or destruction due to 

chemical reactions and phase changes.  The last term, ௜ܵ, is a general source term which includes interphase 

heat transfer (convective transfer) and enthalpy transfer accompanying interphase mass transfer (see 19).  

Radiant heat transfer has been neglected.   

Coupling between the phases is achieved through the interphase heat, mass and momentum exchange terms. 

To solve the above governing equations, the unknown terms require constitutive relations for closure.   

2.2 Hydrodynamic Model Closures 

To properly model the hydrodynamics of counter-current gas liquid two phase flow through a packed 

column, the physics relating to the local film flow operation must be incorporated into the multiphase flow 

model framework. However, appropriate closure models for this system that capture the micro/meso-scale 

behavior of the liquid film on a packing material are lacking.  The most suitable models currently available 

in the literature are largely based on co-current trickle bed reactor work. Considerable efforts have been 



 

 

made in the study of the hydrodynamics of trickle bed reactors.  Accordingly, several constitutive relations 

have been proposed to describe the phase interactions from empirical approaches to those with a more 

fundamental physical basis. Several well-known methods include a relative permeability type model 20, the 

slit model 21-22, and the two fluid interaction model 23.  In this effort, the interphase interaction model of 

Attou et al. 23 was employed. This model is derived assuming gas-liquid flow through a fixed bed of solid 

particles.  The packing surface is completely covered by the liquid film and the gas flows in the central 

zone so that the gas and liquid phases are completely separated by a smooth interface.  With this depiction, 

the form of the interaction forces as they relate to the local microscopic forces is derived from the 

momentum balance equations.  The forces are then closed by considering the Kozeny-Carman equation, or 

more aptly the Ergun relation that accounts for both viscous and inertia contributions, applied to each fluid 

and considering the two-phase pattern (for details see 23).  Note that pressure drop in a packed bed, and so 

formulations of the interphase coupling terms, are often correlated with Ergun’s relation or a variation 

thereof.  

For ease of implementation, the interphase coupling terms proposed by Attou et al 23 are rewritten here in 

terms of interstitial velocities and phase volumes (instead of superficial velocities and saturation) 24.  Here, 

the tortuosity factor (inversion of liquid saturation) was omitted from the liquid-solid interaction term:  
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where ߤ௜ is the viscosity of the ith phase, ܥଵ and ܥଶ are constants, and other quantities are as before.  The 

subscripts ݅ = ݃, ݈ and ݏ refer to the gas, liquid and solids (packing) phase respectively.  In this work, the 



 

 

values of ܥଵ and ܥଶ are taken as 180 and 1.8, respectively.  The quantity ݀௣ is referred to as the surface-

volume equivalent sphere diameter of the particles (݀௣ ≡ 6 ௣ܸ/ܵ௣ where ௣ܸ and ܵ௣ are the volume and area 

of the particle respectively).  As noted by Kuzeljevic and Dudukovic 25 the phase interaction closures will 

reduce the speed at which the liquid front travels and increase the liquid saturation of the front. 

When two immiscible fluids are in contact with each other, interfacial surface tension may cause the fluids 

to have different pressures.  This discontinuity in pressure is referred to as capillary pressure. In this effort, 

a capillary pressure model was introduced 1 but not employed by any of the simulations from which results 

are presented .  Thus, in those cases the liquid and gas phase experience the same pressure.  This may be a 

reasonable approximation when gravity and inertia are important and capillary forces are negligible 16, 26. A 

few test cases also revealed the results to be insensitive to the presence of a capillary pressure term (not 

shown). 

The shear stress term in the fluid phases is described using a Newtonian form requiring a value for effective 

viscosity (ߤ௜), which can have contributions from molecular viscosity and turbulent viscosity.  In the latter 

case, a turbulence model must be included for porous media, yielding additional closure equations.  Such a 

model is not considered here because turbulent viscosity at low gas velocity can be ignored. Hence, ߤ௜ is 

simply the molecular viscosity of the fluid. 

2.3 Mass Transfer Model Closures  

To develop a comprehensive model for solvent absorption requires description of the underlying 

mechanism by which the absorption takes place. That is, the model must encompass mass transfer of CO2 

from the bulk gas to the solvent, solution reactions between CO2 and solvent species, and the associated 

kinetic regimes.   

2.3.1 Solvent Absorption Model 

Monoethanolamine (MEA) is a common chemical solvent for CO2 absorption and the focus of this study. 

The reaction between CO2 and primary and secondary amines is often represented by a two-step mechanism 



 

 

27.  The mechanism first proceeds through reaction of MEA (RNH2)  with CO2 to form a zwitterion 

intermediate (RNH2
+COO- with R=–C2H2OH).  The zwitterion is subsequently deprotonated by some base 

to form a carbamate (RNHCOO-).  Any base (RNH2, OH-, H2O, HCO3
- and CO3

-) may contribute to the 

deprotonation of the zwitterion. When formation of the carbamate is almost instantaneous compared to 

reversion of the zwitterion, the overall conversion of CO2 may be written as the following irreversible 

reaction 28-29: 

ଶܱܥ + ଶܪ2ܴܰ ⟶ ଷܪܴܰ
ା +  (8) ିܱܱܥܪܴܰ

For CO2/MEA mole ratio less than 0.5, the rate of bicarbonate formation is considered insignificant 30, and 

hence this reaction scheme neglects bicarbonate formation.   

For CO2–MEA system where carbamate formation is considered the main reaction the reaction rate is 

considered first order with respect to CO2 and MEA in terms of molar concentrations and second order 

overall: 

ݎ = ݇ଶܥ஼ைమ
ோேுమܥ

 (9) 

The reaction rate constant (݇ଶ) is characterized by a rate expression given by Hikita 31 

log (݇ଶ) = 10.99 −
2152

௟ܶ
 (10) 

with unit 
௟௜௧௘௥

௚ ௠௢௟⋅௦
 and ௟ܶ is the absolute temperature in ݊݅ݒ݈݁ܭ. 

It is only when CO2 enters the liquid phase that it can react with the MEA solution. Therefore, the overall 

rate for absorption of CO2 in an aqueous solution of MEA must account for both mass transfer and chemical 

reaction rate. Here, the interphase mass transfer step is considered independent from the subsequent 

chemical reaction(s): 

1) CO2 transfer from the gas to liquid phase: 



 

 

(݃)ଶܱܥ →  ଶ(݈), (11)ܱܥ

2) Carbamate formation described by Eq. (8) (the primary homogenous liquid phase reaction as described 

in the previous section). 

For the first step, the mass transfer from the gas bulk into the gas boundary layer, across the interface and 

from the interface through the liquid reaction boundary layer and finally into the liquid bulk need to be 

established. Recall that the Eulerian-Eulerian approach does not perform interface tracking and so is unable 

to capture the wetting characteristics at the gas-liquid interface. Thus, this information must be introduced 

through an appropriate model correlation. There are many different levels of models and correlations to 

describe this process in the literature. In this effort, film theory is used (see 32). 

In the two-film model, it is assumed that resistance to mass transfer occurs in a thin film adjacent to the 

phase interphase. Mass transfer in this interface occurs by steady state molecular diffusion. Outside the film 

in the fluid bulk mixing is sufficiently high so that only diffusion transport normal to the interface occurs.  

For CO2 in MEA it is assumed that the reaction is fast enough that the reaction takes place only in the liquid 

film 33. Accordingly, the bulk of the liquid is in equilibrium.   

Following the work of Pandya 33, the mass flux of absorbed component ௜ܰ across the gas-liquid interface 

at steady state can be presented in terms of a mass transfer coefficient and driving force.  The general form 

of the flux equations is: 

஼ܰைమ
= ݇௚ܽ൫݌஼ைమ

− ஼ைమ݌
୧୬୲ୣ୰୤ୟୡୣ൯ (12) 

஼ܰைమ
= ݇௟

°ܽE൫ܥ஼ைమ
୧୬୲ୣ୰୤ୟୡୣ − ஼ைమܥ

൯ (13) 

where ݇௚ and ݇௟
௢ are the physical mass transfer coefficients of the CO2 species in the gas and liquid phase, 

respectively, ܽ is the interfacial surface area per unit volume of bed, ܥ஼ைమ
 and ܥ஼ைమ

௜௡௧௘௥௙௔௖௘  is the molar 

concentration of CO2 in the bulk and interface, ݌஼ைమ
 and ݌஼ைమ

୧୬୲ୣ୰୤ୟୡୣ is the partial pressure of CO2 in the bulk 

and interface, and E is the enhancement factor. 



 

 

Through a combination of the two flux equations (Eqs. (12) and (13)) and using Henry’s law for vapor 

liquid equilibrium, an expression for the interfacial concentration of CO2 is obtained as follows 

஼ைమ݌
୧୬୲ୣ୰୤ୟୡୣ =

஼ைమ݌
+

݇௟
ܧ°

݇௚
஼ைమܥ

1 +
݇௟

ܧ°
݇௚ܪ

 (14) 

where ܪ  is Henry’s solubility constant ൬ܥ஼ைమ
୧୬୲ୣ୰୤ୟୡୣ =

௣಴ೀమ
౟౤౪౛౨౜౗ౙ౛

ு
൰ .  Using this expression for the partial 

pressure at the interface, the flux of CO2 from the gas to liquid phase is described. To evaluate this 

expression requires knowledge of the physical-chemical properties of the fluids involved in the process 

including gas and liquid phase mass transfer coefficients, interfacial area, and solubility.  The first two are 

discussed in more detail below.  Following the work of Hiwale 34 the N2O analogy is used to estimate the 

solubility of CO2 in MEA (H) with correlations for both the solubility of N2O and CO2 in water 35 and the 

solubility of N2O in pure MEA 36.  

The acceleration of mass transfer due to chemical reaction in the interfacial region is typically accounted 

for by what is known as the enhancement factor. The functional dependency of the enhancement factor is 

determined by the specific kinetic reaction taking place in the liquid film. However, the contribution of the 

enhancement factor is presently omitted, i.e., E =  1. In the current implementation, the overall chemistry 

model would become inconsistent for E other than unity as in that case the rate of CO2 transfer already 

encompasses the effects of subsequent chemical reaction of CO2, which is also described separately. To 

accommodate the concept of an enhancement factor would require a more detailed model describing the 

evolution of CO2 concentration in the liquid phase (i.e., liquid phase equilibrium model).  Instead, the rate 

at which the carbamate formation occurs (Eq. (8)) is simply given by the kinetic expression (Eqs. (9) and 

(10)), while the rate of CO2 mass transfer (Eq. (11)) is estimated by physical mass transfer model (Eqs. (12) 

and (14) with E =  1).   

2.3.2 Correlations for wetting area and mass transfer coefficients 



 

 

To evaluate the absorption model above requires information on the physicochemical properties as well as 

on the mass-transfer coefficients and gas-liquid contact area. A number of empirical, and semi-theoretical 

models for predicting mass transfer in packed columns have been published in the literature (e.g., 36-37).  

Complicating physics (interfacial behavior, complex geometry/structure effects) related to this system are 

accommodated into the model framework through these terms. The correlations will depend on packing 

type and system conditions, and therefore, are not universally applicable. That is, these correlations will 

have limitations restricting their suitability for a specific application.   

In the present work, an empirical correlation by Onda 38 is adopted as the baseline for predicting the gas-

liquid contact area and gas and liquid-side mass transfer coefficients: 
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where ܽ௪ is the wetting surface area of packing per unit volume of bed; ܽ௧ is the total surface area of 

packing per unit volume of bed (also known as the specific area); ܴ is the universal gas constant; ܶ is the 

absolute temperature; ܦ௣ is the nominal size of the packing material (to distinguish it from ݀௣ used in Eqs. 

 is the ′ܮ ;is the surface tension of liquid ߪ ;௖ is the critical surface tension of packing materialߪ ;((7)-(5)

superficial mass velocity of the liquid (ܮ′ = |࢛௟|ߩ௟ߝ௟) ′ܩ ;  is the superficial mass velocity of the gas 

൫ܩ′ = |࢛௚|ߩ௚ߝ௚൯; ࣞ௚,௦ is the diffusivity of the solute species in the gas phase; ࣞ௟,௦ is the diffusivity of the 

solute in the liquid phase. Here, solute refers to CO2. The other symbols are as noted earlier.  

Similar to Onda 38, the wetting surface of the packing is assumed here to be identical to the effective 

interfacial area (i.e., ܽ = ܽ௪). It is worth noting that these correlations were developed based on random 



 

 

packed columns. That said, these correlations simply provide a mechanism to demonstrate this solvent 

absorption model, and as in the case of other closure quantities, may be replaced by a more suitable model 

depending upon the application of interest. The values of ܽ௧, ܦ௣, and ߪ௖ will depend on the specific packing 

material and geometry features. 

Evaluation of Eqs. (15) – (17) requires information on the density, viscosity and diffusivities of the 

representative gas and liquid.  In these expressions, ࣞ௚,௦ is taken as the diffusivity of CO2 in air, and is 

assigned a constant value ቀࣞ௚,௦ = 0.16
௖௠మ

௦
ቁ, and ࣞ௟,௦ is taken as the diffusivity of CO2 in MEA solution 

൫ࣞ௟,௦ = ࣞ௟,஼ைమ
൯ . Here, the diffusivity of CO2 in MEA solution is calculated from 39: ࣞ௟,஼ைమ

=

0.0235 ݁ିమభభవ
೅ ൬

ఓಾಶಲ

ఓಹమೀ
൰

଴.଼
  in the unit of 

௖௠మ

௦
.  The viscosity (ߤ௟) is taken as the viscosity of MEA (ߤொ஺) 

based on the correlation provided by Weiland 40.  Similarly, the density of the liquid (ߩ௟) is based on a 

partially loaded MEA solution described by Weiland.  A value for surface tension is also required and the 

expression by Vazquez 41 for MEA and water is used.  The density and viscosity of the gas are based on 

those of air as is described later in more detail. 

2.4 Heat Transfer Model Closures  

As noted earlier the main heat transfer mechanisms in the flow are interphase heat transfer (convective 

transfer) and enthalpy transfer accompanying interphase mass transfer.  Default closures for the convective 

interphase heat transfer are employed 42-43, wherein the heat transfer coefficients are taken based on 

correlation of the Nusselt number.  Default calculation for enthalpy transfer associated with mass transfer 

19 is superseded by defining a single heat of reaction with a value taken from Gabrielsen 44: -87.9 kJ/mol of 

CO2. Specifically, the heat of reaction for CO2 absorption into MEA is attributed to the CO2 transfer step 

(Eq. (11)) and assigned to the liquid phase. The subsequent carbamate formation reaction (Eq. (8)) is 

assigned a heat of reaction of zero. 

3. CFD Simulation 



 

 

3.1 System Description 

In this work, counter-current gas-liquid flow through a packing column is simulated using MFIX, an open 

source CFD software package.  The geometry, physical properties and flow conditions are the same as those 

used in the experimental setup 2:  Specifically, the small scale absorber column is 0.1 m in inner diameter 

and 2 m in height with 1.75 m of effective packing, as depicted in Fig. 1.  Three continuous phases are 

employed: a gas phase, a liquid phase, and a solid phase that represents a porous medium for the packing 

material. The packing is considered stationary (i.e., momentum equations are not solved for this solid 

phase).  As in the experiment, the packing material is made of 1.6 cm polypropylene Pall rings with a 

specific surface area of 330 m2/m3. The critical surface tension needed by Eq. (15) is given a value of 61.25 

dyns/cm 45. As noted earlier, a uniform mean porosity is used in the simulation, which matches the 

experimentally reported value of ߳ = 0.93.  

The gas phase is defined as a mixture of air, CO2 and HଶO vapor. The gas phase is considered slightly 

compressible using the ideal gas law. The gas phase viscosity is based on Sutherland’s formula applied to 

air 46. To fully close the chemical species mass balance equation (Eq. (3)) requires a value for the diffusion 

coefficient of the ݊௧௛ chemical species in its respective phase (ࣞ௚,௡ and ࣞ௟,௡). Here, a single diffusion 

coefficient is defined for each phase, as, ࣞ௚,௡ = ௚ and ࣞ௟,௡ܦ =  ௟.  MFIX default models are taken for gasܦ

phase diffusivity, conductivity (ߣ௚) and specific heat (ܥ௣௚).  In particular, the gas phase diffusivity is that 

of CO2 in N2 with the influence of gas temperature and pressure according to the Fuller relation 47.  The gas 

phase conductivity is set to that of air with a temperature dependency 48.  The specific heat of the gas phase 

is calculated based on mass average of the specific heat of each chemical species present. 

For the MEA solvent, the liquid phase is defined as a mixture of HଶO , COଶ(l) , RNHଶ , RNHଷ
ା , and 

RNHCOOି.  In the hydrodynamic model (Eqs. (1)-(4)), as opposed to the mass transfer model (described 

in Section 2.3.2), constant values of viscosity and density representative of 30 wt% MEA are used: i.e., 

2.747 cP and 1.010 g/cm3, respectively 2.  The liquid phase diffusivity is assigned a zero value, which is the 



 

 

MFIX default.  For the liquid phase conductivity the MFIX default model is used (see 42-43 for details), 

while the heat capacity of the liquid (ܥ௣௟) is based on that of MEA 49, i.e.,  ܥ௣௟ = 28.93 + 10ିଶܶݔ1.152 +

 10ିହܶଶ in unitsݔ9.567
௖௔௟

௠௢௟∙௄
.  

The boundary conditions are specified as follows: the liquid phase is introduced into the domain via a point 

source on the top of the column with a given mass flow rate uniformly distributed across the column. The 

liquid exits at the bottom of the column, where the gas phase enters the column through a pressure inlet 

boundary condition with a given pressure. Gas exits from the top of the column, which is modeled using a 

pressure outlet boundary condition with the outlet pressure specified as 0 gauge. The liquid at the inlet is 

either pure water or aqueous MEA of specified concentration; the gas at the inlet boundary is composed of 

14% CO2 and 86% air in molar fraction. The column sidewalls are modeled as no-slip boundaries with zero 

species fluxes for both gas and liquid species.  The inlet and wall temperatures are set to 300 K for both gas 

and liquid, which represents the experimental operation.  (The experiments were run in a cold flow scenario 

wherein the gas is introduced into the column at ambient conditions and allowed to react.) 

The governing equations are discretized with a finite volume method and solved on a staggered grid. An 

iterative solution strategy based on SIMPLE 50 is employed, which couples the velocity and pressure. 

Spatial discretization of the convection term is achieved using a first-order accurate upwind scheme. A few 

simulations were repeated with a second-order accurate Superbee equation with deferred correction that 

qualitatively corroborates the behavior predicted in the former (results not shown). The predicted gas mass 

flow rate and overall liquid holdup are essentially identical to those predicted using the first-order upwind 

scheme. A variable time step procedure is used to optimize run time and convergence, where the time step 

is adjusted in small amounts over the course of the run. The minimum and maximum time steps are specified 

as 1E-8 and 1E-4, respectively. An averaged time-step of about 1E-5 is necessary. Numerical solution is 

obtained with a residual tolerance of less than 10-3 for all equations. For a complete list of the numerical 

parameters used in the simulation, see the MFIX user guide 43, 51. The simulation was considered to reach 



 

 

pseudo-steady state after 40 s (out of 60 s) without mass transfer and 80 s (out of 100 s) with mass transfer 

when the solvent mass outflow rate and the species concentrations at the outflow were approximately 

constant.  

Three different numerical models for the cylindrical column were examined: 2D axial-symmetric 

cylindrical, 2D Cartesian, and 3D cylindrical. A convergence study for both hydrodynamics and mass 

transfer (details are presented in Section 3.2.4) indicated that the less expensive 2D cylindrical model with 

the resolution ݔ߂  = 1 cm was sufficiently accurate for this study and hence was employed in most 

simulations unless otherwise mentioned. 

 

3.2 Results 

After the counter-current flow reached a steady state, the simulation results were analyzed. In this section, 

the steady-state simulation predictions on hydrodynamics and CO2 absorption are compared with those 

from experimental measurements 2 for calibration of model parameters and cross validation of the calibrated 

model. The parameters calibrated in the semi-empirical closure models include the equivalent particle 

diameter, nominal size of the packing structure and the wetting area model.  

 

3.2.1 Pressure drop 

In the experiment pressure drop versus varying gas inflow rate was measured while maintaining a constant 

liquid–gas ratio (L/G) for both water and 30 wt% MEA 2.   Here ܮ and ܩ refer to the volumetric flow rate 

of liquid and gas, respectively, which are related to superficial mass velocities (ܮ’ and ܩ’) presented earlier 

through the corresponding phase density and column cross-sectional area (ܣ; e.g., ܮ =  ௟).  Unlike theߩ/ܣᇱܮ

experiments where the gas velocity is specified as a controllable parameter resulting in the pressure that is 

measured, in the simulations the column pressure drop column is specified via the boundary conditions, 

while the inlet gas velocity (and mass flowrate) is predicted.  



 

 

In the interphase interaction model, the particle diameter ݀௣ in Eqs. (5) – (7) is defined as the equivalent 

particle diameter, which depends on the specific packing structure. Specifically, it depends on not only the 

shape and size of the packing elements but also the topology of how the elements are packed together. The 

packing used in the experiment corresponds to an equivalent particle diameter of 0.12 cm (computed as 

݀௣ =  ௦/ܽ, which reflects the packing material in the column).  Again, it is worth noting that the physicalߝ6

picture invoked to derive the interphase momentum transfer equations may not resemble that which is 

encountered in a solvent absorption, even when considering a random packing structure. The model of 

Attou et al. 23 employed in this work assumes that a packing surface is totally covered by a liquid film 

wherein the gas flows through a central zone of interstitial volume. However, the packing is often not 

completely wetted in solvent absorption, and hence quantifying the wetting area is an active area of 

research. Furthermore, in the model of Attou et al. 23, the packing was made of catalyst particles that are 

assumed spherical. However, in solvent absorption, the packing is made of structured-packing units or of 

individual elements of complex geometries designed to promote wetting and interfacial contact. And the 

resulting porosity is typically much higher (often greater than 90%) than those observed in literature of 

trickle bed reactors (around 60%).  

In view of these differences, the equivalent particle diameter was not used in the simulations.  Instead, the 

particle diameter was calibrated based on a single experimental operating condition so that the predicted 

gas flow rate at the specified pressure drop matches that observed experimentally. In the experiment 2, a 

pressure drop of 85 Pa/m was measured for the case of water at 10.69=ܩ/ܮ L/m3 and ܨ − ݎ݋ݐ݂ܿܽ =

0.33 Pa଴.ହ. Note that the quantity ܨ − ௚௦ݑ) is related to the superficial gas velocity ݎ݋ݐ݂ܿܽ =  ௚|࢛௚|) andߝ

the square root of gas density as: 

ܨ − = ݎ݋ݐ݂ܿܽ  ௚. (18)ߩ௚௦ඥݑ

Given ܨ −  the superficial gas velocity can be calculated, and from that, the liquid flow rate can be ,ݎ݋ݐ݂ܿܽ

determined based on the fixed value of ܩ/ܮ. In the simulation, the particle diameter was adjusted until the 



 

 

predicted gas flow rate at the given pressure drop matched that of the experiment. This process yielded ݀௣= 

0.15 cm, which is close to the equivalent particle diameter of the packing. The calibrated ݀௣ was then used 

for predictions at other ܨ −  ,values for both water and 30 wt% MEA, as shown in Fig. 1 and Fig. 2 ݎ݋ݐ݂ܿܽ

respectively. Reasonable agreement between simulation results and experimental measurements was 

obtained with a maximum discrepancy of about 16%. Further agreement may be possible by including 

dispersion forces to reflect the liquid dispersion in the packing 52-54 or by using a more appropriate model 

for the interphase drag 15.  

 

3.2.2 Liquid holdup 

Values for liquid holdup were also reported for the air-water system at varying liquid flow rates (data for 

30 wt% MEA were not available) while again keeping a constant L/G ratio. As the liquid loading increases 

more liquid is held in the packing leading to a smaller void fraction in the column.  Here, the liquid holdup 

is taken as the average volume fraction of liquid in the packing portion of the column. This corresponds to 

total liquid holdup which is equal to the sum of a static and a dynamic holdup.  It is not possible to extract 

a dynamic liquid holdup in the simulation.  Therefore, to compare with the dynamic liquid holdup measured 

in the experiment, a formula for static holdup (ߝ௟
଴) is used 20 to compute the dynamic holdup from the total 

liquid holdup predicted by the simulation: 

௟ߝ
଴ =

ଵ

ଶ଴ା଴.ଽா௢ሷ
 , (19) 

with the E݋ሷ tvoሷ s number:  

ሷ݋ܧ =
ఘ೗௚ௗ೛

మ(ଵିఌೞ)మ

ఙఌೞ
మ  . (20) 

 The notation here is as before. Fig. 3 shows how the total liquid holdup varies over time at the liquid 

loading of 0.326 m3/m2/s. After sufficient time (~35 s) the liquid holdup is observed to reach a steady state. 

Fig. 4 depicts the steady liquid holdup for water as a function of liquid loading. As expected, the dynamic 

liquid holdup increases with the increasing liquid loading. Furthermore, with the calibrated value of ݀௣ 



 

 

from the previous section, the predictions of simulations satisfactorily agree with the experimental 

measurements. 

 

3.2.3 CO2 absorption 

The above comparisons for pressure drop and liquid holdup essentially correspond to cold-flow non-

reactive conditions.  Next, CO2 absorption was examined for 30 wt% MEA with a lean loading of 0.0.03054 

mole CO2 per mole MEA. As in the experiment, the gas inlet CO2 molar concentration was set at 14%. As 

CO2 passed through the packed column and reacted with MEA, the concentration of CO2 in the gas phase 

gradually decreased and eventually a steady state was reached. Snapshots of the mass fraction distributions 

for MEA, CO2 in the gas phase, and RNH3+ (reactive product) in the liquid phase are presented in Fig. 5 at 

two different times for ܨ − ݎ݋ݐ݂ܿܽ = 0.57 Pa଴.ହ  and  ܮ ܩ = 10.69 L/mଷ⁄ . Fig. 6 compares the liquid 

holdup, temperature and CO2 along the column height after steady state has been reached for an ܨ −

ݎ݋ݐ݂ܿܽ = 0.57 Pa଴.ହ at two different ܩ/ܮ ratios: ܮ ܩ = 10.69 L/mଷ⁄  and 7.35 L/mଷ. 

Once steady state was reached the concentration of CO2 at the outlet was used to evaluate the CO2 capture 

efficiency defined as: 

COଶ capture efficiency =  
௑಴ೀమ

೔೙೗೐೟ି௑಴ೀమ
೚ೠ೟೗೐೟

௑಴ೀమ
೔೙೗೐೟  ×  100% . (21) 

Here, ܺ஼ைమ
is the average mass fraction of CO2 in gas phase across the column cross section.  

 

The mass transfer closure model employed here (Eqs. (16) and (17)) was based on Onda’s fitting to 

experimental data for packings of Raschig rings, Berl saddles, spheres, and rods 38. As noted by Onda et 

al., this model lead to larger errors for some geometries and sizes, for instance, Raschig rings smaller than 

l.5 cm and Berl saddles smaller than 1/2". Recall the experiments from which we are comparing employed 

Pall rings having a nominal size (ܦ௣) of 1.6 cm as the packing material. In view of this difference, the 

nominal particle size was calibrated for Pall rings.  This was accomplished using a single experimental 



 

 

operating condition so that the predicted CO2 capture efficiency at the specified operating condition 

matched that observed in the experiment. Specifically, a CO2 capture efficiency of 95% was measured at 

ܨ − ݎ݋ݐ݂ܿܽ = 0.57 Pa଴.ହ and  ܮ ܩ = 10.69 L/mଷ⁄ , and ܦ௣ was adjusted until the predicted CO2 capture 

efficiency matched. This process resulted in ܦ௣= 3.0 cm, which is about twice the size of the Pall rings. 

The calibrated ܦ௣ was then used for predictions at other operating conditions consisting of two values of 

ܨ −  .ratios ܩ/ܮ and varying ݎ݋ݐ݂ܿܽ

 

Fig. 7 presents the simulation results of CO2 capture efficiency compared with the experimental data for 6 

conditions (two values of ܨ −  ratios). As observed in the experiment, the computed ܩ/ܮ and three ݎ݋ݐ݂ܿܽ

CO2 capture efficiency varies monotonically with liquid flow rate (or ܩ/ܮ ratio) for both values of ܨ −

 less than 6.68 L/m3, the experimentally measured dependence of CO2 capture ܩ/ܮ However, for .ݎ݋ݐ݂ܿܽ

efficiency on the ܩ/ܮ  ratio was not properly captured by the simulations. Also, the difference of CO2 

capture efficiencies between the two different ܨ −  was not reflected in the simulation results. These ݎ݋ݐ݂ܿܽ

two discrepancies could result from the inaccurate estimation for the wetting area.  Estimation of interfacial 

area is a topic of ongoing research. However, gas and liquid flow rates are likely to play a role 36.  

Channeling and maldistribution may lead to incomplete wetting of the surface.  Similarly, liquid surface 

area in dead zones may also result in lower effective interfacial area.  Overprediction of the effective 

interfacial area by the current model may account for the discrepancies observed in Fig 7. Thus, the 

empirical wetting area model is adapted to the current system characterized by MEA through random 

packed Pall rings based on the experimental evidence for CO2 capture efficiency.  

 

Eq. (12) suggests that absorbed CO2 flux ( େܰ୓మ
) is linearly dependent on the wetting area (ܽ௪).  Plotting 

େܰ୓మ
 versus ܽ௪ for eight experimental ܩ/ܮ ratios and a fixed value of ܨ − ݎ݋ݐ݂ܿܽ = 0.57 Pa଴.ହ (Fig. 8) 

confirms this observation over the selected operating conditions.  In this figure, େܰ୓మ
 and ܽ௪  were 

effectively extracted from the corresponding MFIX simulations.  Specifically, େܰ୓మ
 and ܽ௪ were evaluated 



 

 

based on Eqs. (12) and (14)-(17) with E = 1 using simulation values for ߝ௚, ߝ௟, ݌஼ைమ
, and ܥ஼ைమ

.  It is worth 

noting that while ݇௟
௢ (Eq. (16)), and therefore ஼ܲைమ

௜௡௧௘௥௙௔௖௘ (Eq. (14)), show some non-linear dependence on 

ܽ௪, the resulting CO2 flux is effectively linearly dependent on ܽ௪ for the conditions examined. This implies 

that, as expected, the wetting area model may be modified according to CO2 capture efficiencies.  

 

Recall, the aim here is simply to develop an improved CFD model that may be used to explore the impact 

of operating conditions of column performance, as opposed to developing a more fundamentally rigorous 

wetting area model.  So, in this endeavor, a simple nonlinear fit is used for the two flow factors examined 

(e.g., Fig 7).  Specifically, a second-order polynomial function of the form ݂(ݒ௟) = ܿଵݒ௟
ଶ + ܿଶݒ௟ + ܿଷ was 

fit based on minimizing the deviation between the simulation results (ݕොଵ, ,ොଶݕ  ොଷ) for CO2 capture efficiencyݕ

and the experimental data (ݕଵ, ,ଶݕ ܩ/ܮ ଷ) at threeݕ  ratios (5.34, 8.02, 10.69 L/m3 as noted in Fig. 7).  

Namely, the fit was made at each ܨ − ,such that (ܿଵ ݎ݋ݐ݂ܿܽ ܿଶ, ܿଷ) satisfies: 

min
௖భ,௖మ,௖య

∑ ௜ݕ] − ݂(|࢛௟|)ݕො௜]ଶ
௜  . (22) 

In doing so the following fitted functions ݂(ݒ௟) are obtained: 

(௟ݒ)݂ =  −9.05|࢛௟|ଶ + 9.53|࢛௟| − 1.45   for ܨ − ݎ݋ݐ݂ܿܽ =  0.57 Pa଴.ହ , (23) 

(௟ݒ)݂ =  −1.41|࢛௟|ଶ + 1.96|࢛௟| + 0.17   for ܨ − ݎ݋ݐ݂ܿܽ = 0.69 Pa଴.ହ. (24) 

So that the correlation for wetting area (ܽ௪) may be expressed as: 

௔ೢ

௔೟
= ݂(|࢛௟|) ൤1 − exp ൬−1.45

ఙ೎
బ.ళఱ௚బ.బఱ௅బ.ర

ఙబ.వఱ௔೟
బ.యఱఓ೗

బ.భఘ೗
బ.భ൰൨ . (25) 

Here, the original formulation by Onda et al. 38 is augmented by a multiplier function ݂(|࢛௟|) that depends 

on the gas velocity.  To show how the new correlation influences the predicted wetting area, it is plotted 

and compared to the original formulation in Fig. 9. Notably, the new correlation displays a much stronger 

dependence of wetting on gas and liquid flow rates. 

 



 

 

The improved correlation for wetting area was then used for prediction of CO2 capture efficiency over all 

experimental conditions (i.e., for the two gas velocities and all ܩ/ܮ ratios) as presented in Fig. 10. Overall, 

the simulation results agree with the experimental data for all gas and liquid flow rates. 

 

3.2.4 Effects of numerical setup and mesh size  

Convergence of simulation results for both hydrodynamics and mass transfer was also examined in terms 

of the predicted gas velocities and CO2 capture efficiencies. Different simulation setups and numerical 

resolutions were tested under the same operating conditions. As summarized in Table 1, three different 

numerical models at two different resolutions produced converged results. Thus, most simulations 

employed the less expensive 2D cylindrical model with the coarser resolution, 1 = ݔ߂ cm. 

 

4. Discussion 

We have presented device-scale CFD simulations of CO2 capture in an amine-based absorber column with 

randomly packed Pall rings. The simulations were based on a multi-phase Eulerian porous-media model 

with empirical closures for hydrodynamics and mass transfer. Since the physical picture and features of 

packing structures invoked to derive the literature-reported empirical closure models may not resemble 

what occurred in the solvent absorption studied herein, the parameters in the empirical models were 

calibrated using the available experimental data. For that, we proposed a hierarchical calibration approach 

to make the empirical closure models applicable for our specific absorber and operating conditions. 

Namely, the parameter in the hydrodynamic model was first calibrated to correctly capture the 

hydrodynamics. With the calibrated hydrodynamic parameter, the parameters in the model of mass transfer 

were in turn calibrated to match the experimental CO2 capture efficiency. For each calibration, cross 

validations were performed using the held-out experimental data under different operating conditions other 

than those used for calibrations.  

 



 

 

First, the effective particle diameter ݀௣ in the interphase drags for the momentum transfer between phases 

was calibrated based on a single experimental operating condition so that the predicted gas flow rate at the 

specified pressure drop matches that observed experimentally. It yielded ݀௣ = 0.15 cm, close to the 

equivalent particle diameter of Pall rings used in this work. With it, we computed gas flow rates at other 

pressure drops for both water and 30% MEA and dynamic liquid holdups at different liquid flow rates for 

water. Good agreement was obtained between the simulation results and experimental data using this single 

parameter calibrated for hydrodynamics. Next, the nominal size of the packing material, ܦ௣, in the mass 

transfer model was calibrated so that the predicted CO2 capture efficiency at a specific operating condition 

matched that of the experiment. A value of ܦ௣= 3.0 cm was determined, which is comparable to the nominal 

size of the Pall rings used here. Given that the wetting area may be poorly characterized at varied gas and 

liquid flow rates, the empirical model for wetting area was further calibrated. Specifically, a modified model 

for wetting area was developed for two flow factor values using three ܩ/ܮ ratios each. As a result, the 

dependence of the wetting area model on the gas and liquid flow rates increased especially at lower values 

of ܩ/ܮ. With the above hierarchical calibration approach, the predicted CO2 capture efficiencies at different 

 ratios for each gas velocity are in satisfactory agreement with the experimental measurements in the  /ܮ

present randomly packed Pall Ring.  The same hierarchical approach can be applied to develop device-scale 

CFD models of solvent absorption for other packings (structured or random). 

It is worth mentioning that device-scale CFD models have the potential to capture flow heterogeneities in 

the form of poor wetting, channeling and bypassing in the packing bed.  These are all potential issues 

limiting the device-scale capture performance which cannot be captured by a 1D process model. However, 

this is beyond the scope of the present work.  

Finally, it is possible that a high fidelity multi-scale CFD model be developed in the future. In the literature, 

Raynal and Royon-Lebeaud presented a multiscale CFD simulation approach that couples CFD predictions 

from the corrugation scale, the periodic element scale of the real structured-packing, and the column scale 

55. In that, the liquid holdup was computed on the corrugation surface by a gas-liquid 2D model; the pressure 



 

 

drop was obtained at the element scale by a gas phase 3D model; and the gas-liquid distributions was then 

studied at the column scale by a porous-media device-scale model. An alternative approach is currently 

being explored which employs VOF-based CFD simulations at the corrugation and element scales to 

develop the hydrodynamic and mass transfer closure models 56-58. These closure models can then be applied 

in the porous-media device-scale CFD model for predictions of pressure drop, liquid holdup, and CO2 

absorption of the entire device.  
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Notations 

ܽ   interfacial surface area per unit volume of bed  

ܽ௧  total surface area of packing per unit volume of bed  

ܽ௪  wetting surface area of packing per unit volume of bed  

஼ைమܥ
   molar concentration of CO2 in the bulk  

஼ைమܥ

௜௡௧௘௥௙௔௖௘  molar concentration of CO2 in the interface  

݅    ௣௜ܥ
th phase mixture specific heat  

݀௣  surface-volume equivalent sphere diameter of the particles  

ࣞ௜௡   ݊th species diffusion coefficient of the ݊th species in the ݅th phase  

ࣞ௚,௦  diffusivity of the solute species in the gas phase  

ࣞ௟,௦  diffusivity of the solute in the liquid phase  



 

 

  ௣  nominal size of the packing materialܦ

E   enhancement factor  

  gravitational acceleration   ܏

  superficial mass velocity of the gas   ′ܩ

  Henry’s solubility constant   ܪ

݇ଶ  2nd order reaction rate constant  

݇௚  physical mass transfer coefficients of the CO2 species in the gas phase  

݇௟
୭   physical mass transfer coefficients of the CO2 species in the liquid phase  

  superficial mass velocity of the liquid   ′ܮ

௜ܰ  number of chemical species comprising the ݅th phase  

஼ைమ݌
   partial pressure of CO2 in the bulk 

஼ைమ݌
୧୬୲ୣ୰୤ୟୡୣ  partial pressure of CO2 in the interface 

௜ܲ    th phase pressure 

ܴ   universal gas constant  

ܴ௜௡   rate of formation of the ݊th species in the ݅th phase  

ܵ௣  area of the particle  

௜ܶ  ݅th phase temperature  

ui  cell velocity of the ݅th phase  

௣ܸ  volume of the particle 

௜ܺ௡  ݊th species mass fraction of the ݊th species in the ݅th phase  

Dimensionless Number 



 

 

ሷ݋ܧ   E݋ሷ tvoሷ s number  

Greek letters 

௜  viscosity of the iߤ
th 

phase  

௟ߝ
଴  static holdup  

  surface tension of liquid  ߪ

  ௖  critical surface tension of packing materialߪ

  i   volume fraction of the ݅th phaseߝ

  ௜  density fraction of the ݅th phaseߩ

࣎௜  shear stress  

  ௜  ݅th phase thermal conductivityߣ
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Figure 1. Geometry and mesh of CFD simulation domain for an amine absorber. 
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(a) Water        (b) 30 wt% MEA 

Figure 2. Pressure drop vs. F-factor predicted from MFIX simulations and compared with experimental 

data 2 for two different liquids. 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 3. Total liquid holdup predicted from MFIX simulations with time for water and a liquid loading 

of 0.326 m3/m2/s. 

 

 

 

 

 

 

 

 



 

 

 

Figure 4. Liquid holdup of water predicted from MFIX simulations, compared with the experimental data 

2.  

 

 

 

 

 

 

 



 

 

 

(a) Snapshot at t = 20s     (b) Snapshot at t = 40s 

Figure 5. Contours of species mass fractions for MEA, CO2, and reactive product RNH3+ in a 2D 

Cartesian column.   

 

 

 

 

 

 

 



 

 

 

(a)           (b)      (c) 

Figure 6. The area-averaged (a) liquid holdup (in the packing section), (b) temperature and (c) CO2 with 

respect to the column height after the steady state for ܨ − ݎ݋ݐ݂ܿܽ = 0.57 Pa଴.ହ. 

 

 

 

 

 

 



 

 

 

Figure 7. CO2 capture efficiency vs. ܩ/ܮ ratio for 30 wt% MEA at two gas velocities computed from MFIX 

simulations, compared with the experimental measurements. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 8. The absorbed CO2 flux ( େܰ୓మ
) vs. wetting area (ܽ௪). 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 9. Wetting area (ܽ௪) vs. liquid inflow velocity |࢛௟| predicted by the original Onda’s and modified 

formulations. 

 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 10. CO2 capture efficiency vs. L/G ratio for 30 wt% MEA at two gas velocities computed from 

MFIX simulations using the modified correlation of wetting area, compared with the experimental 

measurements. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Table 1. Gas velocity and CO2 capture efficiency predicted under the same operating condition using 

different simulation setups and numerical resolutions. 

 

Simulation Setup ࢜ࢍ (m/s) CO2 Capture Efficiency (%) 

2D Cylindrical 1 = ݔ߂ cm 0.5167 69.73 

 cm 0.5161 69.72 0.5 = ݔ߂

2D Cartesian 1 = ݔ߂ cm 0.5166 69.73 

 cm 0.5195 70.24 0.5 = ݔ߂

3D Cylindrical  1 = ݔ߂ cm 0.5166 69.73 

 

 


