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Abstract—This paper proposes a method to modulate the
power output of converter interfaced generators (CIGs) accord-
ing to frequency variations. With the proposed approach, CIGs
can successfully engage in the primary frequency regulation of a
power system. The approach is a variation on the traditional
droop-like proportional controller where the feedback signal
is a global frequency measurement instead of a local one.
Obtaining the global measurement requires transferring data
using communications. This paper analyzes the performanceof
the proposed approach with respect to communications issues
such as latencies and data dropouts. The approach implemented
and tested in a simulation environment is compared against a
method entirely based on local information. The results show
that using global information in droop control provides benefits
to the system as it improves its frequency regulation. The results
also indicate that the proposed approach is robust to latencies
and communication failures.

Index Terms—Primary frequency response, photovoltaics,
smart grid, droop, communication latencies

I. I NTRODUCTION

The advent of renewable energy sources such as solar and
wind is changing the traditional configuration and operation
of power systems. Solar and wind energy generation differ
from conventional generation (coal, gas, hydro) units in that
they are interfaced with the grid through power electronics
converters which tend to reduce the inertia available in the
system [1], [2]. Typically these types of sources do not
participate in the frequency regulation of the system. These
facts intensify system vulnerabilities to power imbalances,
as the penetration of converter interfaced generators (CIGs)
is increased. To mitigate these effects, it has been proposed
that wind farms and/or solar plants engage in some form of
frequency control [3]–[7]. The results of these works show that
implementing frequency responsive controllers to converter
interfaced generation is helpful to the frequency regulation of
the system.
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In power systems, primary frequency regulation is provided
by the droop speed control included in certain synchronous
machines throughout the system. This controller is simply a
proportional action that adjusts the mechanical power input
of the generator based on imbalances in the rotor speed.
Controllers of this nature have been proposed for converter-
interfaced energy resources to mitigate the negative effects
that integrating these type of resources have on the frequency
response of the system [3], [7], [8]. Because generating units
from converter interfaced generators tend to be smaller in size
and more dispersed geographically than conventional plants
such as nuclear units, there is an opportunity to explore dis-
tributed control alternatives to tackle traditional powersystem
problems using them as actuators [9]–[11]. In this paper, a
droop-like controller for converter interfaced generation is
proposed for these devices to participate in the frequency
response of the system. In the proposed approach the controller
uses a global frequency signal to determine the fluctuationsin
system frequency. This global signal is constructed from a
weighted average of local frequencies. Because the controller
needs system-wide information it is assumed communication
infrastructure is in place.

The remainder of this paper is organized as follows. Sec-
tion II presents the proposed droop control. Section III in-
troduces the test system and conditions used to assess the
proposed control approach. Section IV studies how the con-
troller performs with variations in the control gain. Sections V
and VI evaluate, respectively, the impact of communications
time delay and availability on the controller performance.
Finally, Section VII presents the conclusions of the work.

II. COMMUNICATION ENABLED DROOP

Frequency needs to be kept within a tight range of the
nominal value for power systems to operate adequately. The
real-time control action that ensures frequency fluctuations are
always within an acceptable range is the primary frequency
regulation of the system determined by a droop governing
action installed in defined generating units in the system. This
control law is a proportional action described by
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∆Pj =
(fref − feq)

R
= kR(fref − feq) (1)

wherefref is the nominal frequency (60 Hz in North Amer-
ica). The parameterR is known as the droop constant and
is expressed as a percentage.kR, which is the inverse of
the droop, is used throughout this work. Traditionally, the
droop controller is installed in synchronous generators and feq
corresponds to the machine rotor speed. This feedback signal
is hence a local signal.

The inclusion of CIG components to grid affects the
frequency response of the system [1]–[3]. Power electronic
interfaced generation reduces the total inertia availablein
the system and typically does not participate in frequency
regulation. As a result, frequency response in the system is
deteriorated with the inclusion of converter interfaced (CI)
resources. To alleviate the deleterious effect of CIG integration
to frequency regulation, a governing-like function like the
one described in (1) is implemented in CIG devices. In such
cases,feq is typically chosen as the frequency at the bus
where the CIG device is installed. This frequency tends to be
volatile and noisy as it is typically obtained from electrical
quantities such as the phase angle of the voltage. In this
work, a modification on the selection offeq is proposed and
evaluated. The proposed signal to use is

feq =

N∑

j=1

kjfj (2)

as the feedback signal for the governing action of CI devices.
Note thatN is the total number of generators in the system and
fj is the rotor speed of thejth machine. Hence the proposed
signal is a weighted average of machine speeds and tends to
smooth out the noisier and less relevant variations of local
frequency measurements. Using this constructed measurement,
effects such as local oscillations and inter-area oscillations are
attenuated; only the global variation in frequency is retained.
The weightskj in 2 are defined as

kj =
Hj∑N

i=1 Hi

for all j ∈ {1, . . .N} (3)

whereHj is the inertia constant of thejth machine. In the
proposed approach the feedback frequency signal is computed
using system-wide machine speed information. It is then
assumed that this information is transmitted from their location
to a central entity, an aggregator, that computes the feedback
signal and then transmits it to the CI devices. An alternative
approach is to have each CI device compute the feedback
signal which can be interpreted as a distributed implementation
of the proposed approach. The mechanism of computation of
the feedback signal is beyond the scope of this work which
rather analyzes the advantages and disadvantages of using such
type of signal. The proposed approach for governing controlis
referred to Communication-Enabled Droop (CE-Droop). This
work evaluates the benefits of using such approach compared

to the traditional droop approach based on local frequency
measurements.

III. T EST SYSTEM AND SOLAR PLANT MODEL

In this work a reduced model of the Northeast Power
Coordinating Council (NPCC) system was used to test the
proposed CE-Droop approach. This model consist of 140
buses and 48 generators with a total of 28.042 GW of
generation. The disturbance under consideration is the tripping
of the Monroe generating unit in the Midwest region after 2
seconds of simulation. This event causes a loss of roughly
655 MW (nearly 2.3% of the total power production). The
particular system under consideration is a version of the NPCC
with approximately 50% solar photovoltaic (PV) penetration,
obtained by substituting roughly half of the conventional
generators with PV plants. The PV plants integrated into the
system correspond to a custom model of a controlled current
injection [9], [10]. The installation of the solar plants was
performed evenly through all the geographic regions of the
system. Note that the simulations of this work were performed
in PSLF, a GE software platform widely used for power system
analysis.

To analyze the frequency response variations with the pro-
posed signal selection three main metrics are used. The first
is the frequency nadir,fN , which is the minimum frequency
reached by system following the disturbance event. The second
is the time to frequency nadir,tfN , which is defined as the time
taken by the system to reach the frequency nadir measured
with respect to a defined reference (usually the start of the
disturbance). The third one is the maximum separation of
rotor angles which is used to analyze the transient stability
of the system. This quantity is calculated by first computing
the maximum rotor angle separation among all the generators
in the system as a function of timeθmx(t) and then computing
the maximum value taken by this function as

Θmax = max
t∈[0,Tf ]

(θmx(t)) (4)

whereTf is the total time of the simulation.

IV. EFFECT OFVARIATIONS IN DROOPGAIN (kR) ON THE

FREQUENCYRESPONSE

In this Section we present the effects of increasing the
gain kR to every PV plant in the system. Two scenarios
are considered, one where each PV plant has a CE-Droop
controller and another where the conventional droop (with
local measurement only) is used. In the case of CE-Droop it
is assumed that the global frequency information is available
instantaneously (i.e. with no time delay). For each of this
scenarioskR was varied from 0 to 1000. For comparison, two
more cases are studied: the no solar case and a case where the
PV plants are not controlled (No control case) according to
variations in frequency. Note that this latter case correspond
to a controlled case withkR = 0.

Fig. 1 (a) shows the frequency response of the system for
the scenario where PV plants have conventional droop only
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(a) Conventional droop.
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(b) CE droop.

Fig. 1: System frequency response for the loss of the Monroe generating unit.
Comparison of conventional and communication enabled droop approaches.

and Fig. 1 (b) show the same results when the PV plants
use the proposed CE-Droop approach. The no control case
shows that including PV definitely deteriorates the frequency
response of the system as both the frequency nadir and the
settling frequency are lower than in the no solar case. The
results in Fig. 1 also show that implementing either droop or
the proposed CE-Droop to the PV plants in the system restores
and even improves the frequency response of the system. As
anticipated, higher gains tend to provide better results for both
scenarios.
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Fig. 2: Frequency responses of the system for different values of gain kR.
Solid lines show the results using the proposed CE droop approach while
dashed lines show results with the conventional droop method.

Fig. 2 compares the conventional droop method
against the proposed CE-Droop approach for
kR = 40, 100, 200, 1000, 2000. These results show
that for the higher gain case(kR = 2000) CE-Droop shows
an undamped oscillation with a frequency of 1.31 Hz.

The frequency nadir of the system and the time the system
takes to reach it were determined for the results in Fig. 1.
These metrics were used to quantify the effect that increasing
the value ofkR has on the frequency response of the system.
Fig. 3a shows the variations in the frequency nadir of the

system as a function ofkR for both the CE-Droop and
conventional droop scenarios. These results show that the nadir
is improved by increases inkR. They also show that a small
gain is enough to restore the nadir of the system from the solar
no control case to the no solar case. Furthermore, these results
reveal that for the samekR value the resulting nadir using CE-
Droop is always above the nadir when using the conventional
droop. Regarding the time to frequency nadir metric, it is
observed in Fig. 3b that CE-Droop also reaches the frequency
nadir faster than the conventional droop approach for all levels
of kR. Combined, these results show that the frequency nadir
of the system is enhanced using CE-Droop compared to using
only conventional droop. The settling frequency of the system
is also affected bykR variations however there is no difference
between the CE-Droop and conventional droop approaches as
shown in Fig. 2.
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Fig. 3: Frequency nadir and the time it takes to reach it with variations in
the effective gainkR.
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Fig. 4: Maximum rotor angle separation as a function of the gainkR.

The maximum rotor angle separation as a function of gain
kR (Θmax(kR)) is presented in Fig. 4 for the CE-Droop
and conventional droop methods. They show thatΘmax is
unaffected by changes inkR when conventional droop is
implemented while it mildly increases askR augments in the
CE-droop scenario.

V. EFFECT OFVARIATIONS IN TIME DELAY (τd) ON THE

FREQUENCYRESPONSE

Computing the global frequency in equation (2) for the pro-
posed CE-Droop approach is not instantaneous as it involves
both the transfer of information and a computation processing
time. The feedback signalfeq then reaches each PV plant after
a time lag. In this Section the effect of this time lag, notedτd,



is analyzed with the assumption that the delay experienced by
each individual PV plant is the same1.
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(a) CE-Droop gainkR = 100.
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(b) CE-Droop gainkR = 200.
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(c) CE-Droop gainkR = 400.

Fig. 5: System frequency response for the loss of the Monroe generating
unit. Comparison of the effect of time delay on CE-Droop for different gains
values.

In Fig. 5 is observed how increments in the delayτd
affect the frequency response of the system forkR values of
100, 200, 400. Fig. 5a presents the results whenkR = 100
which show that asτd increases, oscillations in the system
start to appear. Results in Figs. 5 (a), (b), forkR equal to 200
and 400 respectively, show that time delay values of 0.4 s and
higher cause the system to lose synchronism.

The analysis of transient stability of the system was carried
out using the maximum separation of rotor anglesΘmax. Fig. 6
shows variations inΘmax with increases inτd for different
values ofkR as well as for the no control and no solar cases.
The results in Fig. 6 complement those in Fig. 5 and together
they show that for values ofkR of 200 and 400 the system
becomes unstable with delay values above 350 ms and 110
ms respectively.

The impact of the time delayτd on the frequency nadir
and the time the system takes to reach it are also investigated.

1In an actual implementation each PV plant experiences a different time
delay. However it is expected that the variations among timedelays for
different PV plants to be on average smaller than the considered feedback
delay.
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Fig. 6: Maximum rotor angle separation as a function of the time delay τd.
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Fig. 7: Frequency nadir and the time it takes to reach it with variations in
the time delayτd for different gain valueskR.

Fig. 7 (a) show how increases in the time delay are reflected
in the frequency nadir of the system for different values of
gain kR. These results show that the frequency nadir of the
system is deteriorated with increases inτd. However, they also
show that the decrease is not significant and in all (stable)
cases considered, the CE-Droop performs better than the no
control and the no solar case. In Fig. 7 (b) the impact thatτd
has on the time to frequency nadir is presented; it shows that
this metric is only slightly affected by increments in the time
delay. Note that Fig. 7 only presents the metrics for the cases
determined to be stable according to the maximum separation
of rotor angleΘmax criteria.

VI. EFFECT OFAVAILABILITY OF COMMUNICATION ON

THE FREQUENCYRESPONSE

This section studies how communication failures in CE-
Droop affect the primary frequency response of the system. To
this end, it is assumed that the global frequency is calculated
by a centralized entity and then transmitted to each of the
PV plants. The reaction of a PV plant after a communication
failure is to maintain its power level until the transfer of
information is restored. This action was designed such that
information losses do not cause major jumps in the power
levels of solar plants. To simulate communication failures,
each PV plant independently determines (at a rate of 16 Hz)
with a probability, whether the system frequency information
has been correctly received. The probability of a successful
transfer of information is termed communication availability
(or availability). The results presented in this section were
obtained by setting the droop gainkR to 200 and the commu-
nications delayτd as 0.
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Fig. 8: Frequency response of the system as affected by different availability
levels.
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Fig. 9: Power produced by the Millstone power plant as affected by different
availability levels.

A. Effect of availability levels

Fig. 8 shows the frequency response of the system for
availability levels ranging from 1 to 99%. Note that only
one realization is shown for each availability level. These
results show that the response of the system is similar for
availability values higher than40%; for availability levels
below this value, however, the frequency response of the
system starts presenting non negligible variations and notably
some oscillatory behavior appears. Fig. 9 show the active
power injected by the PV plant at the Millstone Bus in the
New England region of the system for the same availability
levels of 1 to 99%. It is observed that for low availability
levels the power output of this PV remains constant for longer
periods of time as expected.

Fig. 10 shows both the frequency nadir and the time
to frequency nadir of the system as affected by different
availability levels (for only one realization of each level). The
result in these figures show that the benefits stemming from
enabling CE-Droop in solar PV plants are affected strongly for
low availability levels, i.e. the frequency nadir starts decreasing
and the time to reach it increasing with lower availability.

B. Multiple Realizations of Different Availability Levels

The results of the previous section are only qualitatively
informative of the effect of availability on the frequency
response of the system because they were obtained with
only one realization per availability level. To capture more
adequately the effect that a certain level of availability has
on the response of the system, multiple simulations need
to be performed (for the same level) as each simulation is
different from each other because of the randomness involved
in communication failures. In this section, the results of Monte
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Fig. 10: Frequency nadir and the time to frequency nadir as affected by
different availability levels.

Carlo simulations for availability levels of 99%, 75%, 25%,
and 1% are presented. Each set of simulations is composed
of fifty realizations. Fig. 11 shows the frequency response of
the system for each of the fifty realizations of the mentioned
availability levels. These results show that for the availability
levels of 99 % and 75 %, the frequency response of the
system to the loss of generation event is almost unaffected by
communications interruptions; that is, the variations between
different simulations for a given level of availability are
negligible. For the 25% availability level, some differences can
be observed in the frequency response of the system as shown
in Fig. 11c. For the 1% of availability level, the response of
the system for each realization is very different as observed
in Fig. 11d.
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Fig. 11: Fifty realizations of the frequency response of the system at four
different availability levels.

Figs. 12 and 13 present respectively the frequency nadir and
the time to frequency nadir for each realization into histograms
for each availability level. For consistency, the bin rangeand
width is fixed for each of the plots. These results quantify the
simulations in Fig. 11 and confirm the observations made in
Section VI-A. They show that for higher levels of availability,
fN and tfN are unaffected by the sporadic interruptions in
communications. At 25% of availability, these results show
that some variances in these metrics start appearing and that at
1% availability these variances are greatly increased. It is also



worth noting that the mean value offN andtfN are affected
negatively (which means lower values forfN and larger values
for tfN ) when the availability decreases.

Together, the results in Figs. 11, 12, 13 show that the
proposed CE-droop is very robust to interruptions in the
transfer of information. They show that communication values
only affect the performance of CE-Droop for availability
values below 25% (or communication failures above 75%).
This result can be partially explained by the fact that the
dynamics of the system are much slower than the 16 Hz
polling rate that determines communication failures. It isworth
mentioning that the failures in communication considered in
this paper are independent for each of the PV plants in the
system and it is very unlikely that all PV plants (or most of
them) are affected by interruptions on the information transfer
at the same time (particularly for the low probability levels).
This feature could partially explain why the proposed approach
performs that well for low availability levels.
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Fig. 12: Histogram of the frequency nadir using 50 instances for different
availability levels.

VII. C ONCLUSIONS

This paper proposes a new approach of implementing droop
control for converter interfaced generation to enhance the
primary frequency regulation in power systems. The novelty
consists of using global frequency as a feedback signal instead
of the traditionally used local signal. The paper analyzes
the benefits and drawbacks of using such type of signal
compared to the local one. Because the proposed method
requires the transfer of information, the paper analyzes how
the performance of the proposed approach is impacted by both
communication latencies and availability. The results indicate
that for different droop gains, the proposed approach performs
better than the conventional approach of using local feedback.
The results also show that excessive time delays, above 400
ms, can affect the performance of the controller and even cause
system instabilities. The paper also finds that the proposed
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Fig. 13: Histogram of the time to frequency nadir using 50 instances for
different availability levels.

controller is very robust to communication failures and only
is affected when communications are available below 25% of
the time which is a failure rate of over 75%.
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