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ABSTRACT 
 

Laser-induced breakdown spectroscopy (LIBS) is an atomic emission 
spectroscopy technique which with the help of a broad band spectrometer 
can simultaneously perform multi-elemental and in situ analysis of various 
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samples (solid, liquid, powder or gaseous) and various environments which 
are sometimes difficult to access with standard chemical analytical 
techniques. In this chapter, we focus on some applications of LIBS on 
powder samples with varying concentration and how to reduce the matrix 
effects. By “matrix effect,” we refer to the influence of the physical and 
chemical properties of the sample on the plasma excitation. The possibility 
of developing a LIBS based sensor system for total carbon quantification 
in soil samples is discussed and the feasibility of laser-induced breakdown 
spectroscopy for the analysis of gasification slag is investigated. The 
results of these two analyses are compared with those obtained from a 
carbon analyzer and inductively coupled plasma-optical emission 
spectroscopy (ICP-OES). 
 
 

THEORETICAL BACKGROUND 
 
LIBS employs a high-energy laser pulse as an excitation source to 

generate a high-temperature micro-plasma at the target sample through rapid 
melting and vaporization of the target material [1]. The laser-induced plasma 
produces both continuum and line emissions. The emission of the continuum 
radiation (in the spectral range of 2 nm to 600 nm) originates near the sample 
surface. This continuum results from electron–ion recombination and free–
free interactions. Electron-ion recombination gives rise to radiative emission 
transitions when ions capture an electron with a transition to a bound energy 
state. Free-free interactions result in free-free emission transitions after loss 
of kinetic energy by an electron in the field of an ion. The loss of kinetic 
energy by an electron induces a deceleration of the electron, known as 
Bremsstrahlung[1,2]. emission. The line emission shows the presence of 
neutral atoms, ions, electrons and sometimes molecules formed after 
recombination of the atoms. The plasma center contains the most highly 
ionized species, while low ionized and neutral species are observed near the 
outer regions of the plasma plume. The atoms, ions and molecules emit 
radiation through spontaneous emission of optical wavelength photons as 
the plasma cools. The spectral analysis of the emitted radiation from a laser-
induced plasma will yield both qualitative and quantitative information 
about the target material’s chemical composition. Figure 1.1 shows the 
schematic diagram of plasma expansion in LIBS [1]. 
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Figure 1.1. Laser-induced plasma expansion in ambient air [1]. 

Above certain irradiance threshold (typically about 1 GW/cm2) and 
depending on the material, the interaction of the laser pulse and the sample 
eventually causes breakdown in the material. As consequence, some eletrons 
in the outer shell are ejected and create a vacancy, making the material 
structure unstable. To restore the stability, electrons from higher orbit farther 
from the nucleus drop to fill the vacancy. The excess energy in this process 
as the electrons move between two energy levels emits light at specific 
wavelength. These emissions, known as optical emission are element-
specific and when speactrally resolved, these spectral lines are enough to 
ascertain the presence of the element in the sample. This approach is called 
qualitative LIBS analysis and it is a simple and straight forward method. On 
the other hand, quantitative LIBS analysis is considerably more complicated. 
Quantitative analysis is often done with calibration LIBS. In this approach, 
a statistical training model is developed using LIBS spectra from samples of 
known elemental composition. The compositions of unknown samples are 
then determined by comparing the LIBS spectra to those of the samples 
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included in training model. Several different statistical approaches such as 
simple linear regression (SLR), multivariate data analysis have been used in 
developing a calibration models. Each approach has its own advantages and 
disadvantages. The drawback of calibration LIBS is that the accuracy in 
predicting the composition of unknown sample greatly depends on the 
composition of known samples included in the training model. The 
composition of known samples considered in training model must be similar 
to the composition of unknown samples to achieve accurate predictions [3]. 
This makes calibration LIBS less flexible, however it is often easier to 
implement [4]. 

Although LIBS literature reports detection limits comparable to those of 
standard analytical techniques such as inductively coupled plasma mass 
spectrometry, the precision and accuracy of LIBS methods is still influenced 
by matrix effects and laser-sample interactions [4, 5, 6]. Controllable 
variables including but not limited to the choice of analytical line, laser pulse 
energy and detector settings (gate delay and gate width) also affect 
quantitative analysis of LIBS [7, 8]. Good quantitative results start with the 
choice of emission lines. The LIBS emission spectrum consists of both 
continuum and line radiation. Due to the presence of continuum radiation at 
the very beginning, the detection of emission lines from laser induced 
plasma is difficult. If the plasma light is integrated over the entire emission 
time of the plasma, this continuum light can seriously interfere with the 
detection of weaker emissions from minor and trace elements in the plasma. 
For this reason, LIBS measurements are usually carried out using time-
resolved detection. In this way, the strong white light at early times can be 
removed from the measurements by turning the detector on after this white 
light has significantly subsided in intensity but atomic emissions are still 
present [6]. Figure 1.2 shows the time evolution of continuum and line 
radiation. 
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Figure 1.2. Time evolution of continuum and line radiation. 

Gate delay (td) means time delay between plasma formation and the start 
of the observation of the plasma light. Gate width (tw) means time period 
over which the plasma light is recorded [6]. The td and tw are controlled by 
using time-resolved detection system in such a way that the continuum 
emission from the plasma can be gated off and enhancement of signal can 
be achieved drastically [3]. 

 
 

EXPERIMENTAL DETAILS 
 

Apparatus 
 
Although the experimental setup of LIBS is very simple, it varies from 

experiment to experiment. In the present chapter, the same setup was used 
as described below. The schematic diagram of our experimental setup is 
shown in Figure 1.3. A frequency doubled second harmonic Q-switched Nd: 
YAG laser (Quantel CFR400 20Hz, 7ns pulse width, 6mm diameter, 235mJ 
maximum) was used as the excitation source. With availability of only a 
small amount of the powdered sample, a glass slide with double sided tape 
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was used on which sample was scattered. The laser was focused onto the 
sample surface through a 30cm focal length quartz lens and a right angle 
prism. Spectra were collected with an Andor (Mechelle ME5000) broadband 
spectrometer (200–975 nm spectral range) through a 100 µm diameter 
optical fiber equipped with a pickup lens (Ocean Optics Inc. (OOI) Part 
No.74-UV). The latter was placed 5cm away from the sample and 450 with 
respect to the beam axis. Andor Solis software was used for acquisition 
setup. The spectrograph signal was integrated with a 1024x1024 intensified 
charge coupled detector (ICCD). The gate delay and gate width was 
controlled with the built-in digital delay generator (DDG) of the 
spectrograph. The DDG is activated by the trigger pulse from the laser Q-
switch output to synchronize data acquisition with the laser pulse. The 
spectrograph was also connected to a personal computer for recording and 
analyzing data. Samples were mounted on a rotating platform to make sure 
that each laser pulse hits a fresh spot every time and that data can be 
collected from various parts of the sample. By collecting data from various 
part of the sample, the errors due to sample heterogeneity isminimized. 

 
 
 

 

Figure 1.3. Schematic diagram of LIBS experimental setup. 

 

Energy and Temporal Optimization in LIBS 
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Analytical figures of merit of LIBS measurements depend on laser 
energy as well as the detection window due to the transient nature of LIBS 
plasma. Both the laser pulse energy and integration delay has to be optimized 
for LIBS measurements of a specified sample or experimental setup. In what 
follows, an example of optimization of experimental parameters such as gate 
delay and laser pulse energy of our experimental setup is discussed. 

 
 

Laser Pulse Energy 
 
Laser pulse energy influences the sensitivity of LIBS. The higher the 

energy, the more the ablated mass is produced which leads to more excited 
species. Also, the size of the plasma is increased and more excitation of 
ablated species is observed [5]. Thus, the signal intensity of the spectral line, 
is increased. However, the increase in laser pulse energy should be 
controlled in order to avoid saturation and its related effects of self-
absorption and self-reversal. A 3D plot is shown in Figure 1.4 to illustrates 
the variation of intensity of Sr(II) 430.54 nm with respect to laser energy and 
Sr concentration. 

 

Figure 1.4. 3D variation of intensity with respect to energy and concentration. 
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In Figure 1.4, we see that the LIBS signal gradually increases with 
increase of laser energy and becomes almost constant at higher laser energies 
and in some cases the line intensity drops. The concentration is found to 
have an effect on the line intensity as well. The LIBS signal increases with 
an increase of concentration and then considerably drops after 50% 
concentration. We can then conclude that high laser pulse and high 
concentration affects the lines intensity. The main reason for the drop in 
intensity at higher concentration and high laser pulse energy are the 
saturation and the choice of the emission line notably the use of a resonant 
line for calibration. Saturation effects invariably lead to the self-absorption 
and self-reversal. The notion of self-absorption can be connectedto the 
optical thinness of the plasma. A plasma is said to be optically thin when the 
emitted light traverses and escapes from the plasma without significant 
absorption or scattering. When reabsorption is evident, the emitted lines are 
characterized by a flat-top (evidence of self-absorption) and in some cases a 
dip at the central frequency is observed as well, and this is referred to as self-
reversal. In effect, self-absorption is mostly observed for lines whose lower 
level transitions are close to the ground state. Because of the strong 
temperature and electron density gradients, the outer layer of the plasma will 
be dominated by cool atoms, residing mostly in the ground state. The central 
core of the plasma will contain a higher density of excited atoms. As these 
atoms decay to the ground state, the emitted photons close to ground state 
will have a high probability of being absorbed by the cool atoms in the outer 
layers, thus reducing the intensity of the emission line [5]. This study 
indicates that laser pulse energy, approximately 65 mJ is required to obtain 
reproducible results in LIBS analysis. 

 
 

Temporal Gating 
 
Because of the high electron density and temperature in the early stage 

of the laser induced plasma, LIBS spectra are dominated by strong 
continuum emission that decays faster than spectral lines. This continuum is 
attributed to Bremsstrahlung (free-free) and recombination (free-bound) 
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processes. With the Bremsstrahlung process, photons are emitted by 
accelerated or decelerated electrons in collisions. As for the recombination, 
a free electron is captured into ionic or atomic energy levels and gives up its 
excited energy in the form of a photon [6]. In order to retrieve qualitative 
and quantitative information from the plasma, the recording of the spectra 
should be delayed from a few nanoseconds to a few microseconds for the 
continuum emission to drop considerably. As plasma cools down, it is 
dominated by atomic emission both neutral and ionic species and eventually 
molecular species. Well resolved spectral lines free of self-absorption can 
be obtained through temporal gating [9]. Merten et al. reported on the 
advantages of using gated detector over ungated detector; the gated detector 
gave a detection limit as low as 0.65 ppm for copper [10]. Comparative 
studies have been published on the use of ICCD and CCD and their 
respective influence on improving the quality of LIBS with varying results. 
Both have their advantages depending on the matrix and spectrometer setup. 
Although most reported experiment have been performed with ICCD, CCD 
is more cost effective [11, 12, 13, 14]. The use of a gated detector permits 
the collection of emission lines with an optimum delay window with good 
signal-to-background and signal-to-noise ratios. The gated detector is often 
set by optimizing the detector gate width and gate delay. The influence of 
these two parameters on the signal has been reported by Sirven [15]. From 
his studies, signal-to-noise ratio was more influenced by the gate delay than 
the gate width. The optimum experimental gate delay is obtained by 
graphing the evolution of the signal-to-background ratio (SBR) and signal-
to-noise ratio (SNR) and the gate delay for which the maximum SNR and/or 
SBR occurs. Plots of the temporal evolution of the SNR and SBR are given 
in Figure 1.5. 
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Figure 1.5. 3D plots of (a) Signal-to-background ratio (SBR), (b) signal-to-noise ratio 
(SNR) of Sr(II) 430.54 nm. 

From the above Figures 1.5, SNR and SBR increase with gate delay up 
to certain value where they start to decrease. A distinction is however 
observed with respect to the laser pulse energy. At low laser pulse energy, 
after the maximum ratio is attained, SNR and SBR appreciably decrease 
whereas at high laser pulse energy, SBR and SNR decrease little after 
maximum value leading to a kind of plateau implying saturation effects. 
Measurements within those gate delay windows and laser energy would not 
be reliable. Also, it is observed that at low gate delay, the SNR and SBR 
decrease as the laser pulse increases whereas the contrary is observed at 
longer gate delay. From this, it is suggested that longer gate delay might be 
compensated for by increasing the laser pulse energy. 

Sample Preparation 
 
Despite the versatility of LIBS, its application on direct analysis of 

powder samples has been a major challenge. Due to the shockwave produced 
by rapid heating and expansion of plasma, significant amounts of the sample 
can be blown off. Aslo the particulate nature of the plasma can increase 
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scattering during irradiation by laser pulses. To overcome such undesirable 
effects, various sample preparation methods have been proposed. One 
method is to perform LIBS under low-pressure ambient gas. However, this 
method has the potential disadvantage ambient gas might denature the 
powder in the process [16, 17, 18]. Thin films have also been used to prepare 
powder samples but films can suffer from inhomogeneity [19]. However, 
most LIBS analysis of powder samples are done with pressed pellets or 
double-sided tape on a glass slide. Pellets have been extensively used in the 
literatures [20, 21, 22 23] for analysis of powders. In this method, the sample 
is mixed with binder, such as polyvinyl alcohol (PVA) and pressed into 
pellets. However, this technique is limited by the procedure, cost and 
sometimes the sample available is too small to make a pellet.  

On the other hand, the glass slide with double-sided tape is a very simple 
and cheap sampling method. It consists of applying a piece of double sided 
tape to a laboratory glass slide and uniformly distributing a small amount of 
sample onto the exposed side of the tape. Q Sun et al. reported results for 
samples applied to double-sided tape compared to those obtained by 
pressing samples into pellets and found no statistical differences between 
them [24]. 

 
 

Total Carbon in Soil 
 
A soil sample from Starkville, Mississippi, USA was used in this study. 

The soil sample was finely ground and filtered with a no. 60 sieve. The 
filtered soil sample was mixed with varying amounts of carbon powder to 
produce five calibration samples that contained carbon powder 
concentrations from 3.74% to 9.74%, one sample prepared without mixing 
any carbon powder and termed as blank, and one unknown sample. The soil 
sample (5 g) was mixed with 0.4 ml polyvinyl alcohol (2 wt. %. in distilled 
water) binder. The soil sample was then hand mixed again and placed in a 
25 mm–diameter die and pressed into a pellet under 3000 psi. The prepared 
pellets were placed on a heating plate at 60°C for 90 s to remove the moisture 
due to the binder. The sample pellets were analyzed in triplicate by a 
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commercially available carbon analyzer (Leco Truspec, CHN628, USA), 
and it was found that the total carbon concentration of the blank soil sample, 

including binder, was approximately 2.43%. The values of 0.5 μs and 5 μs 

were chosen for the gate delay and gate width respectively. To obtain data 
with a better signal-to-noise ratio, 10 spectra were collected from each 
sample and each spectrum recorded was an average of five shots (50 shots 
total). The triplicate concentrations measured from the carbon analyzer were 
averaged and considered as a reference while developing the calibration 
models. The concentration values of the different samples from the carbon 
analyzer and the contributions of weight from the soil and samples are 
shown in Table 1. 

 
Table 1. Total Weight Percent of Carbon in the Prepared Pellets 
 

Sample 
Carbon analyzer Value  

(wt. %) 
Weight 

Soil (g) Carbon powder (g) 
blank 2.43±0.05 5 0 

1 3.74±0.04 4.9 0.1 
2 5.22±0.14 4.8 0.2 
3 6.88±0.18 4.7 0.3 
4 8.31±0.07 4.6 0.4 
5 9.74±0.23 4.5 0.5 

Unknown 5.75±0.11 4.75 0.25 
 
 

Slag Samples 
 
Synthetic slags were prepared by heating reagent grade powders of 

respective oxides (Al, Ca, Fe, Si and V) at 1425°C for S1 to S7, 1575°C for 
S8 to S12, and 1500°C for the T1 toT4 series in a 64 mol.% CO2 – 36 mol.% 
CO2 atmosphere for 3 days, followed by water quench. Upon water 
quenching, all the molten slags were vitrified. Inductively coupled plasma- 
Optical emission spectroscopy (ICP-OES) analysis was performed after 
drying the slag samples and grinding them into fine powder, a nominal mass 
of about 50mg of the sample was fused with ~1g of Li2B4O7 and diluted to 
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a final volume of 100mL using 5% HNO3 [24]. For ICP analysis, spectral 
lines of Al 309.27 nm, Ca 317.93 nm, Fe 238.20 nm, Si 251.61 nm, and V 
292.40 nm were used in this analysis. External calibration and internal 
standardization procedures [25] were utilized to quantify the analytes and 
based on the standard reference material (BIR-1) the accuracy of ICP 
analysis was within + 7%. For LIBS analysis about 10 mg of the powder 
sample previously prepared for ICP analysis was placed on a double sided 
adhesive tape glass slide. All measurements reported herein were carried out 
with same gate delay (3 µs), gate width (10 µs) and laser pulse energy (67.5 
mJ). All spectra correspond to the accumulation of 50 laser shorts with each 
striking a fresh surface by rotating the sample. The elemental composition 
of slag sample is listed in Table 2. 

 
Table 2. Concentration ranges of analytes in slag samples  

analyzed by ICP-OES 
 

Sample (wt%) Al Ca Fe Si V 
S1 14.12 6.01 4.85 29.62 0.01 
S2 10.55 6.26 2.64 35.11 0.93 
S3 23.86 6.05 5.37 21.66 0.01 
S4 9.66 6.01 2.54 31.97 2.90 
S5 13.69 6.19 1.60 26.37 3.69 
S6 15.10 5.61 2.57 22.49 6.38 
S7 14.19 7.21 1.44 34.15 3.29 
S8 12.49 5.84 2.21 31.71 0.01 
S9 25.69 6.86 3.07 24.38 0.02 
S10 25.95 7.42 4.51 24.24 6.07 
S11 17.32 5.89 3.27 24.12 1.61 
S12 19.03 6.60 3.05 25.55 4.19 
T1 24.14 5.23 13.86 53.39 0.03 
T2 20.93 5.09 12.45 47.07 10.97 
T3 17.51 5.08 11.39 39.92 23.04 
T4 9.68 5.25 8.32 27.28 46.65 
T5 6.49 5.18 6.72 19.72 59.35 

Data Analysis 
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Simple linear regression (SLR), multiple linear regression (MLR) and 
partial least squares regression (PLS-R) are used for quantitative analysis of 
slags and total carbon in soil. The SLR assumes a linear relationship between 
the peak intensity (area) of the analyte line and the elemental concentration. 
However, instead of using the individual analyte lines as a function of the 
elemental concentration to calibrate the SLR model, ratios of the analyte 
lines to other present elements as a function of the concentrations were used 
to negate the interference effects. This method is known as internal 
standardization. The MLR model was also evaluated for LIBS calibration to 
account for various interference effects caused by other components of the 
sample matrix or random experimental errors. The MLR uses more analyte 
lines to produce the calibration data and was found by previous researchers 
to perform much better than the SLR [27]. The MLR calibration curve was 
obtained by fitting the linear equation below to a set of experimental data 
consisting of the ratio of the measured peak areas of C and Fe and the known 
concentrations of carbon. The MLR procedure estimates a linear equation of 
the form 

 

௣ܥ	 ൌ ܾ଴ ൅ ∑ ሺb୧A୧ሻ
௡
୧ 	 (1) 

 
where, Cp is the concentration of the carbon in the pellet, b0 is the intercept, 
bi is the coefficient corresponding to Ai, and Ai is the ratio of peak areas of 
the C and Fe lines. Multiple lines can be used in the regression to improve 
the measurement accuracy by correcting for the matrix effect. The predictive 
quality of the calibration models was evaluated by calculating the correlation 
coefficient R2 and relative accuracy. The relative accuracy (RA%) is 
calculated as follows: 
 

ሺ%ሻܣܴ ൌ
|஼೗೔್ೞି஼೟ೝೠ೐|

஼೟ೝೠ೐
	ൈ 100%	 (2) 

 
 

where, Clibs is the value from the LIBS measurement and Ctrue is the known 
value. 
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An alternative means of minimizing the interference effects caused by 
other components of the sample matrix, is the use of multivariate analysis 
like PLS-R. In effect, PLS-R has been widely used to minimize the matrix 
effect [28, 29, 30]. PLS provides a model for the relationship between a set 
of predictor variables X (n objects, m variables) and a set of response 
variables Y (n objects, p response). In this case, the m variables are the LIBS 
spectra intensities and the p responses are properties such as the 
concentration. The p response has to be independently measured for each 
sample. If the spectral data contain information about the properties of 
interest, a reliable calibration model can be constructed [31]. The samples 
with known elemental concentrations are used to create a model relating Y 
to X that is used to predict the concentrations of unknown specimens. The 
Unscrambler X version 10.3 (Camo Software Inc, Woodbridge NJ, USA), 
OriginPro 2015 (OriginLab Corporation, Northampton MA, USA), 
Veusz1.23.1 (Jeremy Sanders) and excel software were used for data 
analysis. 

 
 

RESULTS AND DISCUSSION 
 

Plasma Characterization 
 
In order to retrieve qualitative and quantitative information from 

collected spectra, the plasma should satisfy certain conditions. Principally, 
it should be optically thin, in local thermodynamic equilibrium (LTE) and 
stoichiometric [6]. LIBS plasma is often characterized by parameters such 
as the electron temperature and electron number density within the limits of 
local thermodynamic equilibrium. Various methods of obtaining plasma 
temperature and electron number density can be found in Singh and Thakur 
[1]. Plasma characterization reported here are with respect to the slag 
analysis. In Figure 1.6, Boltzmann plot method was used to determine the 
electron plasma temperature. Calcium lines were used so that electron 
impact parameter could be referred from Griem [33].  in the calculation of 
the electron density. The lines Ca(II) 396.84 nm, Ca(I) 430.25 nm and Ca(I) 
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443.49 nm used are reported in Table 3. The temperature obtained was Te= 
5994±280 K. Different ionization levels were used in order to avoid lines 
with close excitation energy. This is to limit the effect of varying spectral 
response of the apparatus, as well as to minimize the sensitivity to small 
fluctuations in emission intensity [32]. Electron density of laser-induced 
plasma ranges from 1016 to 1019 cm-3. The reported electron density was 
determined from Stark broadening [31]. The spectral line of Ca (422.67 nm) 
was fitted using a Lorentzian profile while the corresponding broadening 
coefficient at T=5000 oK was considered from Griem [33]. An average 
electron density Ne of 9.87x1017cm-3±4.67% and 9.01x1017cm-3±6.84% was 
observed for all samples. 

 
Table 3. Spectroscopic data of calcium for slag plasma 

 

Lines (nm) 
giAij Ei - Ej Xz KB w 

(x108s-1) (eV) (eV) (eVKെ1) (nm) 

Ca(II) 396.84 0.7 0 - 3.12 

6.11 8.62x10-5 

  

Ca(I) 422.67 6.54 0 - 2.93 4.84x10-4 

Ca(I) 430.25 2.72 1.89- 4.78   

Ca(I) 443.49 1.34 1.88- 4.68   

 

 

Figure 1.6. Boltzmann plot for electron plasma temperature. 
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QUANTITATIVE ANALYSIS 
 

Case of Slags 
 
Precise and accurate quantitative results of LIBS analysis are limited by 

the so-called matrix effect [12, 17]. Kraushaar et al. [34] observed that major 
elements in slag vary in a range of at least 10% (relative) and that these 
variations of analyte concentrations contribute to matrix effects. These 
observed variations ultimately affect the ablation rate thus increasing the 
fluctuation in the emission lines and reducing the sensitivity of the 
instrument. Many studies have investigated matrix effects and its possible 
remedies are using internal standards and multivariate analysis (MVA) [34, 
35, 36, 37]. In this study, internal standardization is used for univariate 
calibration with Ca and Si as internal standards whereas PLS-R calibration 
models are used for MVA by considering the spectral range for each element 
(Al, Ca, Fe, Si and V). Most results reported here are based on the first set 
of samples (S1 to S12). In order to confirm the trend of our results, a second 
set of samples (T1 to T4) with a different concentration range was used. Ten 
samples from set S were used for calibration and two for predictions. For set 
T, since only five sample are available, four were used for calibration and 
one for predictions. 

 

Univariate Simple Linear Regression (SLR) 
 
Univariate calibration curves for the two sets of data are shown in Figure 

1.7 where intensity ratios are plotted against concentration ratios. Ca and Si 
were used as internal standards. The correlation coefficients R2 range 
between 0.969 and 0.993. A reduced number of samples were observed for 
vanadium in order to obtain better linear regression curves. Only six out of 
ten samples from set S were used for V, while ten and nine were used for Ca 
and Si respectively and eight for both Al and Fe. The reduction of the 
number of samples used in the calibration can be attributed to the presence 
of outliers and the difficulties in minimizing shot to shot fluctuations in 
multi-elemental analysis. 
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Figure 1.7. Simple linear calibration plots. Sample set S (Top) and Sample set T 
(Bottom). 

 

Multivariate Partial Least Squares Regression (PLS-R) 
 
Figure 1.8 shows the PLS-R calibration models for Al, Ca, Fe, Si and V. 

It is observed that the R2 values are almost equal to 1, revealing a strong 
correlation between the predictions and references. With slopes tending to 1 
and validation (val) R2 close to the calibration (cal) R2, we can qualify this 
model as good enough for running our regression. Furthermore, calibration 
and validation best fits deviate very little from target line due to high value 
of R2. Likewise, in the SLR, a reduced number of samples for the PLS-R of 
V is also observed. 
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Figure 1.8. Partial least squares regression calibration curves. Sample set S (Left) and 
Sample set T (Right). 
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Analytical Figures of Merit 
 
To evaluate the figures of merit of LIBS measurements, predictive 

results from these two approaches are compared to those obtained by ICP-
OES. Measurement precisions and percent accuracy error are evaluated. An 
approximation of the detection limits were calculated. 

 
 

Comparative Results of Partial Least Square, Univariate 
Calibration Curves versus ICP 

 
Here, LIBS results are reported and compared to ICP. Predictions were 

done with sample S1, S7, S12 and T4. LIBS measurements were performed 
with SLR and PLS-R and reported as the mean value of five measurements. 
In general, the repeatability for the major elements in terms of relative 
standard deviation (RSD) outlined in Table 2 for SLR and PLS-R are 
consistent except for Al and Ca. In terms of accuracy, the percent accuracy 
error (Table 4) explains the deviation from the reference values. 

 
Table 4. Comparative LIBS and ICP results 

 

 LIBS LIBS 
ICP 

% Accuracy 
Error 

Confidence & Significance 
level 

(SLR) (PLS) (95%, 0.05) 

wt% SLR PLS t Statistic DF P value>|t| 

Al_S12 18.96±1.98 18.99±0.17 19.03 0.35 0.19 0.03 

 

0.976 

Ca_S1 6.13±0.28 6.01±0.05 6.01 2.03 0.06 1.12 0.327 

Fe_S1 5.16±0.20 4.78±0.26 4.85 6.44 1.53 2.11 0.102 

Si_S1 30.18±1.77 29.14±1.86 29.62 1.86 1.63 1.21 0.293 

V_S12 3.27±0.39 3.26±0.13 4.19 21.95 22.2 0.05 0.962 

Al_T4 11.21±2.10 10.11±0.20 9.68 15.83 4.4 1.26 0.277 

Ca _T4 5.39±0.34 5.12±0.07 5.25 2.58 2.57 1.94 0.125 

Fe_ T4 13.96±1.47 8.08±0.32 8.32 13.72 2.84 9.33 0.001 

Si_ T4 27.22±3.74 21.18±3.74 27.28 0.24 17.96 2.22 0.09 

V_ T4 37.85±10.49 36.67±8.84 46.65 18.87 21.38 0.2 0.854 
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From Table 4, the accuracy error of both quantitative approaches is 

within almost the same ranges (0.35-21.95%) for SLR and (0.06-22.2) for 
PLS-R. To compare the two analitycal approaches used, a paired-sample t-
test was performed within the 95% confidence level and significance level 
of 0.05 with results shown in Table 4 to find the significance of the 
difference of the population (number of measurements) means using SLR 
and PLS-R. The null hypothesis was (mean(SLR) - mean(PLS-R) =0). For the 
overall results, at the 0.05 significance level, the difference of the population 
means was not significantly different from the test difference (0) as the p-
values (Table 4) were greater than 0.05. This signifies that no appreciable 
statistical difference was observed using univariate SLR calibration with 
internal standard and the multivariate PLS-R except for Ca (S12), Fe (S12), 
Fe (T4) and V (S7). Using the reference values and the accuracy error to 
interpret the p-values for these, SLR performed better than PLS_R on Ca 
(S12) and Fe (S12) while PLS_R performed better than SLR on Fe (T4). As 
for V (S7) the paired-sample test could not be validated based on the high 
accuracy error with respect to the reference value. With the exception of V 
for which the accuracy error is about ±20% the reference value, variations 
observed are linked to the nature of the slag itself where concentration 
variations increase matrix effects; the use of internal standard and 
multivariate analysis have resulted in LIBS measurements for other elements 
with slight variation from ICP results. Simultaneous use of univariate 
calibration curves with internal standard and PLS regression in multi-
elemental matrix demonstrates the capability of LIBS as an alternative 
technique for analyzing gasification slags. 

 
 

Limit of Detection 
 
The limit of detection (LOD) can be calculated from a spectrum with 

lowest analyzed concentration where (LOD) is defined as 3CN/I. N being 
the noise calculated from the standard deviation of the background near the 
analyzed line; C is the concentration of the analyzed line; I is the intensity 
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of the analyzed line. Estimated limits of detection of Al, Ca, Fe Si and V are 
reported in (Table 5). 

 
Table 5. Estimated limit of detection 

 
Elements 
(S Sample) 

LOD 
(wt %) 

Elements 
(T Sample) 

LOD (wt %) 

Al(396.15) 0.167 Al(394.4) 1.31 

Ca(430.25) 1.201 Ca(442.54) 0.78 

Fe(432.57) 0.171 Fe(432.57) 1.92 

Si(390.55) 0.243 Si(390.55) 10.36 

V(292.46)  - V(327.61) - 

 
 

Case of Total Carbon in Soil 
 
The LIBS spectra of pelletized soil samples were recorded using various 

experimental conditions such as lens-to-sample distance, laser energy per 
pulse, gate delay, gate width, and sample rotation speed, which were all 
determined to be optimal for this study. These parameters were optimized to 
achieve the best signal-to-noise ratio and lowest possible relative standard 
deviation. 

 

Simple Linear Regression (SLR) 
 
Due to the spectral interference of the carbon line at 247.88 and Fe 

emission lines at 247.86nm and 247.95nm, the carbon line at 193.03nm have 
been used by Da Silva et al. [38] who reported this strong interference with 
Fe emission lines. If the selected analyte line has spectral interference due 
to overlapping or self-absorption, the correlation between the line intensity 
and analyte content will be overly complicated. In this study, the wavelength 
range of the spectrograph is from 200 nm to 975 nm. Due to this limitation 
of the spectrometer, the carbon line at 193.03 nm could not be used; 
therefore, the carbon line at 247.88 nm was used instead. To account for 
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interference with Fe emission lines, a different approach to the SLR method 
was applied. The total peak area under C 247.88 nm and Fe 247.99 nm was 
considered as a single peak area for C 247.88 nm and used in the analysis. 
The ratio of total peak area of C 247.88 nm with that of Fe 246.51 nm and 
Fe 247.48 nm (as a function of carbon concentration measured from the 
carbon analyzer) was used to develop the calibration curves. The peak area 
of each selected line was extracted from the spectral data of each pellet 
sample with the aid of a function provided in the Andor iStar software. 
Figure 1.9 shows the carbon pellet spectra of the present study and confirms 
the same choice for calibration. 

 

 

Figure 1.9. Spectrum of emission lines selected for LIBS analysis of total carbon. 

The LIBS data were collected on six samples that varied in carbon 
concentration from 2.43% to 9.74% to develop the calibration curves. The 
data from the 9.74% sample shows a lower intensity ratio value as well as 
strong saturation effects due to the high concentration of carbon. Zhang et 
al. [39] investigated the carbon concentration effects and reported that the 
intensity of the analyte line with higher carbon concentration emitted a much 
higher intensity than those of the lower concentrations. The calibration curve 
with the 9.74% sample data produced poor results due to the strong 
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saturation and self-absorption effects. To improve the calibration results, the 
9.74% sample was omitted from the data and the calibration curves were 
developed from the remaining samples (2.43% to 8.31%). Figure 1.10 shows 
the calibration curves for carbon using the SLR method; the error bars 
represent a single standard deviation. 

The correlation coefficients of the ratio of the C 247.88 nm line with the 
Fe 246.51 nm and Fe 247.48 nm lines were 0.996 and 0.993 respectively. 

The calibration data from both the C247ോFe246 and C247ോFe247 line ratios 

were used to predict the concentrations of the validation data. The 
uncertainties and RA% were calculated and are reported in Table 6 for 
comparison. 

 

 

Figure 1.10. Calibration plots based on line-intensity. 

Even though the R2 values of the SLR method with the ratio of both the 
Fe lines are almost the same, the uncertainty, here evaluated as the relative 
accuracy (RA) is used to select the best ratio lines. From Table 6, the ratio 
of the C 247.88 nm line with the Fe 246.51 nm line has an overall uncertainty 
better than that of the ratio of the C 247.88 nm line with the Fe 247.48 nm 
line for the validated data. Therefore, the calibration data for the C 247.88–
to–Fe 246.51 nm ratio was used for the analysis of an unknown sample. Data 
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was normalized to further improve the reproducibility of LIBS measurement 
and overcome effects such as shot-to-shot plasma variations. The absolute 
line intensities of all the C and Fe lines were normalized with the total 
plasma emission using the function provided by the Andor iStar software. 
However, there was no change in the SLR calibration data results. 

 
Table 6. Comparison between LIBS Analysis (SLR model)  

and Carbon Analyzer Data 
 

Sample 

C analyzer 
value (wt. %) 

LIBS value (wt. %) 

C 247/Fe 246 RA% C 247/Fe 247 RA% 

blank 2.43±0.05 2.49±0.44 2.41 2.56±1.24 5.44 

1 3.74±0.04 3.76±0.42 0.58 3.70±1.91 1.19 

2 5.22±0.14 5.40±0.69 3.31 5.26±1.85 0.76 

3 6.88±0.18 6.53±0.49 4.98 7.02±0.95 2.12 

4 8.31±0.07 8.50±0.84 2.33 8.74±3.68 5.22 

 
 

Multiple linear regression (MLR) 
 
To better account for effects such as saturation, interference, and random 

experimental errors, the MLR technique was employed. MLR can be a good 
approach to predict the unknown concentration if the elemental 
concentration can be well correlated with the intensity of a few spectral lines. 
However, this method can be inefficient or inappropriate if many spectral 
lines are needed or if there is significant collinear relation between the 
spectral lines. Therefore, the selection of analyte lines when employing the 
MLR is very important [27, 40, 41]. To avoid such setback in our analysis, 
the ratio of C 247.88 nm lines with Fe lines (246.51 and 247.48 nm) was 
selected for the linear regression. The correlation coefficient obtained was 
0.996 and uncertainty and RA% values for validation data using the MLR 
model are given in Table 7 for comparison. 
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Table 7. Comparison between LIBS Analysis (MLR model)  
and Carbon Analyzer Data 

 
Sample C Analyzer Value (wt.%) LIBS Value (wt.%) RA% 

blank 2.43±0.05 2.54±0.43 4.47 

1 3.74±0.04 3.55±0.62 5.14 

2 5.22±0.14 5.13±0.55 1.72 

3 6.88±0.18 6.96±0.31 1.28 

4 8.31±0.07 8.38±0.70 0.86 

 
Results, reported with Carbon Analyser and LIBS are expressed as the 

measured values ± the uncertainty. The uncertainty and RA% values from 
MLR model for most of the samples improved when compared to the SLR 
model output. The ability of LIBS to produce accurate quantitative data with 
the calibration models was tested by examining the LIBS spectra of an 
unknown sample under the same experimental conditions. The uncertainty 
and RA% value for the unknown sample when using the SLR method with 
a ratio of the Fe 246.51 nm lines and MLR calibration methods were 
acceptable and within their limit.  

 

Comparative Results of LIBS and C Analyzer 
 
The calibration results for the unknown sample for both the SLR and 

MLR models are reported in Table 8 for comparison. 
 

Table 8. Comparison between LIBS Analysis of SLR and MLR Models 
and Carbon Analyzer Analysis for Unknown Sample 

 
C Analyzer Value  
(wt. %) 

SLR MLR 

Value (wt. %) RA% Value (wt. %) RA% 

5.75±0.11 5.50±0.71 4.26 5.34±0.51 7.10 

 
The MLR model provided better uncertainty and RA% results for most 

of the samples used for the validation data as compared to the SLR model. 



Laser-Induced Breakdown Spectroscopy 27 

In the case of the unknown sample, the MLR model gave better uncertainty 
values than the SLR model. The accuracy of the MLR model can depend on 
the analyte lines and combination of lines chosen; the best results for the 
available lines are reported here. 

 

CONCLUSION 
 
In this chapter, spectrochemical analyses of gasification slags and total 

carbon in soil using laser-induced breakdown spectroscopy have been 
discussed. The powder samples were prepared using pellets and double-
sided tape on glass slide. In the case of measuring total carbon, quantitative 
analyses were performed using simple linear regression (SLR), multiple 
linear regression (MLR) and results compred with those of a Carbon 
Analyzer. Simple linear regression (SLR) and partial least square regression 
(PLS-R) were used for slags and results compared with those of ICP-OES. 
Internal standard was used in univariate (SLR) calibration curves to 
minimize the shot to shot variation in plasma. The correlation coefficient is 
often the first parameter used to evaluate how two entities relate. The higher 
(above 0.90) this correlation coefficient, the stronger their interrelation. 
However, this is just a necessary but not sufficient condition. Although the 
calibration curves in this study give correlation coefficients greater than 
0.95, it is worth performing predictions and evaluating the accuracy error in 
order to draw further conclusion of the methods used. From the slag analysis, 
the paired-sample t-test within the 95% confidence level yielded p-values 
greater than 0.05, meaning no appreciable statistical difference was observed 
between the SLR with internal standard and the multivariate PLS-R for most 
of the analytes. It follows that in LIBS analysis, besides its inherent 
dependence on experimental setup, quantitative results also depend on the 
element of interest, the choice of the selected lines and the data analysis 
approach. Thus, the simultaneous use of univariate calibration curves with 
internal standard (intensity ratio) and PLS-R in multi-elemental analysis can 
help reduce the matrix effect of slags associated to their high variation in 
concentration. The results also show that LIBS can be successfully applied 
to quantitative measurement of total carbon in soil with a relative accuracy 
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better than 5%. The MLR model gave better uncertainty values for most of 
the samples in comparison. 
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