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OBJECTIVE TECHNICAL APPROACH THE ENSEMBLE BMA OR SHRINKAGE?

1-week ahead ensemble predictions

Develop methods that use observational data to — The key to reconciling N conflicting model predictions The Models SFBay Area flu; 2011:2012 season : S i :
reconcile conflicting predictions generated by an fn(t) for time t is to consider the ensemble prediction to + onsercaons S
. _ _ g8 |[— :
ensemble of disease models be a weighted mean of the model predictions Ensemble of 5 models 8 = ARMAX o GFT : "
_ R - Network (L A Meyers) i
— Improve forecasting of influenza in the San Francisco Bay — Y (t) = 3, a, fa(t), where a,, are weights that sum to 1 -2 SI_EIR_ m.odels driven by EnKF, g - i - $
Area (SFBA) assimilating ILI+; one also =g A
— a,, are estimated so that Y(¢"$)(¢t) is similar to observations assimilates humidity : S L T
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— Use ILI+ derived from Google Flu Trends (GFT) available at y (©bs) (¢) £ g o R
oer 9 (GFT) : — 1 ARMA and 1 ARMAX model, also
SFBA cities; also meteorological data (from National Land fitted to ILI+ ARMAX al 3 g
- 7 Weights of the models (LASSO)
Data Assimilation System) — Or we can formulate the problem to keep all models but itted to ’ also uses N R —— BMA-ed ensemble fits the data
severely down-weight the ones that do not contribute to Google Flu Trends o P e | better than the one from shrinkade
— Use an ensemble of 5 models with very different underlying predictive skill e.g., via Bayesian Model Averaging 0 5 2 2 ; 9
: : . — 1 network model | .
modeling assumptions & techniques Weeks since 2011-12-11
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o Requires some observational data rinkage only removes < modeis
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— Poor performance could be
caused by lack of data to get a

— The formulation of the estimation problem can be

BACKGROUND designed to remove redundant/correlated models and data RESULTS [
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streams e.g. via shrinkage g
_ There are a Iarge Variety Of disease models; many are O UserI If we Iack observational data N 1-week ahead ILI+ forecasts and BMA (SF Bay Area) N 1-week ahead ILI+ forecasts and BMA (SF Bay Area)
represented in the Biosurveillance Ecosystem (BSVE) 2T R R
. . . Bayesian Model Averaging (BMA) Observed data | A g | S CONCLUSIONS
— Diverse data streams, and not just public health data, can be I\gc_m:?l
. . predictions £ £ e
used to track disease outbreaks o J - 8 8-
— Assume that model predictions We h s thod based BMA t 'I
o E.g., ones derived from logs of web searches (Google Flu fn(t) are actually means of a ; 2 : g — We .av.e a pre |m|nar¥ rrle od based on o reconcile
-9, g g e 21, : S b : S conflicting model predictions
Trends), Twitter posts etc. Gaussian distribution G(f,(t),07); 0 7 P . £l
variance c* is unknown : < 1 < £ BMA performs better than estimating the weighted
' | ’ e S —
— Data alssmllatl(?n systems e.g., ensemble K.alman filters and VOB ()~ S @ G(F. (D), 02) is a Case counts = e l , . 4 o . . . . ensemble via shrinkage
Bayesian techniques have been used to calibrate these n nitJ ‘ . o - o M . o - o e o
models to observational data draw from a mixture of Gaussians ) Waeks ster 2010.10.51 Waoks st 911121 — No model dominates; certain models perform better than
W " h . h Mixture of Gaussians others in a given season
— Despite being calibrated to data streams, these model — We seek a;, that maximizes the — — BMA forecast much closer to the CRPS; 1-week ahead ILI+ forecasts and BMA
: . : ikali (obs)
ensembles prOVIde CO“ﬂICtlng forecasts for a given outbreak Ilkfllh;Od (I)f tge f:lraEws Yt ; (t)’ N Observed data than the % — S|mp|er models do not necessar"y perform better, even
I:II T s:? vedvia Expectation individual models s | during the early epoch of an outbreak when data is limited
— The reasons are: aximization 5 — Prediction uncertainty (error *
_ _ o _ Case counts bars) much tighter than the o E7 — Relative importance of a model can change as a flu season
o Shortcomings / quality of the calibrating data Shrinkage scatter in the ensemble - o s progresses.
o Relevance of the modeled epidemiological processes in — Fit the ensemble to data (estimate «,,) by shrinkage — Continuous Rank Probabllity g
the given outbreak Score (CRPS) of BMA-ed )
. (obs) 2 ensemble smaller than raw : /_\—\ Ack led ¢
min Ylous)(t) — a t + Al cKnowieagements
o Redundant data streams and/or models that provide no n | (&) = Znan fu(®)l, + Alenlls ensemble °1 T g
new information to the ensemble — Different models get up- T L
1 A ensures that many o, get driven to zero; optimal A _ : _ Weeks after 2011.12.11 The project is supported by DTRA contract CBCall14-AMD3-CBA-
_ o weighted during different flu 06-2-0029
So, how do we improve the ensemble? determined by cross-validation. Use LASSO to do so
Weights of the models (Growing window) Weights of the models Refe rences
— ldentify and remove the data streams & models that are Test case . :
redundant - - * A. E. Raftery et al, “Using Bayesian Model Averaging to Calibrate
— Improve forecasting of influenza in the SFBA using an ) ) Forecast Ensembles”, Monthly Weather Review, 133.5, 2005: 1155-1174.
— Up-weigh the more predictive models (all models are not ensemble of 5 models o e o e R
- - & —— EnKF + SEIR w/ humidity & —— EnKF + SEIR w/ humidity
equal, in a given outbreak) : o ARMAX W/ GFT : . ARMAX W/ GFT
— Data: ILI+, derived from Google Flu Trends multiplied by s Agent based < Agent based For additional information, please contact:
' ' “ ” ' % of ILI cases testing positive for flu. Use 2010-2013 data
© :bVIOUS|y, we will need “ground truth™ l.e., observational ° gp ~ - Jaideep Ray, Sandia National Laboratories, jairay@sandia.gov
ata ° °
o Randomly Split data equa"y into a set for training o o | . Sandia National Laboratories is a multi-mission laboratory managed and operated by Sandia
— Given data, also provide “error bounds” for each model individual models and another for model averaging T . N N A Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of
T Energy’s National Nuclear Security Administration under contract DE-AC04-94AL85000.
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