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Sandia ARM R&D Overview

 Sandia's ASC Advanced Architecture Testbed project
 For co-design early access to new architectural features is critical 

 Positive ROI for the pain associated with early hardware & immature 
software

 ARM testbed experiences – with Cavium and HPE’s permission to share 
Pre-production measurements

 Architectural Simulators
 Structural Simulation Toolkit (SST), Open architectural simulation 

framework

 Open Source, Open Development, catalyst for collaboration that can 
be proprietary

 Links to Sandia/DOE's experience with application drivers

 Sandia is responsible for the NNSA/ASC's first large scale
ARM platform
 Overview of key requirements targeting 2019
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Memory Bandwidth Intensive Kernels
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Compute Intensive Kernels
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Full Engineering Applications on ARM

 Sandia has been actively working on 
libraries and packages for its ARM 
systems
 Math Libraries/Kernels (Trilinos)

 I/O Libraries (Exodus Mesh)

 YAML

 Ported Sandia’s open-source Trinity 
acceptance application to ARM
 Representative of some SIERRA engineering 

applications

 Complex mesh handling, load balancing, 
solvers etc
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SST in a Nutshell

 Use Supercomputers to Design Supercomputers

 Parallel Discrete-Event Simulator Framework
 Flexible framework allows multitude of custom simulators

 Demonstrated scaling to over 512 processors

 Comes with many built-in simulation models
 Processors, Memory, Network

 Open API
 Easily extensible with new models

 Modular framework

 (Non-Viral) Open-source core

 Time-scale independent core
 Handles Micro-, Meso-, Macro-scale simulations

 “Best of Breed” – Bring together work from Labs, 
Industry, Academia

7

SST::Component SST::Component

SST Core

Configuration

Partitioning

Link

Event

Instantiation
Time Coordination

Parallel Communication

http://sst-simulator.org/



Example SST Element Libraries
 memHierarchy - Cache and Memory 

 cassini - Cache prefetchers

 DRAMSim - DDR

 NVDIMMSim - Emerging Memories

 ariel - PIN-based Tracing

 m5C - Gem5 integration layer

 ember - State-machine Message generation

 firefly - Communication Protocols

 hermes - MPI-like interface

 merlin - Network router model and NIC

 scheduler - Job-scheduler simulation models
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Detailed Memory ModelsDetailed Memory Models

Dynamic Trace-based Processor ModelDynamic Trace-based Processor Model

Cycle-based Processor ModelCycle-based Processor Model

High-level Program Communication 
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High-level Program Communication 
Models

Cycle-based Network ModelCycle-based Network Model
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SST Use Cases
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Goals of NNSA/ASC ARM Platform at Sandia

 Key Requirements for this 2019 Platform

 Prototype for future leadership class DOE platform

 Competitive HPC 64 Bit ARM processor technology

 Integrated On-package Memory

 First of a kind, Advanced Interconnect technology

 Large focus on maturing the ARM software ecosystem

 Opportunities for proof of concept innovative test hardware

 Logic in NIC to improve interconnection network performance electrical or optical

 Logic in/near memory to support sparse linear algebra acceleration
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