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Abstract

We present the results of an experimental study on e*e™ pair production during
the collision of a low emittance 46.6 GeV electron beam with terawatt laser pulses
from a Nd:glass laser at 527 nm wavelength and with linear polarization. The exper-
iment was conducted at the Final Focus Test Beam facility in the Stanford Linear
Accelerator Center. Results with a 49.1 GeV electron beam are also included. A
signal of 106 X 14 positrons for the 46.86 GeV electron beam case and of 22 4 10
positrons for the 49.1 GeV case above background, has been detected. We interpret
the positrons as the products of a two-step process during which laser photons are
backscattered to high energy gamma photons that absorb in their turn several laser
photons in order to produce a ete” pair. The data compare well with the existing
theoretical models. This is the first observation in the laboratory of inelastic light-
by-light scattering with only real photons. Aliernatively, the data are interpreted as
a manifestation of the spontaneous breakdown of the vacuum under the influence of

an intense external alternating electric field.

vi
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CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction

1.1 Physical Motivation

Quantum electrodynamics (QED) has been tested extensively in the weak field regime,
where the theoretical perturbative methods lead to results that agree to a fantastic
accuracy with the measured data. In the case of strong fields the application of
ﬁertnrbative techniques is of limited applicability and the different processes can be
treated only within a semi-classical theoretical frame. This strong ficld region has
traditionally been defined as the one for which external electrostatic fields approach
or exceed the QED critical field strength

Equ=m’fe=132x10" V/em (A=c=1) (1.1}

which is defined as the field for which the energy gain of an electron, when accelerated
along a distance equal to its Compton wavelength, is equal to its rest mass. Devel-
opments in intense “table-top™ laser technology, allow short light pulses'to achicve
ficld strengths of the order of ~ 10'' V/em over a small focal spot area. Such a
laser, employed in an experiment at the Stanford Linear Accelerator Center (SLAC),
achieved a peak ficld strength of 3 x 10'® V/em. In the rest frame of a 46.6 GeV

electron, as provided by the two-mile long linac at SLAC, and for head-on collisions,
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In fields of this strength various nonlinear effects become dominant.
The production of e*e™ pairs during the scattering was of two real photons was
first considered by Breit and Wheeler:

wy +wy — ete” ‘ (1.2)

The cross section for this process was calculated to be of the order of #r3, where rq
the classical electron radius [1]. Notice that this interaction differs from the Bethe-
Heitler process which involves one real and one virtual photon from the ficld of the
nucleus [2]. Interaction 1.2 has never been observed in the laboratory, although it
is believed to occur in astrophysicel processes [3]. Already in their paper Breit and
Wheeler commented on the hopelessness of observing such a process in the laboratory,
due to insufficient photon densities available experimentally and the smallness of the
cross-section.

The availability of strong external fields provided by intense lasers, led to a re-
consideration of the Breil-Wheeler process by Reiss [4] and others {5], [6]. It is clear
that energy conservation dictates that the minimum center-of-mass (CM) energy of
the interacting photons for the production of one pair, must be at least 2m = 1
MeV. This obviously precludes the production of a pair by two colliding laser beams.
Nevertheless sufficient CM energy can be achieved if the laser beam interacts with a
very energetic photon beam, like the one produced by the backscattering of the laser
beam off a high energy electron beam. For a green laser with wavelength A = 527 nm
{2.35 eV), 2 minimum gamma energy of 111 GeV is necessary. Even at SLAC with
& 46.6 GeV clectron beam, the maximum energy of the backscattered gamma from a
527-nm laser is only 29.2 GeV. But in strong electromagnetic fields, as the one that
the laser mentioned above can deliver, the initial states for the production of a pair,

can involve more than one laser photon [4] and in fact the number of the interacting

CHAPTER 1. INTRODUCTION

photons becomes very large as the dimensionless invariant parameter 7 defined as,

n= B‘/—(AVA") - eErms (h —e= l) (l.:

m muwy

approaches or exceeds unity. In Eq. 1.3 wy is the laser laboratory energy, &m,
the root-mean-square of the electric field of the laser, A* is the 4-vector potenti
and m, e are the mass and charge of the electron. For the peak electric field
3% 101 V/em => £ = 2.2 x 10" V/em, for a 527-nm laser, 7 22 0.36.

Therefore the pair production can be viewed as the result of a two-step proces
first the interaction

€ +nuwy — e Fuwy (1

necessary to produce the high energy backscattered gamma w, takes place and it
followed by

Wy + wy —+ cte” (1.

which can be considered as the generalization of the single photon Breit-Wheel
process. For a 29 GeV gamma and a 527-nm laser, this last intcraction becom:
accessible for n > 4 photons. The two processes can take place at two differe:
interaction regions; in the first region the high energy gammas are produced ar
are then transported to the second region where the pairs are produced. They ct
also happen within the focal region of a single laser, where the energetic gamm:
produced by the first intcraction (by multiphoton Compton scattering) can intera
with n laser photous, while still inside the laser focus, and produce pairs. In fact, t]
latter configuration is the one used to interpret the observed positron data reportt

in this thesis. A possible background source in this case is the process
€+ nuwy —— eete” (1.

to which we refer as the trident process. For a 527-nm laser the trident proce

requires 12 > 5 laser photons colliding with a 46.6 GeV electron beaw.
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Figure 1.1: Schematic of the experimental setup.

In the case where the process of Eq. 1.5 involves many laser photons simultane-
ously, we can consider it as an interaction with the field as a whole and not with
individual quanta. Then we can interpret. it as a barrier penetration process, where
virtual e*e™ pairs become real when they are spatially separated by the external field
with the expenditure of energy. The potential energy necessary for this is e£Al > 2m
and for Al of the order of a Compton wavelength, it leads to the value of the critical

QED field strength. The probability for penetrating a barrier with “thickness” Al is

given hy
2

P ~exp (—fe%) = exp (-%) (h=c=1) )

where
T =€ /Ei (18)
an invariant and dimensionless quantity; £* is the ficld as seen in the pair rest frame.

These reactions will be discussed extensively in the following chapter, while the final

comparison with the measured data is given in the last chapter of this thesis.
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1.2 Experimental Overview
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Figure 1.2: Schematic of the FFTB dumpline, where the E-144 experiment is located.

The experiment (SLAC,E-144), was carried out in the Final Focus Test Beam (FFTB)
line at the Stanford Linear Accelerator Center (SLAC). FFTB is a prototype beam
line designed to study the focusing of high energy electron beams down to 50 nanome-
ter spot sizes, which is one of the major challenges that need be addressed in the Next
Linear Collider (NLC) desié,n {7). The exact Jocation of the E-144 experimental setup
is the FFTB dump or extraction line. A schematic of the magnets in that line is
shown in Fig. 1.2. Fig. L1 shows the layout of the detectors and diagnostics nsed
during the data collection. The electron beam is brought down to theinteraction
region (IP), which is located 12 m downstream of the FFTB Final Focus (FF), and
is focused to a roughly 25 gn x 35 um spot size, A set of 20 pm thick Al wires are
used to measire the electron beam spot sizes at the IP. Electrons of energy 46.6 GeV

or 49.1 GeV in 7 ps FWHM bunches containing 5-7 x10° electrons, were delivered
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to the IP. The tuning of the electron beam and measurement of the beam size are
described in more detail in chapter 3.
476MHz from linac
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Figure 1.3: Overview of the laser system.

The Jaser is a Table Top Terrawatt (T3) laser, that operates at a 0.5 Hz repetition
rate. A schematic of the laser is shown in Fig, 1.3. It can deliver pulses at wavelength
A = 1054 nm, or after frequency doubling at A == 527 nm (green) {8]. The polarization
of the lasex beam can be chosen to be either linear or circular, using a liquid crystal
polarizer. Both IR and green laser pulses have been delivered at the interaction point,

with maximum energies of 2 J and 1 J respectively. The laser pulse is focused down
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to 2 times its diffraction limited area for the IR case, and 4.7 times for the green case,
while the pulse lengths achieved are 1.5 ps for both wavelengths. Intensities above
10'® W/cm? at the laser focus have been achieved. The laser is based on the Chirped
Pulse Amplification (CPA) technique and consists of a modelocked Nd:YLF oscillator,
a Nd:glass regenerative amplifier, a two pass Nd:glass rod amplifier and finally a
flashlamp-pumped Nd:glass slab amplificr. Synchronizing picosecond long electron
and laser pulses is challenging and is achieved by full utilization of the accelerator’s rf
structure. The laser system, along with the timing of the two beams and their spatial
alignment, is described in detail in chapter 4.

After passing through the interaction point, the electrons continue downstream
through the FFTB/E-144 spectrometer, which consists of 6 permanent bend magnets
{dipoles), with a mean field of 0.5 T. Four much weaker dipoles, are positioned around
the IP, in order to reduce synchrotron radiation backgrounds in the forward direction.
The arrangement of all the dipoles is shown in Fig. 1.2. Electrons and positrons exit
the spectrometer and are detected by two silicon calorimeters positioned as shown in
the figure. The tracks followed by charged particles, produced at the interaction point
are also shown. The two calorimeters, referred to as ECAL and PCAL, are of similar
construction [9). They consist of alternating layers of silicon and tungsten. Each layer
in ECAL is divided into 12 rows and 4 columns, resulting in 1.6 x 1.6 cin’ active
area pads. The longitudinal layers are grouped in 4 segments. In the case of PCAL,
only 8 rows are used. In addition to the two calorimeters, an array of monitors and
counters is also installed. The complete layout is shown in Fig. 1.1. Two monitors
detecting electrons from nonlincar Compton scattering are located in front of ECAL;
they intercept second- and third-order Compton scattered electrons, and are referred
to as the N2 and N3 monitors. The monitor signals are used for the reconstruction
of the la.sc.r intensity parameter 7, as dmribeci in chapter 6. Both monitors are gas-
Cerenkov detectors, due to the fact that this type of detectors is less sensitive to

background radiation. Of similar design are the so called linear monitors {10]. There
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Figure 1.4: Schematic of a typical' E-144 calorimeter.

are two types of linear counters, the ones that look at forward propagating Compton
produced 7y rays (CCM1), and the ones that look at Compion scattered electrons
with two distinct energies 31 GeV (EC31) and 37 GeV (EC37). The linear counters
are important during the first stages of the experiment, where laser-electron collisions
are established. The electron linear counters, are also used in the estimates of 7. All
the detectors mentioned above, are described in chapter 5, both in terms of their
technical design and also in terms of their calibration and signal reconstruction.

A pair spectrometer based on a dipole magnet with maximum transverse kick of
Py = 250 GeV, is located ~ 46 m downstream of the IP in the forward 7 line, and
is used to detect e*e” pairs from converted Compton v's. The dispersion is in the

horizontal plane and the particles are detected by using silicon CCD detectors. A
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Figure 1.5: Schematic of the CCD + detector.

schematic of the CCD detectors is shown in Fig. 1.5. There is a total of 8 CCD
detectors arranged in 4 pairs. The first is about 7 mm away from the photon beam,
while the other three are 13 mm away, Eackh CCD consists of 770 x 1150 pixels, and
gince the active arca per CCD is 17 mm x 26 mm, we get a pixel size of ~ 20 um,
with a resolution ¢ < 10 gm. More details about the data collected with the CCD’s
are given in Appendix 3. A silicon calorimeter at the cnd of the gamma line is used
as a redundant photon monitor.

The triggers for the experiment are provided by a single PDU which is tunable
both in time delay and in repetition rate, and is synchronized with the fiducial of the
accelerator rf, The primary trigger is 10 Hz, which is subsequently subdivided to0 0.5
Hz to provide the laser trigger, and to a “3 Hz" trigger that fires every 200 ms, 400 ms
and 2000 ms. The events collected are classified as data events (laser ON), when both

the Jaser and electron beams are present, backgroind events when only the electron
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Figure 1.6: E-144 Trigger Logic.

beam is present, and pedestal events, useful for the measurement of electronic noise
in the detector signals, when no beams are present at all. We collect twice as many
background events as data events. A schematic of the trigger clectronics is shown in
Fig. 1.6. The moderate event rate and data volume, allow for an inexpensive data
acquisition (DAQ) solution, based on IBM compatible PC’s connected by a local
ethernet using the standard TCP/IP protacols. The main part of the DAQ system
consists of a back-end (BE) computer and several front-end computers (FE). The
back-cnd controls and synchronizes the DAQ and provides the interface to the user,
while the front-end computers collect the data and respond to command messages sent
by the back-end. A third computer type are the display computers that provide for
on-line monitoring of the acquired data. A schematic of the data acquisition system is
shown in Fig. 1.7. Once a trigger signal passes through the logic, further triggers are

blocked, until the logic is reset by a ready signal from the back-end computer. Upou
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Figure 1.7: Schematic of the E-144 data acquisition system.

recciving a trigger signal, each front-end computer collects its assigned set of dat:
and transmits them over the ethernet to the back-end, where the data are assemblec
and stored to disk. Disks of 2 GByte capacity can be used for data storage, allowing
for more than 10 days of non-stop running. The back-end broadcasts the collectec
data to the display computers, as soon as it finishes processing the event. One display
computer is normally installed in the accelerator’s control room for use during the

beam tuning.
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Chapter 2

Theory

In this section the theoretical aspects of concern in this thesis are discussed. Where
useful some quantitative examples of important parameters, based on the experimen.
tal conditions, are given. In the first section the description of an electron inside an
external field is given and the parameter n first presented in the previous chapter,
is formally introduced. Following that an extensive discussion of the multiphoton or
nonlinear Compton scattering is done, where the cross sections and the event rates
are explicitly derived. This is due to the fact that the subsequently discussed multi-
photon Breit-Wheeler pair production is related to the nonlinear Compton scattering
by crossing symmetry. In the last section of this chapter, the alternative barrier
penetration picture of the pair production, which we also ‘tend to call spontaneous
vacuum breakdown, is finally discussed. An understanding of both the photon and
the vacuum breakdown pictures is important, since the measured data are compared
to the predictions of both.
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2.1 Notation and Units

In the calculations presented in this chapter we use the natural system of units for

which A = ¢ = 1. In order to go back to the CGS system of units recall that
he=197.3MeV-fm, 1fm =107 cm (2.1)

The classical electron radius, which we will very often meet in the subsequent formu-

lae, is 2
€ a 1 1673 MeV - fm ~13
= e—— IR = = 2. -2
To 4xm m 137 0511 MeV 2.82x 1077 em (22)

Similarly the Compton wavelength of an electron is

A= — = =386 x 107" cm (2.3)
To derive cross sections in the normal units of area, we note that

1(GeV)?= (ho)”

=HGVyE " 039mb, 1mb =10 cm? (2.4)

For 4-vector products we use the metric g,, = (1,—1,—1,—1). Then the dot

product of two 4-vectors a and b is defined as:

{ab) = a,b" = aghy — ab agby — a1by — G2by —~ asbs

agby — a;by - ayby - a;b, (2.5)

where we denote rcgular 3-vectors as @ and b. The notation (ab) is used throughout
this chapter for d-vector dot products. For a particle with 4-vector momentum p,, =
(E| i’) = (E) PL P2 p3)| we have

P=E—(=m T (206)

where m is the rest frame mass of the particle.
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2.2 Free Electron in an Intense Laser Field

2.2.1 Classical Analysis

‘The motion of & free electron in a plane electromagnetic wave is a well known problem
in classical physics. The so called steady-state motion of the electron in the field of

such a wave, can be easily calculated in the frame where the electron is on average

at rest [12]. The calculation is further simplified if we consider a circularly polarized -

plane clectromagnetic wave [11]. For such a wave the electric and magnetic field
vectors £ and B3, have a constant amplitude and rotate at the angular frequency w of
the wave, on a plane perpendicular 10 the direction of the wave propagation. In such
a wave the electron motion is circular with angular velocity w, and with the electron

velocity ¥ parallel to the magnetic field vector B. We can then write,
pPiw = e (2.7)

where p) the transverse component of the electron momentum, inside the field of the

wave. Allowing for the possibility of relativistic velocities, py can be written as
pL =ympfy,

with 7 the radius of the circular clectron trajectory. We can now define the quantity

7 as:

=g = 6P
nEqh = = (2.9)

Using Eq. 2.9, we can rewrite the rclativistic quantities y and 3, as:

y=y1+7* and By =n/\l1+4? (2.10)

The radius of the electron’s circular trajectory cau be easily derived from Eq. 2.7 and
Eq. 2.8 and is:
e

r= 3
ymw

(2.11)

BL=vi =wr (2.8)

o'
o

or since w = 2x/),

7 A A \
re= mz_sﬁ (2.12)

Here ) is the wavelength of the electromagnetic wave. It is convenient to redefine the

parameter n as
2 _ e}

K )

(2.13)

where the average is taken with respect to time. Clearly 7 is a dimensionless param-
eter.
The quantity i can be directly related to the laser intensity I. The intensity of a

traveling electromagnetic wave is

I=uc (2.14)
where u the energy density of the electromagnetic field. It can be written as
u= }-eoé" + -1—32 (2.15)
2 2u0

with g9 and g the permitivity and permeability of the free space respectively. Using
the definition of the speed of light

1
Voo

and the fact that for an electromagnetic wave £ = B/c, we can finally rewrite the

I =eo€% = ‘/ge’ = %;5’ , (2.17)

The quantity Z is called the vacuum impedance and has the value Zy = 377 £2. Since

c=

(2.16)

laser intensity as:

£ is the instantaneous electric field, it will be more useful if we average Eq. 2.17 over
time. Then we find ,
(2.18)

1 1
(I) = 'Z';(ez) = Zgzms
and substituting in Eq. 2.13, we get finally:
7? =3.65x 107*IA? for I in W/em? and A in gm (2.19)
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As an example for peak laser intensities at the focus of ~ 1.3x10'® W/cm?, which have
been reached during the E-144 data runs using a green laser pulse with wavelength
A = 527 nm, we can find from Eq. 2.19 that =< 0.36.

One important consequence of the above analysis, is that a free electron executing
a relativistic motion inside the electromagnetic field of a plane wave, appears to have
an “increased” mass. This can be easily seen. The total energy and the rest mass of

an electron, are related to its momentum through the expression
m? = B2 —p? (2.20)
In general p* = p} + p} and so this last expression becomes:
m'=E~pj - pi (2.21)
Using Eq. 2.9, we get: '
m? = B — pj — ’m” => B — pf = m*(1 + %) (2.22)

What this last relation implies, is that the clectron does not appear to exccute any
transverse motion with frequency w, but instead it behaves as having an effective
mass '

m=myfl+19° ‘ (2.23)
We will refer to this mass “increase” as the mass shift. Although the mass shift has
been derived here classically, it has first been noted in the solutions of the Dirac
equations for free electrons in a plane electromagnetic wave, We will examine this
last statement in more detail in the next section.

Up to this point we have treated the electron motion assuming the clectron initially
at rest. This is not a realistic assumption, since an electron at rest will be expelled
from the strong field region of the laser focus by the ponderomotive force [13]. There
is a very strong analogy to the reflection of low frequency light off an clectron plasma.

From the dispersion relation for light in a plasma we have

w? =4 4wl (2.24)
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where w, the plasma frequency. The photon inside the plasma has an effective mass
miy = (heo,)? (2.25)

Photons with frequencies w < w, will not penetrate into the plasma. In the case
of an electron in an intense photon field, we have seen that its mass increases by
Am? = 5?m?. If we consider the photon field as some kind of a photon plasma, then
the quantity nm/h plays the role of the plasma frequency. In this case electrons with
initial momenta less than 4m, or equivalently, initial velocities such that 48 < 1, will
be expelled from the photon field. Therefore we need relativistic electrons in order
to probe intense photon beams.

2.2.2 Quantum Mechanical Analysis

Dirac's equation for an electron moving in a planc clectromagnetic field can be solved
exactly {14]. For our presentation here we follow [15]. We start from Dirac's equation

for a plane electromagnetic field with a 4-vector &* (k* = 0):
lrlp — cA) = mlp =0 (2.26)

Here A* is the 4-vector potential which depends on the 4-vector coordinates only
through the combination )

¢ = (kz) (2.27)
so that we can write:

At = A(9) {2.28)

Throughout this section we assume that the 4-vector potential satisfies the Lorentz
gauge condition,
O A" = k A¥ =0 (2.29)

the prime denoting differentiation with respect to ¢. Since differentiation of A with

respect to ¢, veturns A multiplied by some constant in front, we can omit the constant
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and rewrite the Eq. 2.29 as
kA=0 (2.30)

Eq. 2.26 can be brought to the more useful form
[(p - eA)? — m? — %icF,,,,o‘"’}:[; =0 (2.31)
where F,, the field tensor,
Fy = kA, ~ kA, (2.32)
and oy, the antisymmetric matrix 4-tensor
1 ¥
ow = 5(r*7" ~77) (2.33)
We assume solutions of Eq, 2.31 of the form,
v =e""F(¢) (2.34)

p being & constant 4-vector. Without any loss of generality we can impaose on p the
condition

p? =m? (2.35)

In other words p is the electron 4-momentum vector, when the field is removed.
Substituting 1 in BEq. 2.31, with the expression in Eq. 2.34, we can solve for F(¢),

F= “”"{"fo [(kp)"”" 2(@),,2] d¢*c(§t3ch)} ¢(§po) (2.36)

where u/ ,/(Zpo) is an arbitrary constant Dirac spinor. Taking into account the fact

that all the higher than the first powers of (yk)(vA4), arc zero we can expand the

second term of the exponential and find,

o () < 1 ot (237)

Using this in the expression for F{g), we can write the solution ¥ as:

— i$
P = [ 2(1‘?)(%)(7,4)] mc (2.38)
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with
§ = —pz— j'" £ pA) — =7 4s (2.39)
' o {(kp) 2(kp) ’

The solution must satisfy the free Dirac equation at time ¢ = —00, when the wave is
switched on and since A = 0 when kz — —oco. That means that u must satisfy

(yp-mlu=20 (2.40)

Thus u = u(p) is the same &s the bispinor amplitude of a free electron.
If we define the kinetic momentum operator a3 p — eA4 = 19 — eA, then its expec-
tation value is:
P~ AN = $1(p, - eA)P (241)
A direct computation of this last expression gives us:
e(pA) &*A?
oA ( ((Zp)) 2(kp)
The time average of the 4-vector, denoted by ¢*, in Eq. 2.42is

) + terms with odd powers of A# (2.42)

92 ( Aa)
2(kp)

We will call the 4-vector ¢* the quasi-momentum 4-vector. Defining the “effective

¢ =p-

(2.43)

mass” m, of the electron in the field as ¢2 = m?, we find that

o= m‘h - e’fn’f) (2.44)

Introducing the parameter 72 = ~¢?{A%)/m?, we can rewrite Eq. 2.43 and Eq. 2.44

as:

2

my1+7? {2.46)

It is clear from the last expression that the dimensionless parameter 7 is a dimension-

i

m

less Lorentz invariant. In fact the expression for the electron mass inside the field,
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has exactly the same form as thc. one we derived from purely classical arguments in
the previous section. Through the quantum mechanical description, the mass shift
comes in quite naturally, as a direct consequence of the solution of Dirac’s equation.
Using the quasi-momentum ¢” we can show that the normalization condition of the

wave functions in Eq. 2.38 becomes:

[vihz = @ry2a(d -4 (247)

2.3 Photon Emission by an Electron in the Field

of a Strong Electromagnetic Wave

2.3.1 Cross Section Calculations

For the physical processes described in this section we follow the presentation of [15].
The application of perturbation theory to interactions between electrons and elec-
tromagnetic fields, requires that Ithe fields be weak, in addition to the already small
coupling constant & = 1/137. In the case of strong ficlds due to a plane electro-
magnetic wave, the relevant quantity of the strength of the field, is the parameter 7
defined in section 2.2.2 and which as a reminder we reproduce once more here:
i) (2.48)
m .
Again the averages are taken with respect to time, and A? = A,A* the 4-vector prod-
uct of the 4-vector potential A* of the electromagnetic field. In the theoretical study
of the emission of a photon by an electron in this section, 5 can have any arbitrarily
high value and therefore the perturbation techniques of QED are not applicable any
more in order to calculate the S-matrix elements. Emission processes in strong fields
can however still be treated in the Born approximation for the calculation of the S-

matrix clements. In this section we will consider both the cases of a circularly and a
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linearly polarized plane wave (laser). For a circularly polarized wave we write:

A = a cosp+azsing (2.49)
o = {0,a,0,0) v (2.50)
a2 = (0,0,a,0) (251)
with ¢ = (kz) (2.52)

As before k* = (w, k) is the wave 4-vector and we assume that the Lorentz gauge is

valid, i.e. a1k = azk = 0. Obviously,
=} =~a", (ma) =0 (2.53)
Similarly for a linearly polarized wave we have:

A aycos¢ (2.54)

{0, a,0,0) {2.55)

Al

oy

n

The wave function of an electron inside the field of a plane electromagnetic wave,
is given by Eq. 2.38 and Eq. 2.39. 1t is convenient to change the normalization so that
¥(p) corresponds to unit average number density of particles, in the same way that
the wave functions for free particles are normalized to one particle per unit volume.
Then the normalization expression in Eq. 2.47 implies that the electron wave function
needs to be multiplied by the factor ‘/;.'F, and so it becomes:

v(p) = &5 (2.56)

i A )]

[ 2(kp (240)

where, as before,
kx
Sp) = -pz -~ /o [(kp)(pA) 2(,:,)) ] d¢ ©{2.87)

In the case of a circular wave, substituting in Eq. 2.57, the expression for A, and after

performing the integration we find: ;

S(p) = —(gz) ~ (-,;—)(pa,)six\¢+ {paz) cos {2.58)

&
(kp)
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Again ¢* is the quasi-momentum as defined in Eq. 2.43 and which now becomes:

¢ = prted=— {2.59)

2
2(kp)

We can therefore write the electron wave function as

cosd+e

(’7:2}(;;"2) sin } - Ha)=i8) sing+ida cosd o L(I_;_);
(2.60)
where

5y o) g _ (po)

*p)* = “(kn)
Similarly for the linearly polarized wave we find

(2.61)

LRe) ] —i(ex)- @ u(p)

= |1+ i(gx)-idsinp4idsin2¢ % 2.62

o) = [t eI Vin %
with

LV R S p'm?

“) 4(kp)

The S-matrix for the transition of an electron from the state ¥(p) to the state

(2.63)

W(p), with the emission of a photon that has a 4-vector k¥ = (w, k'), and polarization

4-vector ¢' is

i = —ie [ )0 W) G 'e (250
This S-matrix describes the scattering of an electvon in a field and not the scattering
of an clectron off a photon. The electromagnetic field is treated semi-classically, using
its 4-vector potential A#, while the electron wave functions are modified accordingly
in order to account for the presence of the electromagnetic field. Substituting in
Eq, 2.64 the electron wave function for a circularly polarized wave from Eq. 2.60 and

after some algebra, we find that the S-matrix hecomes

_ 2q:23{/ : / a2y~ (=y () omicrsingricscoss ()
V l.l
" (ya:1)(yk)Y(re™) | (v )vkHvaq)\
[('Tf J+ 2 ( ) + ) )(.os¢
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e (a(rk)(re”) | (re")vk)vea) )
+2( ) ) g
a2 R) )
+—-————~———2(kp)(k ) ]u(p) d'z (2.65)
where (pa) _ (Fa) (po) _ (7o)
) _ o pos) _ (s
a= “((kp) w)) = °((kp) (kﬂ)) (26)

For a linearly polarized wave the corresponding S-matrix becomes
_ te
;7240246
[(‘7(’.) + - ((’7“1)(7")(1‘, ('7€l )(7“!)(7’0) cos ¢ (2.67)

) )
o) (k)
T o o] i) s

/ @R~k 3)] gminsingHiBon2é g()

+

with

e () B () o

It is convenient for the rest of the calculations to rewrite the S-matrix elements

for a circularly polarized wave as follows:

_ e
;;2qo2q52w'

/ 72)-(g)4(KD)) icsini-t0) G(p)

" (ya)(vk)ye”) | (ve”)(rk)(102)
e - E
+8 ( (7az)gk))('r¢") + (7«")E7k)(7az)) sing
2 4 kp)
efa*(e k) (ym)
W) | PO
where
= Jm) cos ¢y = Ecl_' singy = S:' ' (270)

As we can sce from the Jast expression for the S-matrix elements for a circularly

~ polarized wave, it contains three terms proportional to:

—iesin(@—
¢iesin(g-do)
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cosg  e-ienio—g)

sin¢ e~iesin(¢—do)

We can expand these terms in Fourier series and write,

+oo ]
e-fcdn('-h) - Z Ba(c’ n)e"'f‘

A=—00
* - - +w 3
cos ¢ e=oNivle~do) Y Bifc,n)emin¢ (2.71)
n=~00
400
sin¢e—iclin(‘—00) - z Bz(c, n)e—inO

The coefficients in the Fourier series expansion are:

Bo(c, n) = ’217; /+’ e“"‘"(f-‘o)+in0d¢
—x
+ .
By(e,n) = _2_!1}_ ™ o8 peietinld-gol+ing gy 272)
-
.'. .
Bz(c. n) = El;r./ 'sink-—icnn(é—h)+ﬁ,¢d¢

The functions inside the integrals of the last expressions, are periodic functions with

a period of 27 and so we can write,

i —icaln{p— in #=éo —icsin¢/+ing' 4
/:' d(c In{¢ éo)ﬂné)d,ﬁ: k[_’—%d(e sind/+ ¢)=0,¢=¢“¢0

and therefore,
+x — N
0= / d (e vindtiacsbting) — _ic, 22Dy — ic,2x B, + in2n By

or,

6B + ;B2 =nBy {2.73)

The coofficients By, B; and B, in the Fourler series, can be expressed in terms of the

Bessel functions of the first kind,

By(e,n) = Ja(2)e™®,
Bilen) = 3 [n(a)e+ ¥ 1 g _y()ein-00) (2.74)
Bay(e,n) = %[J'H_l(z)ci(nﬂ)éo_Jn_‘(z)ci(n-l)éo]
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where z = ¢, with ¢ as defined in Eq. 2.70. For circular polarization the cross section
possesses cylindrical symmetry and it is therefore independent of the orientation of
the coordinate system with respect to the electron scattering plane. We can therefore
choose the £-axis to be on the electron scattering plane, where ¢o = 0, as defined in -
Eq. 2.70. Then the Fourier expansion coefficients By, = 0,1, 2, can be rewritten as:

In(2),
3 Mo (z) + Jurs (2}, (275)

Bien) = 52 = Jas(3)]

Bo(c, n)
Bg (C, ﬂ)

it

Clearly B, and B, are real functions, while B, is imaginary.
From the expression for the S-matrix elements in the case of linear polarization,

we can see that it contains three terms proportional to:
e-iaﬂnﬁiﬂ sin2p
—§ Py
cos¢ e iasing+if n%’

COS? é e-iasinﬁiﬁsh\u

Expanding again each one of the terms in Fourier series, we can write:

iovind+ifun2e _ "f A, By n)e=",
n=-00
. . » +“
cos ¢ g-iasinHifun2g E A(a, f,n)e”™, {2.76)
n=~-o0
. +00 .
(2082 ¢ e—ta¥n $+ifain2¢ _. z: Az(a, ﬁ. n)e""’
n=z—-o0
(2.77)
where the Fourier coefficients are as before,
1 r , .
A , = e —iar sin G+iBsin 2P4ind
o) = £ [ w,
+x . . .
A’(a'ﬂ’ n) = __l_[ cos¢e—mxin0+xﬂuln2ﬂ-m¢d¢, (2.78)
2x -
1

Az, B,1) / 7 cos? geiosin Hipain2eHing 1

o
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From these last expressions, it is clear that the coefficients A;, ! = 0, 1,2 are real func-
tions, since the integrands in the above expressions are odd functions of ¢. Therefore

we can rewrite them in the equivalent form

Ao(a, B,n) = 1 / v cosf(cr — 20 cos ¢) sin ¢ — ng)

2r -
Ao, B,n) = -21; /:" cos ¢ cosf{a ~ 28cos @) sind — n¢}
Az, Byn) = 2—11; _“ cos? ¢ cos[(a — 2B cus ) sing ~ ng)

As in the circular polarization case, we can show that they satisfy the equation:
(n—28)A0— aA; +484, =0 (2.79)

In the case of circular polarization, substituting the Fourier expansions into the

expression for the S-matrix elements, we find,

1 =2 ¢ —genk)z 2 g (R
Sy = m/ ..g‘we‘(“k M d' (2.80)
where
O = _iealy 1o Czaa(f"k)(‘ﬂll)
Mip = o) x {2 o) + SEERER ¢
z[l(m)—t(zz;’))} (rk)(re®) | (re*)(ok) [éz:)-) "*(’702)]] Jus + (281)
% [[(’ﬂl:) +i('(1:;))] Gk)(re®) | (e)(ok) [((2:):) +i(ya2)) Jn-—l} x u(p)
But,

/ TR0k o = (9 YS! + K — g ~ nk) (2.82)
and so finally we can write the S-matrix as:

1 +00
Spi = —pmm———= . M (2n)'60 (¢ + K — g - nk 2.83
‘/2‘102%20)' n=-—c0 g @) ! ) (283)

Similarly for the case of lincar polarization we find:

1 400 R
Sp = e 3. MP(2x)'Wg + K g~ nk 2.84
s £, RS kg e
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where

MY = alp) x [(v¢")4
e {(ya)(vk)(e") | (3e")(ra) (oK) o5
+5 (O Ja s
e2a?(e"k)(vk)
207 0D) "’] X u(p)

The matrices M}?’ for cach of the two cases of circular and linear polarization

as defined in Eq. 2.81 and Eq, 2.85, are the amplitudes for the emission of a photor

k' after the absorption from the wave of n photons with 4-vector momenta k. The

differential probability per unit volume and time is then defined as:

? PR
(27)% - 2/ - 290 - 205

1t can be shown {15] that we can replace

GPR  dedu  (KK)

AW, =| MY @2a)* 59 (¢ + K - nk - g) (2.86)

&#
) ! nk— = 2.87
§g + k' —nk—q) o - T u (k7) (287,
and so Eq. 2.86 becomes
P | M P dedu (288

3272 (14-u)?
In order to calculate the differential cross section we need to divide the differentia
probability by the photon flux, i.e.

do, = ‘“;V", j=eN, =N, (2.8

where j is the photon flux density and N, the photon density (1/cm?) in the electror
rest frame. The photon flux is defined as

1B ’*m? :
ji= —l-—(:,u = —(A’)w = %«) N X))

and for the last step we used the definition of 7 from Eq. 2.48. Substituting i
Eq. 2.89, we find

_ & Mrf}:-" 2 dedu  rdm? 1 lMJ(L.'.) P d¢du
"7 32xipPm?(kp) (14w 2(kp)y? etm? (1 +u)?

(2.91)
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where for the last step we have used ro = ¢*/(47m) = 2.82 x 10" cm the classical
electron radius and that
qow = (kp) (2.92)

which is true in the rest frame of the electron, The computation of the amplitude
] M}?’ |2 involves averaging over the polarizations of the initial electrons and summa-

tion over the polarizations of all the final particles. We can therefore write
{n) 12 ¢ v
| M P= 5 Tr [M(rd + m)M(rg +m)] (2.93)

Here M, are the matrices in Eq. 2.81 and Eq. 2.85 and the factor of 1/2 comes from
averaging over the spins of the Initial electrons. Substituting in the expression for the

differential cross section, we find finally

dow ., m 1 1 Te[Mag+m)Mg+m)

LU 2.94
dédu 21 (s —m?) 2 (1+u)? 4m? (2.94)
In this Jast expression we have also used
s = (k+p)? = 2(kp) + m* (2.95)

In the case of circularly polarized light, after computing the trace from Eq. 2.93,
the differential cross section becomes

do, m 1 1

(2.96)

ot [T Ty, Ll )
z—-2n‘/l_———_—“” I,:(l u,,)’ Un = oy u_(kp’) (2.97)

Since the case of circular polarization is characterized by azimuthal symmetry, we

where

can immediately integrate over dp. This is already done in Eq. 2.96. Similarly for

the case of the linear polarization, the differcntial cross section can be written as

do, _,, m* 1 = d§ 2 2 u? 2 _
@ Gk e | (2 ey ) - A
(2.98)

-

2
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In order to get the total cross section in both laser polarization cases, we have to sum
over all the possible numbers n of initial field photons k that are absorbed before the

emission of a photon k¥’ and also integrate over du, i.e.

0= g /o - ‘%‘1 du (2.99)

When 1 < 1 we can expand the differential cross section 2.96 in powers of 7. For

any number n of participating laser photons this feads to the expression:

don, _ , m? 1 1 2 u u - n—2
du = 27"'0(3 — mg) (1 + u)z (1! - 1)! n ;': (l - u,‘) i xX

u u u?
42 (1 - —) 2 2.100
[ L-2)rer s 1] (2.100)
For the special case where n = 1, we find that the above expression becomes
doy . m? 1 u? u u )
—_— =2 —-—4—[(1-— .
de = O (L4 up S i (1 u @101)

with 1; = 2(kp)/m® = (s — m?)/m>. Integrating now over du from 0 — u,, as
suggested by Eq. 2.99, we find

oy = 21rr§-t%’- (l - ;4-1— - %) log(l +w,) + ;— + ;8; - m] (2.102)
This result agrees, as it should be, with the Klein-Nishina formula for the scattering
of a photon by an clectron. We can similarly expand the differential cross section in
Eq. 2.98 for linearly polarized laser light, in powers of 7 when < 1. The expressions
are rather complicated and we do not reproduce them here. In the special case again
of n = 1, the expression for linearly polarized laser light turns out to be identical
to the one shown in Eq. 2.101 for circular polarization. This is expected since the
Klein-Nishina cross section is independent of the laser polarization, and thcl:cfore our
series expansions in powers of n, should always reproduce the Klein-Nishina result,

regardless of the initial state of the laser polarization.
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2.3.2 Kinematics and Rates of Nonlinear Compton Scatter-
ing
In the previous section we derived the nonlinear Compton scattering cross sections
for both circular and linear polarizations of the initial photons. In order to perform
the computations there, we interpreted such a process as the emission of a photon
through the scattering of an electron off an electromagnetic field. Such an interpre-
tation allowed for the computation of the S-matrix elements, by applying the Born
approxtmation. The electron wave functions were modified in order to account for the
presence of the electromagnetic ficld, while the field itself was treated semi-classically
by using its 4-vector potential A%, In this section we are interested in the kinematics
of this process, in particular in the lab frame energies of the outgoing photons. For
this reason we can describe the nonlinear Compton scattering, as the scatiering of an

electron off n laser photons, where n can have any integer value of 1 and higher. In

other words we describe the process
w+e —ryte

Here v is the produced high energy photon. We denote the initial and final photon
4-vectors as nk® and k' respectively. For the electron momenta we have to use their
corresponding quasi-momenta ¢* and ¢, as they are defined in Eq. 2.45. Fig. 2.1
shows a diagram of such a process.

Energy and momentum conservation laws for the above process give us:
nk* 4 g* = K% 4. ¢ (2.103)

Multiplying Eq. 2.103 with k,, on Loth sides, and using the fact that Ic:‘q'" = nk,q",
we find:

nk, k" + ki g* = nkyg" {2.104)

This last expression can be used to calculate the energy of the scattered photon in
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Figure 2.1: Schematic of the nonlinear Compton scattering process. In the diagr:
shown ¢* and g™ are the 4-vector momenta of the initial and final electron, nk* a
k™ that of the initial n laser photons and the final gamma respectively. The an
0 = m ~ a is the angle between the initial electron and laser beams.

the laboratory frame. We find after some algebra:

- 2ny*w(l + Bcos)
272(1 ~ Boos @) + (22 4 (L) (1~ sinfsind + cosdcos®)

@10

In the fast cxpression § = 17° = x—a, where « is the direction of the Jaser propagati
with respect to the electron beam in the laboratory frame; # is the angle of ¢
scattered gamma again with respect to the direction of the incoming electron bea
finally 8 = v, where v is the initial electron velocity and ¥ = E/m, B and m bei
the energy and mass of the initial high encrgy electron. The angle # is very small a
of the order of 1/ ~ 1075 radians. For an electron beam with 46.6 GeV, as it is t
case at the Stanford Linear Accelerator {SLAC), f =~ 1, and so Eq. 2.10§ becotnes
. 2n92w(1 + cosf)
" cosd + (B l—_;lg) (1 - sin@sin & + cos b cos &)

(2.1¢

It is clear that the maximuin scattered photon energy occurs for = 0° (whi

corresponds to 180° backscattering from the point of view of the incoming clectr
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Figure 2.2: Kinematic edges for backseattered gammas for 0 < # < 1 and for different .

number of participating laser photons n.

beam), and is:

ny?w(l + cos6)

2.107
1+ 222(1 4 cosb) + 7 (2307)
Equivalently the minimum energy of the recoil electron will be Epin = Ep —w),,,. For

Woas =

an incident electron beam of 46.6 GeV, the maximum gamma energies, for0 <9 <1
and for number of laser photons n = 1,...10, are shown in Fig. 2.2.
We would like to calculate the differential event rates per recoil clectron energy
b (dN/dE) for the nonlinear Compton scattering where a different number of initial
lascr photons n is involved cach time. We will call each of these processes individually
as an n-th order Compton scattering process, the nonlinear cases corresponding to
n > 1. In order to find the rates, we necd to know the densities of the initial electron
and photon (laser) beams. Eor both densities we assume 3-dimensional Gaussian

distributions, ¢ylindrical for the electron beam and focused for the laser pulse. As it
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is shown in Fig. 2.1, the interacting laser and electron beams have an angle o = 163°.
In order to describe the electron and photon densities, we define two coordinate
systems, the Laser Coordinate System (LCS) (2’, ¥/, 2') and the Electron Coordinate
System (ECS) (x,y, z). The relations between the coordinates of the two systems are:

2 = —zsina+zcosa (2.108)
¥ =y (2.109)
Z = zcosa+zsine (2.110)

The waist of 2 diffraction limited focused Gaussian laser beam propagating along
2’ with 2 focal point at # = 0 is given by [16]

() = r‘,\/l + (fi)a (2.111)

where
re = (-‘?)f,;\ {2.112)
= (%)f},/\ (2.113)

and fy = f/D is the f-number of the focusing optic (f the focal length and D the
diameter of the laser beam) and A the Jaser wavelength. As a result the diffraction
limited spot size is:

Av=rnrd = ) (2114)
To accomodate for the case that the focused spot area A is not the diffraction limited,
i.e. the minimum spot size achievable with the optics used, the factor a is introduced
defined as a = A/Ap, and in thig case Eq. 2.111 becomes:

() = ro‘/a + (i)ﬂ " (2.115)

Then the photon density can be defined as:
' Nw xd '/n (z'_ A ’(t)}.)
i 'l) 2,8 = " - - ; - 2
¥, 20) ) o @Yoy (how 7 [ 23 2057 2%
(2.116)
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Here N, is the total pumber of photons in the laser pulse and p(t) = ¢ -t is the
center of the laser pulse at time ¢. The widths of the Gaussian distributions are given
by

ox(d) = o) = '\%ﬂ% a+(-z-)3 (2.117)
Oy = "273';;" (2.118)

where Ty, is the FWHM of the laser pulse.

In the case of the electron density, we can write similarly

Ne N IR (A S O)
Pe(z,9,2,8) = mﬁp [—'2;'2 T2 T 207 (2.119)

where again N, is the number of clectrons in each beam bunch and y,(t) = c- ¢ the

center of the electron bunch at time ¢. The width g, is given by

C* Tyeam
2.355

with Thear, the FWHM of the beam bunch.

Once we have computed the electron and photon densities, we can find the dif-

ferential rate for different orders of nonlinear Compton scaterring by applying the

formula

dN, _ +00
-E— dEvrd['oo dz - dt Pe " Po (2121)

where ury is the relative velacity of the laser and electron beams and do,, /dE denotes
the differential cross section for either circular or linear polarization, as shown in

Eq. 2.96 and Eq. 2.98 modified for the above as:
doa

®(s— m’) 7% ym

do, ., m > dp . u? 2
ol Tt / o | 72483 2 (24 1y ) (41 - Aesa) (2.122)
In order to find these last expressions we make use of

du dE

-(—IT_‘M)—" ~ 7—1-,-; ify>n (2.123)

L e W MY, TR g [+ & +1))(J:+,(z)+dz-.(z) 2J’<z»]
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Figure 2.3: Energy spectra of the scattered electrons for Compton scattering procest
involving 1, 2, 3, 4 laser photons. The vertical axis shows the electron rates per (
GeV energy bins, normalized to the total number of the produced n = 1 (line:
Compton 7's. The horizontal axis is the scattered electron energy in GeV, found
subtracting from the 46.6 GeV incident electron beam energy the produced -y ener
as it is given by Eq. 2.105. The plural scattering line accounts for multiple line
Compton scatterings. For this plot = 0.25 and A = 527 nm. The laser beam
linearly polarized.

which in our case is always true. In order to get the correct units, Eq. 2.121 needs
be multiplied by the factor ¢/fic. Since, as already mentioned in the previous sectic
the differential cross section when 7 < 1 is proportional to 5**-2, the correspondi
differential rate is expected to be proportional to #**. This is because the phot
deusity term p, in Eq. 2.121 can be rewritten as '

2, 2
muwn (2.12

o = 8re?

introducing one additional %? term in the expression for the differential rate. Fig. 2

shows the scattered electron rates nonmalized to the produced n = 1 ganunas, as
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function of the scattered electron energy E = Ep — o, with-Ep = 46.6 GeV and o/
given by Eq. 2.105. A linearly polarized green (A = 527 nm) laser pulse with a laser
field intensity parameter 5 = 0.25 is used. The rates of the first four orders of Comp-
ton scattering are clearly visible. The spectrum of the plural Compton scattering is
also shown. With plural scattering we mean two consequtive linear Compton scatier-
ings performed by the same electron while still inside the laser focus, or three such
linear Compton scatterings, or a combination of a linear Compton scattering and a
second-order nomlinear Ct;mpton scattering efc.. For example, the differential rate
for two consequtive linear Compton scatterings can be estimated from the expression

de - dal 2.2 +o0 — t (]

= (o u,,,/_” dz-dt- p f_wdt Pe Po (2.125)
The plural scattering rate is of the same order with the second-order Compton scat-
tering rate and has the same kinematics. Clearly their rates increase with the time
that the electrons spend inside the laser focus, or equivalently with the size of the
laser focus.

2.4 Pair Production in Light-by-Light Scattering

2.4.1 Kinematics for Pair Production Process

In this section we will consider the process
nwt+y—ret+e

which we call the multiphoton Breit-Wheeler process (MPBW), since it can be thought
a5 a generalization of the wsual Breit-Wheeler process where more than one photon
interact simultaneously with a single high energy photon designated here by gamma.
For the calculations in this section we will denote the n-photon 4-vector as nk*, the
gamma 4-vector as k¥ and the e* and e~ 4-vecior momenta as g} and ¢”, where the

reasons for using the quasi-momenta expressions as defined in Eq. 2.45, are evident.
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The high energy photon is produced duting the multiphoton Compton scattering

process
nw+e —qy+e

For our study we would like to consider the case of the maximum energy gamma

{backscattered gamma) produced in such a process as given by Eq. 2.107. A schematic

Figure 2.4: Schematic of the multiphoton Breit-Wheeler process. In the diagram
shown nk¥* and kf are the 4-vectors of the initial n {aser photons and the initial
gamma respectively, while ¢} and ¢* the 4-vector momenta of the final ete™ pair.
The angle § = = — a is considered to be 17° for the calculations in this section.

of the multiphoton Breit-Wheeler proces is shown in Fig. 2.4. We assume that the
high energy gamma beam crosses the laser beam at an angle o = 7 — 6 = 163°, where
the angles & and @ dre shown in Fig. 2.4.

From motnentun and energy conservation we have:
nk* + i =g} + 4% (2.126)
The above expression can be brought to the equivalent form:

nkuk¥ = k0" + nkug (2.127)
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From this last equation, after some algebra, we can find that the energy spectrum of

the produced electrons and positrons is bounded by the two roots of

_wywy b 2m¥(l+n?)
E=a% \Jl R (2.128)

where w, is the energy of the incident gamma and w is the energy of each of the
participating n laser photons. Obviously in Eq. 2.128 the square root argument needs
to be positive and this requirement gives the expression for the energy threshold for
pair production via n laser photons

e 2m?(1 + 1)
v nw(l ~ cosa)

{2.129)
The minimum gamma energy for pair production depends not only on the number of
participating laser photons, but also on the laser intensity parameter 7, because of
the mass shift effect, discussed earlier. Fig. 2.5, shows the required minimum gamma
energy for pair production for different numbers of participating laser photons and for
different values of the laser intensity parameter 7, in the case of a green laser (X = 527
nm, w = 2.35 eV). For example in the case of the backscattered n = 1 gamma,
wy, = 29.2 GeV and with 7 = 0.2, for the laser parameters used in section 2,.2.1, we
find that the minimum number of laser photons i5 4. For higher 9 values, as can be
seen from Fig. 2.5, the minimum number of photons is 5 or higher. Fig. 2.6, shows
the most probable distribution of the number of laser photons conttibuting to pair
production through the inultiphoton Breit-Wheeler process. The laser parameter 7
used in the simulation is 17 = 0.36. As Fig. 2.6 shows, the highest pair production rates
are achieved by absorbing 5 photons, out of which 4 are low energy laser photons,
while the fifth one is the encrgetic backscattered gamma produced earlier through the

nonlinear Compton scattering.
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Figure 2.5: Minimum gamima energy required for pair production for different num-
bers of participating laser photons and for different values of the laser intensity param-
eter . The maximum encrgy backscattered gammas are also shown for comparison.

2.4.2 Cross Section Calculations

In section 2.3 we considered the process
nmw+e” —ry+e”

which we defined as the nonlinear Compton scattering, based on the fact that mere
than one photon, provided by an intense laser beam, is simultaneously participating in
scattering off a single high energy electron. Here we denote as nk* the initial n-photon
4-vector, ¢g* the initial clectron 4-vector momentum and as k% the final high energy
photon 4-vector and g™ the final electron 4-vector momentum. For such a process the
ditferential cross sections were derived for both linearly and circularly polarized laser
photons, by applying the Born approximation in the calculation of the scattering

malrix aud using the clectron wavefunction in the presence of an electromagunetic
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Figure 2.6: Distribution of the number » of photons participating in pair production
through the multiphoton Breit-Wheeler process. It is obvious that the highest rates
are achieved by the absorption of § photons that include 4 low energy laser photons
plus the energetic backscattered gamma produced during the earlier step of the non-
linear Compton scattering process. The parameter T need not to worry us for the
moment, since we will discuss it in more detail in section 2.5. Suffice to say here that
for the plot shown the laser intensity parameter n = 0.36.

ficld—the so caled Volkov solution of the Dirac equation—, while the field itself was
treated classically by using its 4-vector potential A%. In this section we would like to

calcnlate the cross section for the process
nw+y—et e

which we defined as the multiphoton Breit-Wheeler process. For the calculations
in this section we will denote the n-photon 4-vector as nk*, the gamma 4-vector
a5 k¥ and the ¢* and e~ 4-vector momenta as ¢ and ¢* respectively. Under this

representation, the differential cross sections can be immediately derived from the
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ones for nonlinear Compton scattering in Eq. 2.96 and in Eq. 2.98 by substituting
k' — —k2 and p* — ~ph.

In addition to the above substitution, implied by the fact that the two processes
are related by crossing symmetry, we need to take into account the difference in the
definition of u (for the multiphoton Compton scattering u is defined as in Eq. 2.97),
and also the different final phase space states, spin statistics and normalization of the

initial wavefunctions. In summary the necessary changes are:

u? 4
—_ -
(u+1) "
m? m? . .
——— — — (massless initial particles)
(s —m?) s

du du
—_— 3 — final state phase space)
(u+1)? 4u;2u(u -1) ( P pac

1 -+ 1 (the same spin statistics factor for unpolarized photons)

1 — 2 ({factor of 2 more due to the normalization of the initial states)

Under these changes the differential cross section for the multiphoton Breit-Wheeler

pair production using n circularly polarized laser photons becomes

don _, ,m?1 1 7. A4 I 2 J8(x ]
= 47”3—3—5;m [-’f(z) + 5 (2u 1)(J31(2) + T2 (2) ~ 2J2(2))

{2.130)

where

2 Sk k2,
/T T WS = S g kg @
and for linear polarization

doy, mi1 g do 2 2 2 ‘
= p2ll ——ree 212 (2u — 1}(A? — ApA 2.132
= o [45 +2n(2u — 14T - Aoda)] (2132

The total cross section for multiphoton Breit-Wheeler pair production for both polar-
ization cases is found by summing up the differential cross sections in Eq. 2.130 and

in Bq. 2.132 over all the possible numbers n of participating photons, and integrating
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o= z [“‘ don 1y (2.133)

where of course the summation starts from the minimum number of laser photons ng

that are needed to create an ete™ pair (see previous section). More conveniently we

1

&

G

do/dE, [GeV")

2
TN

R,

i

T T T

YT

h—d

22; - AZS
E, [GeV]

“20

Figure 2.7: Multiphoton Breit-Wheeler differential cross sections do/dE, per pro-
duced electron energy, in units of {GeV =], as a function of the energy of the pair
electron. The laser photons are circularly polarized and their wavelength is A = 527
nm (green laser). The differential cross section is divided by #r, where ro the clas-
sical clectron radius as defined in section 2.1. The contributions to the total cross
section of the processes that involve n = 5,6, 7, 8 laser photons are shown. The laser
intensity parameter 7 is kept fixed at 0.25, while the backscattered gamma energy is
29.2 GeV. Under these conditions we need at least 5 laser photons in order to produce
an e*e” pair.

can rewrite the differential cross sections for circular and linear polarizations in the

form

ggE-': = 41\'1‘3&[ [J?( )+1’ (21‘ l)( +|(Z)+J2__‘(Z) Jz(z))]
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don _ 43 L [T ooy A2 — AcAs)] (2.134)
B = Tk b - 1A - ko) (2139

where E, and w, the energies of the produced pair electron and of the initial high
energy photon respectively. In order to bring the differential cross-sections in this

last form we made use of the approximation

du 2dE, <
e~ ——,  when w, 3> nw 2135
ufulu—1) @ ( )

which under our experimental conditions is always true. Fig. 2.7 shows the differential
Breit-Wheeler cross section as a function of the energy of the produced pair electron.
A green () = 527 nm) circularly polarized laser is assurmed and the laser intensity
parameter n = 0.25. The backscattered initial gammsa has an energy of 20.2 GeV,
Under these conditions we necd at least 5 laser photons in order to produce a e*e”
pair. The contributions to the total differential cross section of the processes that
involve n = 5,6,7,8 photons are shown. The differential cross section is nermalized
to #r3, where rp the classical electron radius, as defined in section 2.1.

Up to this point we have assumed that the high energy photon that participates
in the pair creation process is unpolarized. This is not a realistic assumption since
the gamma is produced through the nonlincar Compton scattering, in which case it
acquires the polarization of the initial Jaser photons [17). This needs to be taken
into account for a computation of the multiphoton Breit-Wheeler cross section {50}.
Let us consider the case of linearly polarized laser photons. We start by defining the
polarization of the backscattered gamma beam as:

Puy = Enldon/d) ~ 5 (doy fdu)
En(d%n/du) + Laldows/du)

Here doyy/du is the differential cross section for a gamma produced through the

(2.136)

nonlinear Compton scattering with polarization parallel to the polarization of the
laser photons, and do,, /du is the differential cross section for a gamma produced

with polarization perpendicular to the polarization of the laser photons. It can be
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shown [30] that those two differential cross sections have the expressions

dowy _ m: 1 dp 2 2 u? ) 2_
Fralal e g A (1+u)’[ 2450+ 40" |1+ gy | (A~ Aod)
Bng _ pp m Lo db [ oy o2 ¥ e
el 2r(,(3__m2)'72 A (1+u)’{ 2431 - o) + 7 1+u(A‘ ApA2){(2.137)
where the parameter o’ is defined as )
L 2
d =29 [46 3 (813)] (2.138)

while the rest of the parameters follow the definitions presented in section 2.3.1. It is

clear from the last expressions that

the last differential cross section being the one derived for unpolarized gammas, as
it is shown in Eq. 2.98 of section 2.3.1. The fraction of gammas with polarization
parallel to the polarization of the initial Jaser photons, wilt be:
Pyw) = " Lnldony/du) _ 1+ P(u)
Ln(dowy/du) + Ln(dowy /du) 2
A generalization of the unpolarized differentiat Breit-Wheeler cross section in Eq. 2.132

(2.140)

for the case of polarized gamma beam with polarization P(u) as defined in Eq. 2.136,
is

donP

i (2.141)
where o’ is defined again by the expression in Eq. 2.138. For the special cases of
gammas with polarization parallel (P=1} or perpendicular (P=0) to the polarization

of the laser photons, it can be written as:

(IO'.. _ 21" l 2% 2 2 2
don; mt 1

2
—nt - 201 — o 2 2 _
= [ o rs et ) 20

’m : / - \/,I(‘.,T" [2(1 - P)A} + 2(2P - 1)0"4} + an®(u ~ P)(A} - A‘,A,)}
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1t follows from the last two expressions that

(dowy/du) + (dony/du) _ don (2.143)
2 du

where the last differential cross section is the unpolarized cross section shown in
Eq. 2.132. Although we have discussed the polarization effects on the multiphoton
pair production assuming linearly polarized laser photons, this effect is slso impor-
tant in the case where the laser photons are characterized by circular polarization. In
such a case we cannot of course define the polarization of the produced backscattered
gammas as being parallel or perpendicular to the laser polarization, but we can alter-
natively introduce the concept of the produced gammas conserving or not conserving
the helicity of the initial circularly polarized laser photons. The helicity of a photon
is defined- as the projection of its spin to the direction of the photon momentum k.
Since photons are massless particles they are characterized by only two helicity states
+1 (positive) and -1 (negative). In this case the polarization of the backscattered
gamma beam can be defined in analogy with Eq. 2.136 as:

P(a) = Taldod/du) - ,(dop/du)
T Ta(dod/du) + Tn(do/du)

Since the data presented in this document are taken by using lincarly polarized laser

(2.144)

photons, we will refrain from discussing the circular polarization effects on the pair
production cross sections, The interested reader can refer to {18}, [50].

As a final remark we wonld like to mention, that the differential cross sections for
Breit-Wheeler pair product'u;n, can be shown to vary as 72 when 7 < 1, for both
linear and circular Jaser polarizations. As a consequence the corresponding differential

rates will vary as n®".

2.5 Spontaneous Vacuum Breakdown

In Eq. 2.131, we have defined the invariant u,; as

_ (kky)
=% (2.145)
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with k2 the 4-vector of the high energy gamma and k* the 4-vector of each of the

part.xcxpatmg laser photons. We can now introduce the invariant

K= (l:nk;) 7 = eyf{(Fuk)?) 'm? (2.146)

where F,, the electromagnetic ficld 4-tensor and the average is again taken with
respect to time. Substituting Eq. 2.146 into Eq. 2.145 we find:

L% (2. 147)

K
T oa/leq?

Also the quantity z, from Eq. 2.131, can be rewritten as:

VIR e
U ey T @

For the case of the nonlinear Compton scattering we can introduce in analogy to &

the invariant Y, which we can define as

r= & ”)q e\ (Fup )/ m® (2.149)

where k#* the 4-vector for each of the participating laser photons, p* the 4-vector
momentum of the probing electron. The average is taken again with respect to time.
Substituting this last expression in the quantity z from Eq. 2.97 we find

S S CITIESE SI — G

It is clear that the two expressions for the quantities z for both the nonlincar Compton

scattering and the multiphoton paijr production have similar forms, which outlines
once more the fact that the two processes are rclated by crossing symmetry. More
important is the similarity in the definitions of the two invariants x and T, that have
exactly the same form with the only exception of the different 4-vector momentum
used for the probing particle (electron for nonlinear Compton scattering, high energy
gamma for multiphoton pair creation). We can move one move step ahead in the
definitions of x and T and perform the 4-vector products for cach one of them.
Making usc of the definition of the laser intensity parameter n

88",,;
myw

n= (2.151)
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and taking also into account the geometry of the two processes as shown in Fig. 2
and Fig. 2.1, we obtain:

- (1 —cosa)uts, (1 —cosaw, Erme (215

m? n= m Sm; e

_ (1 —cosajwy (1 —cosa)ylyms _ £ _ e .
T= = o bl (2.15

Here « is the angle between the directions of the initial particles, w the energy -
each of the participating laser photons, w, the energy of the high energy gamma,
the energy of the probing electron, £,,,, the rms electric field strength at the las
focus, v = E/m the Lorentz factor, £* the electric field at the laser focus as viewt
at the electron rest frame and finally £, = m?/e the quantum electrodynami
(QED) critical field strength, Physically £ can be interpreted as the field strengi
for which the cnergy gain of an electron accelerated over a Compton wavelength :
defined in Eq. 2.3, equals the electron rest energy. For example using a = 163° v
find that for a 46.6 GeV electron T = 0.825; and that for a 29.2 GeV backscatter¢
gamma & = 0.51n.

The importance of introducing the QED critical field £, will be revealed imm
diately. The quantum field theory ground state {“vacuum”) is characterized by qua:
tum fluctuations during which short lived “virtual” ete™ pairs are created and the
anihilated again. In the presence of a strong external field, the vacuum can becon
unstable and the short lived pairs can be separated spatially and become real particl
in exchange to some energy expenditure provided by the external field. In this ca
the work of such a field in a distance of one Compton wavelength of the electro
should provide the energy of 2m; hence e£/m ~ m and therefore £ ~ m?/e = Equtl
QED critical field introduced earlier, This phenomenon has been calculated by
Schwinger [19] for the case of an intense static electric effect (an effective Lagrangic
for such a process was first proposed by W. Heisenberg and H. Euler [20]). The ca
of a purely statie clectric field can be described in terms of a quantumn-mechanic

tunncling of a positron from the Dirac sea through the classically forbidden zone
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width 2m under the influence of an external potential energy V(z) = e£3 [21). The
probability of such a process is

P~exp (-2 L i’ m? - (csz)zdx) = exp (—2 /, ’_‘ q(::)da:) (2.154)

with z the points where g(z+) = 0. Then we can rewrite the last expression as

P~ exp (h%':‘:l.:l‘/l - y’dy) = exp (—ng) = exp (——_7![:) (2155)

where in the last step we have used the definition of T provided earlier, but substi-
tuting the peak to the RMS value of the electric field. The expression in Eq. 2.155,
is essentially the probability for producing one pair. A careful calculation (as in [19])
yields

bR 1 nn
=S Lo (-F) (2150

where the succesive terms in the summation can be interpreted as the individual
probabilities for producing 1,2,...,n pairs.

In our experimental conditions where the ete~ pair is produced via an intense
external laser field, the assumption of a purely static electric field is not valid. In
addition the peak electric field in the laboratory frame is only € ~ 3 x 10'® V/em and
approaches the critical value only in the rest frame of the 46.6 GeV incident electrons
(E° = 2¢€ ~ 1.8 X 10°€). Nevertheless Brezin and Itzykson [22] have shown that pair
production can also occur in vacuum under the influence of an alternating field. Some
simplifying asswumptions are made, namely that the individual laser photon energy
w is much smaller than the rest mass of the electron (w < m) and also that T is
sufficiently smaller than 1. The first assumpttion is readily fulfilled in the case of
a green laser where w = 2.35 ¢V, while the second is approximately satisfied in our
cxperimental setup, where T reaches a maximum value of 0.3 when defined in the
rest frame of the incident electron. Under these assumptions only the probability for
the production of one pair is significant. It is important to stress the fact that no

assumptions for the laser intensity parameter n are made, although the oscillating
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Figure 2.8: Plot of the function g(n) as defined in Eq. 2.158.

field is assumed to be constant in space. The final expression for the probability of a

single pair production is then found to be

af? 1 7
O S— (—- z) 2.157
where g(z) is a smooth and monotonically increasing function defined as
4 1-22 \'?
9(z) = ;/o dr (————1 _thz,) , z=1/n (2.158)

and is plotted in Fig. 2.8. The normalization of g(z) is chosen so that g(0) = 1.
Notice here that T is defined in the rest frame of the produced e*e™ pair and the
peak value of the external clectric field is used.
It is interesting to check the low frequency limit (z <€ 1 = 0> 1) of Eq. 2.157.
Then
g(z)=1- %z’ +0(z), z<«1 (2.159)
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and keeping only the first term Eq. 2.157 becomes
af? n
o e - .160
P — exv( T)’ 731 (2.160)

which agrees with the static field result of Eq. 2.156, when only the first term in
the summation is kept, except of a factor of 1/n. We also check the low field limit
(z > 1= n < 1). In this case the field induces only a weak perturbation on the

vacuum state and we expect that the response will be expanded in powers of the

perturbation. Then
g(z) = (4/7z)In(22) + O(1/2), z>»1 (2.161)
and keeping again only the first term, we can rewrite Eq. 2.157 as:

2 amfw
P~ “—g— (54:%) , 1«1 (2.162)

The exporent 2m/w can be interpreted as the minimum number of laser photons
required to produce the pair. The general formula in Eq. 2.157 interpolates between

the two limits.

CHAPTER 3. THE ELECTRON BEAM : 5.

Chapter 3
The Electron Beam

This chapter examines the electron beam aspect of the experiment. As it has beet
already mentioned in the previous chapter, the experiment was carried out at the
Stanford Linear Accelerator Center (SLAC), and in particuler in the FFTB line
Fig. 3.1 shows a schematic of the linear accelerator at SLAC, while Fig. 3.2 shows the
location of the FFTB line with respect to the other existing lines at SLAC. FFTB it
at the end of the 2-mile long linac, right after the area that the e~ and e* beams are
directed to the arcs that carry them to the SLC collider hall (the BSY line). FFTE
does not, introduce any further acceleration of the clectrons entering from the linac
but it is a purely beam optics line, designed for the focusing of electron beams dowr
to submicron level spot sizes. Such a tight focusing of a charged particle beam, it
one of the main characteristics of the design for the Next Lincar Collider (NLC).
It is the existence of such a capability in the FFTB line, that makes it the ides
location of an experiment that studies the pair production from true light-by-light
scattering, such us the E-144 experiment. Small focal spot sizes for an electron beam
increase the uumber of electrons that iraverse the focal region of an equally tightly
focused laser beam, and therefore the corresponding event rate. In this chapter some
important characteristics of the clectron beam in a linear accelerator are discussed,

and the concept of the beam emittance is introduced. Then a brief description of
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Figure 3.1: The Stanford Linear Collider (SLC).

the FFTB line is given, followed by the beam tuning necded for the pair production

experiments.

3.1 General Characteristics of the e Beam

3.1.1 Beam Charge and Bunch Length

In a linear collider, like the SLAC accelerator, the beam of the accelerated charged
particles, in our case eclectrons and positrons, consists of bunches of particles, that

traverse the linac and then are delivered down to the experimental area. The number
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Figure 3.2: Location of the FFTB line with respect to other existing accelerator line:
at SLAC. The straight line right before the big “triangle”, denotes the SLAC linac
The lines marked as SLC are the two arcs that send the e~ and e¢* beams to tht
collider hall, as it is shown in Fig. 3,1. FFTB is at the end of the 2-mile long linac.

of bunches that are accelerated by the linac in every second, define the operatin
frequency of the accelerator. In the case of the FFTB, this operating frequency i
30 Hz, while for the pair production studies in true light-by-light scattering (E-14-
experiment), the operating frequency drops down to 10 Hz. The laser fires at a rats
of 0.5 Hz, or once every two seconds, and therefore only one every 20 electron bunche
interact with the laser beam. In addition two more electron bunches, from the sam:
2-second period for which no laser pulse is present, arc used for background estimates
Bunching of an electron beam is nccessary for the efficient acceleration of the electron
in an RF accelerator, like the SLAC linac. Due to the oscillating nature of the Rl
field, not all the particles of & constant (cw) beam would have been accelerated. A
SLAC the initial bunching of the electron beam is done right after the electron source
using prebunchers, that establish bunches with a FW of 18 ps. This bunching need
to be re-established after the electrons exit the damping ring (we will disenss th
purpose for using damping rings later in this section), since the bunch length tend
to increase with the time that the electrons are stored inside the damping ring. Thi

is achieved by using the so called North Ring to Linac (NRTL) compressor, locate
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Figure 3.3: The north RTL compressor voltage settings during the August 1996 data
run. The horizontal axis is time in days and the vertical axis the compressor voltage
in MVolts.
dumping ring compressor voltage during the period of the E-144 data run. Thereisa
direct correlation between the high voltage applied to the compressor and the resulting
beam bunch length. The calibration of the North RTL compressor at SLAC, where
the RMS value of the bunch length is corrclated to different applied high voltages,
is shown in Fig. 3.4 (23], while Fig. 3.3, shows the compressor high voltage settings,
during the positron data taking period. Using the calibration and the compressor
voltage sciting history plot, we can derive the RMS value of the bunch length of the
clectron beamn used, during the data taking period. ‘This is summarized in table 3.1.
The number of particles in a single bunch define the beam charge and can be

measured by using toroids. These are consisted of a magnctic ring of known magnetic
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Figure 3.4: The north RTL compressor calibration curve. The RMS bunch length of
an e~ or a et beam down the linac in units of mm is shown.

Run Number | Compressor Voltage | RMS Bunch Length
MV] fmm}
15100-15199 33.0 0.64
15200-15385 40.0 0.90
15386-15392 31.6 0.68
15393-15537 40.0 0.90
15538-15626 370 0.60
15627-15670 420 1.10

Table 3.1: List of the North RTL compressor voltages ax;d the corresponding electron
beamn bunch lengths using the calibration shown in Fig. 3.4. We need to scale the
above numbers by 2.35% in order to translate them in FWHM. '

permeability p, around of which an N-turn coil is wound. When the electron beam

passes through the ring an emf voltage is induced which acts to oppose the magnetic
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field of the beam. The combination of the magnetic core, the coil and the electrical
resistance R of the coil, combine to produce & current transformer. The current I,

measured on the cofl, is directly related to the beam current 7, by:

I = (3.1)

L
N
The sensitivity of such a device is,

§ = e (32)

where w; = § and L the coil inductance, defined as,

N2pA
!

(3.3)

Here A is the cross sectional area and [ the circumference of the magnetic core. The
voltage across the coil is
V() = -ty (5.9
1t is clear from Eq. 3.2, that in order to reduce the low bandwidth cutoff, we need to
reduce w;. On the other hand this reduces the signal amplitude, as it is evident from
Eq. 3.4. A balance between those two requirements needs to be established.
Although there are many toroids in the linac and in the FFTB line, only two
of them are directly integrated to the data acquisition system, and read out on a
pulse-to-pulse basis. Those are toroids 6 in the FFTB entrance and toroid 17 in the
FFTB dump line. The second toroid is calibrated by injecting a 60 ns pulse of various
amplitudes and reading the output number of ADC counts. The resulting calibration

in units of 10%° ¢~ per pulse is:
Ne™ = 3.250 x 107 (ADC — 85.01)"%% (3.5)

The average pedestal in this calibration is 86.29 with a readout-to-readout RMS of 7
ADC counts. Toroid 16 has not been directly-calibrated, but it can always be cross-

calibrated using toroid 17. The result of such a cross-calibration is shown in Eq. 3.6
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again in units of 10!%°¢ per pulse.
Ne™ = —0.9419x 1072 + 0.6288 x 1073 I (3.6)

Here I6 is the number of ADC counts from toroid 16. The pedestal is 151.4 counts
with a readout-to-readout RMS of 11 counts. In general during the 46.6 GeV runs
the average beam charge was found to be ~ 7 x 10? e~, while during the 49.1 GeV
the beam charge was a little smaller at ~ 5 x 10° ¢~ per bunch.

3.1.2 Beam Einittance

Each particle in an electron beam, or for that reason in any other charged particle
beam, can be represented by a point in the six-dimensional phase space with coordi-
nates (Z, Pz, ¥ Py: 0x, Fo), where p, and p, are the transverse momenta (the electron
beam propagates along the 2-axis), o, is the RMS bunch length, and Ej is the elec-
tron beam cnergy. Very often instcad of the beam energy the relative encrgy spread
AE/[Eq is used. In the same way the slopes of the particle trajectories 2’ and ¢/, which
are proportional to the transverse momenta, are also used instead. For the purposes
of this section we will concentrate on the transverse motion of the particles in an
electron beam, defining a four-dimensional phase space with coordinates (z, 7, y,v').
The region occupied by the beam electrons in this phase space is called the beam
emittance and it is generally denoted with . It is obvious that we can define two
emittances €. and g, each oorreéponding to one of the two transverse directions =
and y. The concept of the becam emittance provides us with a practically useful tool
in describing an electron beam in a transport line consisting of drift spaces, dipoles
and quadrupoles, since knowledge of the area occupied by the particles of an electron
beam at the beginning of the line, enables us to determine the location and distribu-
tion of the electron heam at any other location of the same transport line, without
having to calculate the trajectory of each individual particle separately. Furthermore,

for beam transport lines, where the Lorentx force is the only acting macroscopic force,
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Liouville’s theorem can be proved to be true. This theorem states that particles that
are within a closed boundary in phase space at one point of the beam transport line,
will remain within that closed boundary at any other point of the same beam line.

The area occupied by the particles of the beam in phase space is an ellipse de-
scribed by the equation:

vz? + 20z + f3° = ¢ (3.7

Here o, 8, 7y and ¢ are ellipse parameters, The area enclosed by that ellipse is of course
ne. Eq. 3.7 is exactly the definition of the beam emittance. Although it is written
for the x,z’ plane, a similar relation holds also for the y,y' plane, allowing us to
introduce two beam emittances, one for each transverse piane as already mentioned
carlier. Fig. 3.5 shows the beam ellipse in the (,y’) plane, and gives a geometric
interpretation of the parameters a, § and 7. It is obvious from that picture that
VPé represents the beam extent in the z(y) direction and thercfore is a measure
of the beam size, while \/4€ is the beam divergence. The coupling parameter o
becomes zero at a beam waist. Al three ellipse parameters o, 8, 7 are functions
of the distance s that the beam travels along the beam transport line, and in this
respect they are often called the betatron functions, since they were first introduced
to describe the oscillatory motion of charged particles in betatrons [24]. Restricting
ourselves for simplicity in the (z,z') plane, we can write the expression that gives the
transformation of the particle trajectory from an initial point s = 0 at the beginning

of the beam line to & point ¢ # 0 further downstream as:

z ) _ Cl(s} S(s) Ty 38)
z' C'(s) S'(s) zH

The 2 x 2 matrix shown in Eq. 3.8, is the matrix product of the 2 x 2 matrices

characterizing each of the clements-—drift spaces, dipoles, quadrnpoles ete.— that .

make up the beam transport line. Using Eq. 3.8 and the fact that the arca of the

phase space ellipse is invariant, we find that the transformation between the ellipse
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Centroid

Figure 3.5: A drawing of the beam ellipse, here in the (y,y’) plane. The area enclosed
by the ellipse is cqual to we. Clearly /B¢ is the extent of the beam in the y direction
and therefore gives us the beam sive, and /7 is the beam divergence. The coupling
parameter « is 0 when the beam is at a waist position in the transport line, All three
parameters o, § and -y are functions of the distance s along the beam line, and in
this respect they are called the betatron functions.

parameters ap, fo and 7 at the initial point s = 0 and the parameters o, § and 7 at
the final point s is given by:

B c? -25C s2 B
a| =] -CC (§C+SC) -S% ag (3.9
v c? -25'C’ sn T

The parameters «, B and « are better known as the Twiss parameters, and satisfy
the very important identity:

By-a*=1 (3-10)

Although the area of the beam ellipse remains the same as the beam travels through
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Figure 3.6: A drawing that shows how the the beam ellipse transforms through a
transport line. The top plots show that in the case of a drift space. The beam starts
with a waist at point 8 = 0 and then it gradually diverges as it travels along the
drift distance. ‘The ellipticity and the orientation of the ellipse change continuously
and the ellipse rotates clockwise. The second plot shows how the beam ellipse varies
when the beam passes through a focusing quadrupole magnet. The initially diverging
beam becomes now converging (notice the change in the ellipsc orientation) and it
eventually reaches s waist. Then it starts to diverge again until another focusing
quadrupole is met (from Particle Accelerator Physics by H.Wiedemann).

the trangport line, the ellipticity and orientation on the other hand, continuously
change. This is shown very clearly in Fig. 3.6. A vertical cllipse indicates a beam
waist. An ellipse rotated counter-clockwise indicates a converging beam, while an

cllipse rotated clockwise indicates a diverging beam.
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The cquation for an n-dimensional ellipse can be written in the form:
wWwolu=1 (3.11)

where the symmetric matrix o needs to be determined and = is the coordinate vector
defined by

(3.12)

1~
I
o w Row

u” being the transpose of u. Applying Eq. 3.11 to the two-dimensional phase space
we get for the ellipse equation:

0111‘2 + 201227 + a-nx” =1 (3.13)

Comparison with Eq. 3.7 defines the 2 x 2 matrix o as:

a=("“ ”")=e(ﬁ ‘“) (3.14)
Oy O a 79

The matrix ¢ is called the beam matrix. The volume of the two-dimensional phase

space area is:
V2 = xVdeto = myfonon —of; = me (3.15)

This is consistent with our earlier definition of the beam emittance.

3.1.3 Measurement of the Beam Emittance

As it is clear from the previous section, the beam emittance is a measure of both
the size and the divergence of the particle beam, and therefore we cannot measure it
directly. If however we measure the beam size at different locations of the beam line,

so that different elements of the heam matrix are probed, the beam emittance can be
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determined. We follow the procedure described in [25). Using the definition of the

beam matrix from Eq. 3.15, we have:
a0y — 0?2 = 62 (3.16)

and we can therefore measure the beam emittance if we find a way to determine the
beam matrix ¢. In order to determine the beam matrix at the point Py of the
beam transport line, we need to have at least three beam size monitors, like wires,
downstream of that point at locationé Py, P, and P, A typical wire scanner used
in the SLAC linac, is shown in Fig. 3.8. A horizontal, a vertical and a skew wire
are mounted on the same yoke. The wire is moved by a stepper motor through the
clectron beam, the horizontal wire if we are trying to measure the vertical beam width,
the vertical wire otherwise, and bremsstrahlung +'s are produced. A downstream
detector measures this signal as a function of the wire position. The signal should
have a Gaussian shape, and its RMS value gives us the beam size, after quadratic
subtraction of the wire size itself. From Eq. 3.9 and 3.14 we can write for the beam

sizes found at the locations £, three equations of the form:

gin = Clon + 2SCions + Ston (3.17)
or in matrix form,
oiLn Ci 205 St on on
B | =1 CF 2G5 S2 op | =M | op (3:18)
o3 C} 2G5 S% o2 022

Here C; and S; are the elements of the transformation matrix from Py to F; and o
are the elements of the beam matrix at £.. Eq. 3.18 can be solved for the beam

matrix elements oy; at the point Py

an 3,11
012 = (M;"Ma)—l Mz‘ O,11 (3.[9)

a2 73,11
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Figure 3.7: History curve of the emittance measurements in sector 28 of linac during
the data run. The vertical curve shows the emittance in units of 10~® m-rad, while
the horizontal axis is time in days.

The matrix M, is known from the clements of the beam transport line between the
points Py and P;. The solution vector can be used in Eq. 3.16 to calculate finally the
beam emittance.

The above method is utilized in the emittance measurements performed in the

linac. There are three locations that this is done: the first is right after the extraction
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Figure 3.8: Schematic of a typical SLC type wire, where a horizontal, a vertical and
a skew wire are mounted on the same yoke.

from the damping ring in sector 2; the second near the center of the linac in sector
11; and the third near the end of the linac in sector 28. The first measurement is
important, since it checks the operational cfficiency of the damping rings. The main
purpose of a damping ring is to reduce (damp) the emittances of the incoming electron
beams in all planes. Due to the emission of synchrotron radiation, the emittance of

the electron beam is reduced in circular accelerators according to
(& (2
a}(t) = ol;e Gy afj [l —e ('i)], with j = 2, {3.20)

where o;; the injected into the damping ring beam size, o.; the equilibrium beam
size, and 7; the damping time, It is clear that the longer an clectron beam is stored in
a damping ring, the smaller the emittances will be. The measurement in sector 28 is
the most important measurement in terms of the FFTB line setup, since it is the one
made closest to the FFTB line itself. Fig. 3.7 shows the variation of the emittances
measured in scctor 28 of the linac with time during the E-144 data collection run [26].
In both cases normalized emittances (ye) are shown, in units of 10~ m-rad,since those
remain invariant under acceleration. To translate into the laboratory frame we have
to divide the normalized cmittances by a factor of 9 x 10%, and therefore we use

units of 10-!° m-rad. The FFTB design emittances are ye, = 3 x 10~% m-.rad and
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Y€y = 3 x 107% m-rad. As is shown in Fig. 3.7 during the E-144 run the horizontal
emittance tends almost always to be higher than the design for the FFTB, while the

vertical emittance for most of the time is close or even below the design value.

3.2 FFTB Line Setup

In principle FFTB can be divided in six distinct regions, each one of them serving

a specific purpose, as it will become apparent as we go on describing them [28].
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Figure 3.9: Schematic of the Beam Switch Yard (BSY) line right before the FFTB.
The dark BPMs are used by the FFTB Launch Feedback described in the text.

Right in front of the FFTB line, is the Beam Switch Yard (BSY) line. Although not
part of the FFTB proper, it contains modules important for the FFTB operations.
A schematic of the BSY line is shown in Fig. 3.9. The important elements from
the FFTB point of view are the Beam Position Monitors (BPM) 30 and 50 that
measure the position and angle of the incoming electron beam, and the corrector,
pairs ASDX/Y and A4DX/Y that are used by the Jaunch feedback described later, to
correct the orbit measured by those $wo BPMs. The bending magnet 50B] needs to
be off {(degaussed) during the FFTB operations. The main FFTB line follows right
after and it is shown in Fig. 3.10. The Beta Match Line is the first optical module
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Figure 3.10: Schematic of the five main optical modules of the FFTDB line described
in the text.

in the FFTB line. The five quadrupole magncts in this region are used to match the
parameters of the incoming beamn to those desired at the Focal Point (FP). The exact
procedure for doing this will be described in the next section. The wire shown in

the line is used to measure the incoming beam parameters, which we need to know
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Figure 3.11: Schematic of the FFTB Dump line. Its purpose is to guide the electron
beam to the dump. The electron laser interaction point is shown with the name IP1.
The bending magnets around it, actually depict pairs of soft bending magnets, while
B06 stands for a series of 6 permanent bending magnets.

in order to properly perform the beta match. The next three lines are used for the
chromatic corrections needed on the incoming beam. If we define the chromaticity
of a beam as the measure of the change in focusing power with the energy spread of
the focused electrons, then it can be shown that the focused size of en electron beam
with a finite energy spread is:

oty = o [1+€(57] (321)

Here £ is the chromaticity, 0§ = €,,0:, the focal beam size of a zero chromaticity
beam, and % the beam energy spread. We can see that the existence of chromaticity
cnlarges the focal beam size and we nced therefore to eliminate or at least minimize
it [28]. This is what the chiromatic correction lines do. The sextupoles shown are
the ones primarily used for that purpose. In order to correct mainly the horizontal
chromaticity in the CCSX line, the optics are adjusted so that f; 3> S, at the SF
sextupole locations. Exactly the opposite condition needs to be established at the
SD sextupoles in the CCSY line, in order to correct the vertical chromaticity. This

“exchange” of beta functions is done in the middle Yine called the Beta Exchanger.
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During this the beam reaches a horizontal and a vertical waist at the locations of the
two wires W32 and WS3 respectively, that are shown in the line. The measurements
of the two wires are useful for checking the validity of the established beta match.
We come therefore down to the Final Telescope line which, as its name implies, is
the main focusing element in the FFTB line. The most important magnets here
are the three final quads which perform the main focusing. The sextupoles and the
skew quad shown, can be used to correct residual sextupole abberations and coupling
due to rolled quadrupoles before the focal point. The dump line is the final region
in the FFTB and is used to guide the electvon beam to the dump. The electron-
laser interaction point is located here as Fig. 3.11 shows. The BPMs shown are used
for beam energy measurements and cnergy feedbacks as it is explained later in this
section.

Prior to tuning the clectron beam to the configuration required for E-144, the
beam needs to be brought to the FFTB line and then steered down to the interaction
arca. Several parameters of the incoming beam, such as its position and angle, and
also its energy need to be measured, adjusted and maintained in such a way so that the
beam quality at the interaction region is optimal. In addition, the beam backgrounds
need to be adequately reduced, before any further beam tuning is carried out. After
an extensive period of FFTB running a specific procedure has been in.troduced, which
is generally known as the beam to dump procedure {27). Also before any FFTB/E-
144 run the FFTB line is surveyed using mechanical techniques and the magnets are
placed with an expected accuracy of 100 um in the horizontal plane and 50 um in
the vertical plane.

Incoming position and angle jitter to the FFTB line are translated through the
FFTB optics to focal point jitter, whether that focal point is the FFTB final focus or
the focal point further downstream at the E-144 interaction area. For E-144 this jitter
affects the spatial overlap between the electron and laser beams, resulting in large

variations of the nonlinear Compton scattering and positron production rates. To
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alleviate this problem the FFTB launch feedback is introduced [28). This system uses
BP’Ms 30 and 50 in the BSY line separated by 86 meters to reconstruct the position
and angle of the incoming beam, and a pair of correctors (A3DX/Y, AdDX/Y) in each
plane, located in the same line, to hold the BPM readings to some reference values
{see Fig. 3.9). The incoming electron beam is steered through the BSY line so that
all the obstacles are avoided and collimator PC90 is adequately cleared, based on the
evidence of the loss monitors in the area. The readings of the two BPMs 30 and 50 for
which the beam skirted all the obstacles, are the reference values used in the launch
feedback and are known as the FFTB launch Criterion. Assuming that the BPM
errors are uncorrelated and that the BPM resolution is 1 um, the expected resolution
of the position and angle at the first BPM is 1 pum and 0.016 prad. The primary
function of the launch feedback is to correct slow drifts and to decouple the FFTB
steering from slow and/or DC effects upstream (such as quad strength changes,etc..).

Because of the arrangement of the FFTB line, the cnergy related properties of the
clectron beam can be measured more easily at the FFTB’s cxtraction line [28]. A
wire scanner (ESM) and a cluster of BPMs can be used to provide information on the
pulse-to-pulse energy jitter and on the energy spectrum. The BPMs are separated by
drift spaces and/or bend magnets (see Fig. 3.11), resulting in the simplest possible
system that can be used to reconstruct the beam energy. The last BPM of such a
systemn will have the highest resolution of both the incoming vertical angle and the
energy, and the energy measurement will be correlated to the vertical angle. An
energy feedback can then be introduced which uses the readings of those BPMs and
klystrons at the end of the linac. Beam steering confuses the energy feedback, and
therefore it is disabled during such an operation. The energy jitter measured at the
extraction line is of the order of SE/E = 10~ or 7 MeV. Since the linac contains
240 kiystrons, even a single klystron failure (cycling) can result in energy excursions
of 35 times the RMS value quoted carlier. Under such conditions the last BPM fails
completely and the energy feedback fails to restore the nominal energy. To prevent
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this, a low resolution BPM has been installed between the bend magnets and the
last BPM. Its measurement is weighed slightly during the energy fit and it becomes
important only when the last BPM fails. Its role is to rescue the energy feedback
and make it restore a nominal energy value that will enable the last BPM to read
praperly. .

In linear accelerators the constant production and extraction of particle bunches,
requires & vigorous beam collimation system in order to eliminate particles at large
excursions from the average position, angle, or energy. FFTB's primary set of collima-
tors consists of the linac collimators located at the last 300 m of the accelerator. The
first set {sectors 28-29) perform the primary collimation, while the second set (sectors
29-30) removes the particles that have scattered off the first set of collimators. The
linac collimators do not remove large energy oscillations and they are inadequate for
areas characterized by very large betatron functions like the FFTB [28]. FFTB itsclf
has two sets of collimators. The first consists of a pair of horizontal momentum jaws.
Particles for which the added geometric and dispersive offsets are large enough so
that they hit the jaﬁs, are removed. Still this system is not adequate for the case of
particles for which their geometric and dispersive offsets, though large enough, are of
opposite sign. Therefore a second set of movable jaws, one horizontal and one vertical
pair, are placed further downstream at a point where the dispersion is equal to the
one at the location of the first set, but which are separated by optics that have the
effect of inverting the sign of the geometric offset. Particles whose geometric and
dispersive offsets are canceled out at the position of the first set will be eliminated
here. In general setting up the FFTB collimation is a long procedure that requires
considerable amount of trial and error. The two silicon calorimeters that look at
the electron and positron signal provide the best background monitors during this

procedure.
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3.3 Beta Match

3.3.1 Reconstruction of the Incoming Beam
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Figure 3.12: Measurement of the o of the electron beam when the strength of quad
Q5 is being varied. The vertical axis shows the horizonta) spot size measured by a
vertical wire downstream of the scanned quad in um. The horizontal axis shows the

quad strength in kGauss, defined as the integral of the field gradient over the whole
maguet length.

The FFTB does not exercise full control over the 3 km linac and the BSY line. That
meaus that the incoming beam parameters (8, a) will not necessarily be equal to the
FFTB’s design values. In addition no reliable coupling measurement can be made by
using the sector 28 wire scanners. Therefore the FFTB uses its own set of wires for
reconstructing the incoming bean’s phase space. These are the x, y and v yokes of the
WS}, near the end of the first section of FFTB, the Beta Match line (see Fig. 3.10).

The nethod used in this case differs from the one described in section 3.1.3 and
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Figure 3.13: Measurement of the o, of the electron beam when the strength of quad
Q5 is being varied. The vertical axis shows the vertical spot size measured by a
horizontal wire downstream of the scanned quad in um. The horizontal axis shows

the quad strength in kGauss, defined as the integral of the field gradient over the
whole magnet Jength.

requires the focusing of the electron beam to a waist on the wire scanner, and then
measuring the beam size as a function of the strength of an upstream quadrupole.
In the case of no coupling between the x and y planes the situation is very simple.
Suppose we want to measure the emittance and the Twiss parameters (8, a) at some
point P, with our beam size monitor placed at the point P; a quadrupole of variable
strength & is located between Py and P,. In this section and for the rest of the
chapter, we define the quadrupole strength as the integrated field gradient over the
whole length of the magnet, assuming a constant pole tip field. This is true when the
magnet length is much larger than its aperture as it is the case for FETB. Then we
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can write for the quadrupole strength
k= E’—”-—’- (3.22)

where B, is the pole tip field at the center of the quad, and I, a are the Jength and
the aperture radius of the quad. The units of & quadrupole magnet strength, as it
is defined in Eq. 3.22 are therefore kG. By varying the quad strengths we measure
the beam size oy ) at P; as a function of the quad strength and compare it with the

theoretical expectation:
onulk) = C*kloy + 2C(k)S(k)ora + S*(k)on (3.23)

By fitting the parameters oy, 03 and o3, to match the measured curve, one can
determine the beam emittance (see Eq. 3.16). This procedure does not automaticaily
guarantee the measurement of the emittance with adequate precision. For the fit to
be accurate, we need to vary the beam size at the wire scanner significantly, so that
the nonlinear dependence on the quadrupole strength becomes apparent. Experience
shows that the beam size at the point Py should be large and preferably divergent.
In this case the variation of the quadrupole strength will drastically change the beam
size at Py, from a large value when the quad is underfocusing, to a smalil focal spot
size when it is on tune, and back to a large value when it is overfocusing [25]. In the
casc of the FFTB, the incoming beam is focused on the wire scanner WS1 with five
quadrupole magnets on the wire scanner WS1. Then the strength of the first of these
quads (Q5) is varied while a beam size measurement is performed at each different
magnet strength (see Fig. 3.10 for the arrangement of the quads and the wire scanner
in the Beta Match line).

However, the z and y plancs of the incoming beam are not uncoupled. This
has been observed repeatedly during earlier FFTB runs. For example the normalized
vertical emittance measured in sector 28, tends to be at least a factor of 2 smalier than
the same quantity measured at the entrance of the FFTB. As already mentioned, the

wire system in sector 28 cannot resolve xy coupling in phase space, and thercfore the
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Figure 3.14: Variation of the spot size of the electron beam when the strength of
quad Q5 is being scanned. The vertical axis shows the spot size measured by a 45°
skew wire downstream of the scanned quad in ;zm. The horizontal axis shows the

quad strength in kGauss, defined as the integral of the field gradient over the whole
magnet length.

measured emittances are certainly underestimated. The first quad in the FFTB line
is a weak skew quadrupole (QSM1), which when turned on changes the correlation
between y and y; it changes the ¥’ values, which are proportional to z. By scanning
the strength of this quad and measuring the y size of the beam at WSI, (and then
the emittance as described earlier), we find that for QSM1 strengths of around 1 kG
the measured emittances at WS1 become very close to the ones measured by the wire
systemn in sector 28 of the linac.

Even when most of the xy coupling has been reduced by the use of the skew quad
QSM], it is still desirable to reconstruct the whole 4 x 4 beam matrix in (z,2/,3, ).

Since this matrix is symmetric there are only 10 independent parameters that are
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needed to be calculated. The in-plane elements (ay,, 0y, 02, for the z,7’ plane and
033, O, O for the y,y/ plave), can always be calculated using the method described
carlier by just measuring the horizontal and vertical beam sizes at WS1 using a
vertical and horizontal wire respectively. Two such scans are shown in Fig. 3.12 and
Fig. 3.13. In order to find the coupling terms 0,3, 14, 023 and g4, we need to use a
45° skew wire, usually denoted as the v wire, and mounted on the same wire scanner
WS1,as Fig. 3.8 shows. We perform two different wire scans, either by varying the
strengths of two upsiream quadrupoles, or by varying the same quadrupole in each
case, but using different magnet configurations. Such a scan is shown in Fig. 3.14.
The method employed in this case is called the 4-D Quad Emit procedure and it
has been developed by W.L.Spence [28], [20]. The algorithm uses the thick lens
approximation to describe the beam line, and returns the beam matrix, the normal-
mode and projected emittances, the Twiss parameters and the coupling paramneters.
Therefore the 4-D Quad Emit can be used to measure the residual coupling after
the skew quadrupole QSM1 has been set to minimize the projecied emittance. The
incoming projected emittances thus measured are ¢, = 3.43 x 1073 m-rad and ¢, =
0.21 x 10-!9 m-rad.

3.3.2 Implementation and Verification

Once the incoming beam has been reconstructed, it is rather straightforward to com-
pute the quadrupole strengths needed to produce the correct beam parameters at the
FFTB’s focal point. A host of different beam-optics programs (SAD, COMFORT,
DIMAD, TRANSPORT) have been used successfully to that end. For the needs of
the pasitron run, the desired §;, at the FFTB focal point are 30 mm x 10 mm. This
is a slightly divergent beam and it is used in order to ensure low background levels.
Table 3.2 shows the strengths of the FFTB S-Match region quadrupoles necessary to
achieve the §; , mentioned above. |

Once the f-Match has been ithplemented, it needs to be verified. The wire scanner
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Quad Number | Quad Strength
[kG]
QSM1 0.64
Qs -153.20
Q6 157.70
QA0 -2.23
QA1 181.37
QA2 -317.72

Table 3.2: List of the quadrupole strengths in the FFTB g-Match line. Those are
computed with the requirement that the 8;, at the FFTB focal point should be 30
mm x 10 mm. The quadrupole strength is the integrated field gradient, as it is
defined in the text.

WS1 cannot be used any more in this case, since the dual image of the focal point on
it disappears. Further downstream images can be provided for verification purposes,
at the wire scanners WS2 (horizontal waist) and WS3 (vertical waist). The ultimate
verification of course will be the spot size measurement at the FFTB focal point, itself
(wire WSBA). A much bigger image of the focal point further downstream can also
be checked using wire WS6B. Table 3.3 shows the beam spot sizes predicted at those
four locations. 'WS2 measures a ¢, = 12.81 um, while WS3 mcasures o, = 7.36
pm, not too far off from the predicted values, although y does seem to be somewhat
mismatched. The vertical spot size measurement at WS6A is very much off being
at 2.2 um. Several things can be done to improve that, First we can tum the two
sets of sextupoles on in the FF'TB line, which will help to remove any second order
abberations (chromaticity). Second we ¢can try to remove any residual coupling in the
electron beam caused for example by rolled quads upstream from the focal point. This
is achieved using one more skew quadrupole (QS3) located a few meters upstream of
the final focus (see Fig. 3.10 for the arrangement of the magnets in the FFTB final
telescopc). We can again scan the strength of that quadrupole and measure the spot
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Wire Number Ox oy
fpam} ]
Wws2 10.32(12.81) 18.43
WS3 10527 | 11.09(7.36)
WS6A 3.65(4.8) 0.70(1.6)
WS6B 56.87(64.9) { 26.02(35.6)

Table 3.3: List of the electron beam spot sizes at different image locations in the
FFTB line. The actually measured values are shown in brackets.

B " A S Y S
x-Waist Knob Step [cm]

Figure 3.15: Scan of the position of the x-waist at the FFTB focal point using a waist
knob that affects only o..

sizes at the wire scanner WS6A. Third and last we can use the waist knobs which
control the three last quads in front of the focal point to move the 2 or the y waist

independently, by specific distances upstream or downstream. Such waist scans in



CHAPTER 3. THE ELECTRON BEAM 78

Ao IX = Blee2 o C

o BED AR

{um?]
1
T

2 5 8 T
y-Waist Knob Step [cm]

Figure 3.16: Scan of the position of the y-waist at the FFTB focal point using a waist
knob that affects only o,

both the 2 and y direction are shown in Fig. 3.15 and Fig. 3.16 respectively. After
this tuning procedure is completed, the y spot size at the focal point is measured
to be ~ 1.6 pm, as it is shown in Fig. 3.17; the z spot size is measured to be
~ 4.8 pm, and the beam size at the WS6B wire 64.9 um x 35.6 pm. Although
things have been improved there is still a serious discrepancy in both dimensions and
especially in y. At this point an emittance measurement in sector 28 has to be made.
Surprisingly the measurement returns projected emittances of ¢, = 4.3 x 10’ m-rad
and ¢, = 0.4 X 107! m-rud. Both arc much bigger than the ones measured during
the g-Match procedure and are compatible with the corresponding focal spot size

measurements at WSGA. ! Once the §-Match has been implemented and verified,

"Tuning of the linac emittances towards lower values can he a time consmning process and the
emittances remained that high for several days during the positron run. When they were finally
brought down to values close to the ones measured during the §-Match the spot size at the final
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Figure 3.17: Measurement of o, in gm at the FFTB focal point. The size of the wire
has alrecady been subtracted.

we can go ahead and start the procedure for establishing a small spot size at the
electron-laser interaction area (IP1), located ~ 12.5 m downstrcam of the FFTB final

focus.

3.4 IP1 Spot Tuning

3.4.1 Tuning Procedure

The tuning for a sinall spot size at the laser-electron interaction point (IP1), is a
procedure for transferring the waist already achieved at the FFTB final focus 125 m
downstream. The procedure is not as simple as it may sound. For one, there are very

few quads between the two locations, and the so calied dump line quadrupoles, operate

fouus was measuced to be ~ 0.8 pm.
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at or almost at their maximum strength. This means that we have to use further
upstream quads and therefore the waist at the final focus disappears. Furthermore
the apertures of the dump line quads are very tight making it impossible to use any
high divergence optics, since it would produce intolerable levels of background at the
primary positron detector (PCAL). Clearly the beam spot size at IP1 can not remain
as small as it is at the final focus. We do not want to touch any of the S-Match
quads, no matter how significant their effect might be, because this will resuit to a
complete mismatch of the incoming electron beam to the FFTB lattice. Furthermore
the FFTB line should not be altered too much, since traditionally a positron run
precedes or follows an FFTB run. We are left therefore with very few degrees of
freedom that we can use,

The computation of the quadrupole strengths needed to focus the electron beam
at IP1 is done by using TRANSPORT and the results have been cross-checked with
the SLC online version of COMFORT and with DIMAD. Table 3.4 shows the required
magnet strengths. Fig. 3.18 shows the spot sizes at different points in the last two
sections of the FFTB line, that surround IP1. Although the S-Match used in the
plot is different than the 30 mm X 10 mm that it is finally used, it still displays the
main characteristics of the small IP1 spot tuning, since it utilizes the same magnets
as shown in table 3.4, The predicted spot size at IP1 is 20 pm X 25 um, in z and
y tespectively, Waist knobs that utilize the last quad doublet in front of IP1 (one
vertically and one horizontally focusing quad), can also be used to move the z or
the y waist around IP1. The knob settings are found by performing waist scans as

discussed in section 3.3.2.

3.4.2 Measurement of the IP1 Spot Size

IP1 contains a system of x, y and v Al wires 20 pum thick, that can be remotely
inserted in the beam path, using stepper motors with um accuracy. A very accurate

way of calibrating the x, y and z positions of the wires is necessary, since it is expected
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Quad Number | Quad Strength
{kG]

SF1A 35202.09
SF1B

SD1A 17930.95
SD1B

Q1 -106.45
QC3 -150.58
QC?2 729.95
QP4 11091

Table 3.4: List of the quadrupole strengths needed to give a waist at the IP1. Again
integrated quad strengths are used following the definition given in table 3.2. The
first two pairs are sextupole doublets that have the same strength. The last magnet
is a quadrupole located in the FFTB extraction line.

to measure fairly small beam spot sizes. Although the self calibration of the x and
2 motors is accurate cnough, this is not the case with the y motor which seems to
move much faster downwards under the influcnce of the weight of the flag (for a
schematic of the IP1 flag sce section 4.4 of the next chapter) on which the wires
are attached. For this reason the vertical position of the IP1 wires is measured
using a Lincar Voltage Distance Transducer (LVDT). LVDTs can be casily calibrated
in the lab, with submicron accuracy. The calibration line which is fit with a low
order polynomial, relates the voltage that the LVDT outputs to the actual position.
Fig. 3.19 shows the calibration of the LVDT used in 1P1 for the vertical wire position.

Two different methods to measure the IP1 spot sizc can be used. Both giver
compatible results. The first method scans the clectron beam across the vertical or
the horizontal 1P1 wire, using the dither correctors closest to IP1. This method is easy

to integrate with the rest of the SLC (SLAC Linear Collider) control program (SCI*)
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Figure 3.18: Simulation of the IP1 electron beam spot's o, and o, using TRANS-
PORT. Although it is based on a different S8-match than the one finally used, it
nevertheless displays all the characteristics of a small IP1 spot tuning since it utilizes
the same magnet configuration that has eventually been used.

and it is repeatedly used during the small-beam tuning procedure. In the second
method the vertical or the horizontal TP1 wires are stepped through the electron
beam. The second method is part of the main data acquisition system for E-144, but
it is not part of the SLC contro} program. Fig. 3.20 and Fig. 3.21, show the IP1 beam
sizes at the end of the beam tuning. There is a discrepancy between the predicted
and the actually measured values especially in the y dircction, and the projected
emittances during this measurement have turned out to be bigger than expected.
Table 3.5 shows the mcasured spot sizes using any of the two methods mentioned
above, during the 46.6 GeV run period. - As the table shows frequent tuning of the
FFTB line and/or the linac itself is necessary in order to sustain reasonably small

beam sizes. The continuous disagreement between the predicted and measured y beam
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Figure 3.19: Calibration of the IP1 wire vertical mover. The position indicator is
an LVDT that follows the functional expression shown and which is used in the wire

scan algorithm.

Run Number

Oz

[um]

Oy

[psm]

15100-15322

23.97

36.31

15323-15371

24.80

47.85

15372~15398

21.46

37.49

15401-15463

21.46

37.29

15470-15515

25.67

33.55

Table 3.5: List of the measured electron beam spot sizes during the 46.6 GeV data

runs.

sizes during the whole period of the 46.6 GeV data run, indicates some considerable

£ mismatching,

Once the beam tuning and steering is done, we need to maintain the position,
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Figure 3.20; Measurement of o, of the spot at IP1 for a 46.6 GeV electron beam.

angle and energy of the electrons that reach the interaction region. One more feedback
loop is thus activated, the E-144 feecdback. The energy feedback is done in exactly
the same way as described in section 3.2. For the position and angle, both in z and y
directions, the BPMs around IP1 are read and compared to some set values, that have
been acquired at the end of the steering, when the background tuning is satisfactory.
The necessary corrections are done with the help of z and y dither correctors closest
to IP1. At the end of the spectrometer section there are two distinct lines emerging,
The first one defines the electron path as they are bent down towards the dump by the
bend magnets. The second one defines the -y path, for the high energy 's produced
at [P1, which follows a straight line towards the CCD detectors. Tuning the clectron
beam and setting the E-144 feedback on, does not necessarily guarantee the proper
propagation of the produced 7’s down the 7 line, without causing any undesirable
backgrgund levels, especially when they encounter the tight apertures located in their

CHAPTER 3. THE ELECTRON BEAM 85

000 400 a0

st vamiamt = izro Wire Step [um)

Figure 3.21: Measurement of o, of the spot at IP1 for a 46.6 G¢V electron beam,

path. The collimators, introduced in the «y line to reduce the synchrotron radiation
light on the CCDs, can be aligned prior to the runs by shining a He-Ne laser from the
end of the line up to IP1. The stecring of the +4's is done by inserting a foil in IP1 and
changing the pointing of the electron beam at IP1. The easiest way that this can be
achieved, is by changing the set points in the E-144 feedback. A silicon vy detector at
the end of the « line provides us with a diagnostic during this alignment procedure.
Some special cave is always nceded, especially in order to completely eliminate the
synchrotron light. The pointing of the electron beam is what matters here and it
can be always adjusted with the dither correctors. The E-144 feedback needs to be
left undisturbed for somne time after every beam tuning change, in order to “catch
up”. Since most of the collimators in the 7 line are not movable, such a correcting

procedure to protect the CCDs is always needed.
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3.5 49 GeV Beam Set Up
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Figure 3.22: Measurement of o, of the spot at IP1 for a 49.1 GeV electron beam.

It is interesting to study the nonlinear Compton and positron rates in higher beam
energies. The linac itself can deliver beams of up to 55 GeV, but the FFTB design
limits the beam energy to about 50 GeV. The FFTB line itself has never been tested
for electron energics higher than 46.6 GeV, so it is also interesting to check the
experimental limits for FFTB. In principle a successful scaling of the energy of the
electron beamn that still keeps it on the same path, requires the scaling of all the
magnet strengths in the electron line by the same amount. In our case this is not
quite straightforward, since several magnets in the FFTB line, especially the ones
in the dump live, are alrcady at almost their maximum strength with a 46.6 GeV
electron beam. Therefore the FFTB optics need‘ to be rearranged first in such a

way so that all the magnet strengths can be scalable to higher values, while the size,
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position and pointing of the electron beam at IP1 remains the same. Only then can
we try to increase the energy of the electron beam, steer it through the FFTB line
and reestablish a small spot size at IP1 suitable for positron data taking.
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Figure 3.23: Measurement of o, of the spot at IP1 for a 49.1 GeV electron beam.

Two magnet configurations, one at 46.8 GeV which is scalable to higher energies,
and another at 50 GeV produced by scaling the strengths of all the magnets in the
FFTB line by the ratio of 50/46.6 = 1.073, were prepared by using the online beam
simulator DIMAD. These two configurations are used by a knob that will at the same
time gradually scale the clectron energy in the linac and the magnet strengths in
the FFTB line by the same scaling factor, starting from the 46.6 GeV configuration
and moving towards the 50 GeV one. After each scaling step the electron beam has
to be steered so that it always makes it to the dump. The real restriction to this
procedure is the fact that the main dump line bends that guide the clectron beam to

the dump, are permanent magnets with strengths designed for 46.6 GeV electrons,
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and therefore the electron beam needs to be overbend in their entrance and at the
same time clear them adequately well so that the radiation levels messured by the
loss monitors are much lower than their trip values. There are four soft bend magnets
in front of the permanent ones, that can be used for this purpose. The whole scaling
process therefore is limited by the maximum field strength that the power supplies
for these magnets can deliver. Eventually 49.1 GeV was the highest electron energy
achieved, with ~ 5 x 10° electrons per bunch. We can then tune again for small
IP1 beam sizes as usually. The predicted spot sizes are 30 pm X 30 pm, and the
results of the wire scans at IP1 at the end of the tuning are shown in Fig. 3.22 and
Fig. 3.23. The sctpoints of the E-144 feedback become an adequate tool for steering
the +y line as described in the previous section. On the less bright side of this process,
the background levels increased by a factor of 5-10 and repeated steering helped to
bring them down to about & factor of 4 higher than the 46.6 GeV case, as described

in morxe detail in chapter 7.
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Chapter 4

The Laser System

4.1 Laser System Description

The laser is based on the Chirped Pulse Amplification (CPA) technique [30}, [31). It
consists of a mode-locked Nd:YLF oscillator, a Nd:glass regenerative amplifier, a two
pass Nd:glass rod amplifier and finally a flashlamp-pumped Nd:glass slab amplifier.
A schematic of the laser system js shown in Fig. 4.1.

In order to collide a laser pulse with an electron bunch, the oscillator is locked
to the accelerator rf. For this purpose, the 476 MHz drive frequency needs to be
transported from the accelerator master clock to the laser room, as is described in
section 4.3. After frequency dividing by 8 this signal is used to drive the acoustooptic
modelocker of the cw-pumped oscillator at 59.5 MHz, while the phase of the laser
pulses with respect to the reference rf is maintained with the help of a phase-locked
feedback loop. The low-Q modelocker [32] is driven by the §9.5 MHuz «f after it is
amplified to 4 W. The Q of the modelocker can be measured by shining a He-Ne
laser through its center and using a fast photodiode to measure the light after the
0-th order Bragg reflection. The driving frequency of the modelocker is varied using a
synthesizer operating around 59.5 MHz. The photodiode signal is fed to a spectrum
analyzer. Fig. 4.2, gives the fractional modulation depth of the He-Ne light. We can
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A phase-stabilized, CPA laser system dellvers ~1018 Wicm2 , 0.5 um or 1 pm laser
pulses at 0.5 Hz with 1.5 ps timing Jitter
Expansion Gratings

476 MHz . A A

from ¥a3c
Ly.|Phase-statilized | 113 MHz pukse train
NAVLF Oscilstor A
800 m
@ Pockely .
cell

"] SAB Ampﬁﬁer

AX Cyfindricat

KOP Crystal
Expariments

Figure 4.1: Schematic of the laser system.
see that the peak is at fo = 59.47 MHz, while the FWHM is A f = 85 kHz. Then the
quality factor can be calculated to be:

2% fo
= Zr

The modelocker needs to be kept at a constant temperature during operation and

= 1400 )

for this purpose a cooling system with less than 0.5°C variation has been employed.
The Q measurement shown in Fig. 4.3 corresponds to a modelocker temperature of
30.5°C. The optimal temperature that the modelocker needs to be kept, is defined to

be the temperature at which the reflected power from the modelocker is minimum.
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ll“;ggre 4.2: Frequency response of the modelocker (ML) crystal. The estimated Q =
Every time that the cooling system is changed the optimal temperature needs to
be determined again. This was the case right before the August 1996 data run.
Fig. 4.3 shows such a measurement of the optimal modelocker temperature, after the
installation of the new cooling system. The modelocker power is kept at 4 W while
the cooling temperature is varied and the reflected power from a forward coupler
is monitored. Notice that the optimal temperature has changed to about 29.6°C.
Then also the optimal frequency that corresponds to maximum modulation depth
also changes and it is found to be at 59.5 MHz. The quality factor did not t‘hange
significantly.

The oscillator produces a 118 MHz pulse train of 50 ps pulses at a wavelength of
1054 nm. The pulse train goes through a Faraday rotator to ensure minimal reflection

back to the oscillator cavity, and then through two waveplates, that can be adjusted
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Figure 4.3: Temperature dependence of the reflected power of the modelocker (ML)
crystal. The resonance frequency is f = 59.5 MHz.

to vary the polarization and power through the optical fiber. The fiber is ~ 1 km
long, single mode with 2 9 um core {33). Inside the fiber the pulses undergo stretching
in time and also chirping in frequency due to the effects of Self Phase Modulation
(SPM) and Gronp Velocity Dispersion (GVD) [34]. A spectrometer in the diagnostic
line, where part of the laser beam is sent, is used to measuore the bandwidth around
the 1054 nm wavelength. The spectrometer consists of a narrow vertical slit to allow
only a fraction of the laser pulse through, a lens to match the distance to the detector
and a grating with 1000 lines/mm with its grooves positioned vertically. The detector
is » reticon {35} with only horizontal resolution. It is 14 mm long and it is located 33
cm away from the grating, therefore the maximum angular divergence is 4.24 x 102

rad.The grating equation is:

sinf; + singy = n (4.2)

ol
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Figure 4.4: A measurement of the oscillator pulse bandwidth after dispersio? in t:he
optical fiber. The width at FWHM is shown to be 846 ps and using the calibration
factor of 3.8 A/100 ps we get a bandwidth of 32 A around the 1054 nm wavelength.
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Figure 4.5: A measurement of the oscillator pulse width vsing a cw autocorrelator:
The pulse is compressed with a grating pair. Taking into account t}.le autocorrelator
calibration this measurement corresponds to 1.1 ps FWHM pulse width.

where 8, = 23° and 6 = 80° are the input and output angles of the laser on the

grating measured with respect to the perpendicular to the grating surface, n=1 is the
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order of dispersion, A the wavelength at 1054 nm and D the groove spacing on the
grating. After differentiation of Eq. 4.2 and substitution we find:

d\ = dfp cosbo D = T0A (4.3)

On the other hand the total length of the reticon corresponds to 1.85 ms on the scope.
Therefore we have a calibration of 3.8 A/100 ps for the spectrometex: measurement,
as it is displayed on a scope. Fig. 4.4 shows such a bandwidth measurement. Using
the calibration factor of 3.8 A/100 ps, we get a bandwidth estimate of 32 A around
the 1054 nm wavelength. In the same diagnostic line with the grating spectrometer,
there also exists a cw autocorrelator that measures the oscillator pulse width, after
it has been recompressed with a pair of gratings. The compression is done in order
to ensure compressibility of these pulses before they are transmitted through the rest
of the laser chain. Fig. 4.5 shows the measurement of a 1.1 ps pulse after taking into
account the calibration of the autocorretator. As mentioned earlier, only part of the
laser beam is going through the diagnostic line, while the rest of it is sent directly
through the main optics chain. There the laser pulses undergo & further expansion
by a pair of expansion gratings. Their pulse width can be measured with a streak
camera and their pulse width is found to be approximately 700 ps. Expansion of the
Jaser pulses in the frequency domain is important, because it allows compression in
the time domain, as AwAt = 1 suggests.

At this point the energy of the laser pulse is only about a nanojoule and it is ready
to be injected into the regenerative amplifier. Every 2 seconds one pulse out of the
119 MHs pulse train is selected by a Pockels cell and then is seeded into a Q-switched,
regenerative amplifier. The amplificr medium is a 6 mm, 160 mm long Nd:glass rod.
The pulse train out of the regen is shown in Fig. 4.6. One more Pockels cell is used
to select one of these pulses every 2 seconds and it therefore sets the repetition rate
of the laser. The selected laser pulse has ~ 1 mJ of energy, 700 ps pulse width and
repetition rate of 0.5 Hz. This repetition rate is limited by the cooling requirements

of the later amplification stages, Thermal effects on the amplifier material can induce
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Figure 4.6: Regenerative amplifier pulse train. The missing pulse has been selected
by a Pockels cell and it continues through the rest of the laser system.

a preferred axis for the laser polarization. If the polarization of the incoming beam
does not coincide with this preferred axis, depolarization effects occur that lead to
distortion of the laser pulse wavefront. Therefore sufficient time needs to be allowed
for cooling. An important effect to consider is the gain narrowing that occurs during
the smplification {36). At the end of the regen amplification the bandwidth has been
reduced to about 12 A, which can result in a shortest pulse width of ~ 1.3 ps after
compression. An air spatial filter up-collimates the Jaser beam before the double-
pass Nd:glass amplifier. Due to depolarization effects when the amplifier operates at
high voltages, the maximum energy is kept at 10 mJ. A 1 m {ong vacuum spatial
filter with equal focal length lenses, is used to clean the luser pulse from any intensity
variations due to scattering from optics imperfections or air particles, after the second
amplification. At the focus of the first lens a 400 um pinhole is placed that cleahs
most of such noise, while still 99% of the initial intensity remains [60). The pressure
inside this filter is kept to the level of 10~% Torr, in order to avoid ionization of air

molecules at the focus of the laser pulse,
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Figure 4.7: Simulation of the current through one of the four flashlamps used to
“pump” the slab active medium.

The last amplification stage consists of an Nd:glass slab amplifier. A characteristic
of the slab gcometry is the Brewster angle input and output faces. In order to extract
as much cnergy as possible from the slab we need to expand the beam anamorphically
with an aspect ratio of 4:1. This is done by using prisms, that take advantage of the
Brewster law to give a magnification factor equal to the refractive index of each

prism [60]. There are 4 prisms made of fused silica which has a refraction index of

1.41. Therefore the magnification achieved is (1.41)¢ ~ 4. A Galilean telescope further

expands the beam by a factor of 2. The slab geometry [37], [38] has the advantage
of excellent phase front transmission, while retaining high gain and repetition rate
in a compact unit. This is due to more efficient cooling compared to a rod of a big
diameter. Depolarization effects are climinated if the electric field is perpendicular

to the large surface of the slab. In our case the aperture cross section is 1.1 cm
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X 6.5 cm, so that large beams can be used, reducing the peak intensity and related
nonlinéar effects. The laser beam passes three times through the amplifier in a bow-tie
configuration, while the Brewster angle input window, internally reflects the beam in
each pass 12 times, increasing the optical path in the active medium.Nd:glass is more
preferable in our case, due to its availability in high optical quality and large sizes, and
also to its ability of storing high energies before reaching its saturation fluency. The

Gain
£

Gain

T 1600 1R00
Voltage [V]

Figure 4.8: Slab (top plot) and 2-pass (bottom plot) gains, as a function of flashlarap
voltage seftings.

slab active medium is “pumped” by four flashlamps, that discharge a high voltage
with peak energy of 1.6 kJ per lainp. The discharge lasts for approximately 200 us
and is regulated by each lamp's current pulse forming network (PFN). The current
running through each of the four flashlamps can be approximated by the expression:

%

I = o
\/wi—aEL

e sin (Vi ~ a? 1) (4.4)
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where o = R/2L and w = (VLC)™*. Fig. 4.7 shows a simulation of the lamp current
for the indicated parameters. An actual measurement of the current agrees well with
the above approximation [60). For the case of 6 kJ of flashlamp energy, the small
signal gain is measured to be as high as 300. Under normal operating conditions a
10-15 mJ input laser pulse at 1054 nm can be amplified to over 2 J of energy. Fig. 4.8,
shows the slab gain (top plot) and also the 2-pass gain (bottom plot) as a function
of the flashlamp voltage settings.

After the slab the laser beam needs to be recircularized. A pair of cylindrical
lenses is used for that purpose. Their alignment is critical to the wavefront quality of
the beam further downstream, and especially to the astigmatism introduced {o the
beam. Both the cylindrical lenses and also a Galilean expansion telescope that follows,
increase the size of the beam at the end to about 4.5 cm. A waveplate positioned in
between rotates the polarization from vertical, required for the operation of the slab,
to horizontal as required by the compression gratings later. A 2.7 m long vacuum
spatial filter cleans the pulse once more and it further expands its size to ~ 7.5 cm.
"The filter again is maintained to a pressure of 10~ Torr. The laser pulse is then
directed through the compression stage, which consists of two 1760 lines/mm, gold
coated 160 mm x 220 mm holographic gratins {49}, used in the near Littrow, double
pass configuration with a separation distance of 164 em. They compress the laser
pulse to 1.5 ps. After the compression the laser pulse is frequency doubled using
a 4 mm or 8 mm thick Type Il KDP crystal. Although the theoretically expected
efficiency is 50 %, during the August 1996 run an efficiency of ~ 40% was achieved.

After the laser pulse is transported down to the interaction point (IP}, it returns
back to the laser room for further diagnostics. The laser energy is measured at the
end of the trausport line, with an energy monitor appropriately calibrated in order to
take into account, the energy losses through the trausport line, so that the energy of
the input pulse can be deduced. Fig. 4.9, shows the laser energy fluctuations during

the whole data taking period. Laser pulses with energies as high as 750 mJ have
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Figure 4.9: Laser encrgy at the interaction point, as a function of run number. Bach
point in the plot represents energies averaged over a large number of laser pulses. On
a pulse-to-pulse basis, events with energy as high as 750 mJ in the green (527 nm)
have been observed.

been observed. The laser pulse width was measured with a single shot autocorrelator
but not on a shot-by-shot basis. Such & measurement is shown in Fig. 4.10 and
corresponds to 1.5 ps pulse width.

The focal spot size at the interaction point is measured indirectly using the Equiv-
alent Target Plain (ETP) method. The returning laser beam is focused with a 4 m
lens and attcnuated by reflection off the surface of glass flats, by a factor of 10°.
Further attenuation is provided by neutral density filters. The focus is imaged with
a 10 x microscope objective into a CCD camera that has 753 x 244 pixels with
dimensions 11.5 um x 27 um. The signal in each pixel is proportional to the light
intensity on it. The width of the laser pulse in both the x and y directions is deduced

in two ways. The first is the so called geometric method. During this method the
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Figure 4.10: A measurement of the green pulse width (FWHM) after it has returned
to the laser room from the IP, using a green single-shot autocorrelator. After taking
into account the autocorrelator’s calibration, the measurement shown gives a FWHM
of ~ 1.5 ps.

background is estimated by measuring the signal levels in a 3 pixel wide area around
the edges of a square 150 % 150 pixels wide that surrounds the peak of the signal.
Clipped pulses that hit the CCD camera on the edge, are thrown away when the ratio
of the bottom of the clipped edge to the peak is < 0.67, i.e. when most of the clipped
side is lost. The peak of the laser pulse is determined as the average of the four pixels
around the one with the highest intensity. The difference between the background
and the peak defines the pulse height. The width in each direction is then found by
counting the number of pixels in which the signal is higher than {/€)~! of the peak
signal. The area is determined by multiplying the two widths by 2 . The second
method defines the width in each direction by assuming 2 Gaussian distribution and
fitting accordingly. Events with really bad x* are not considered. Again the area is
determined by multiplying the two widths by 2 ». Fig. 4.11, shows the spot areas
predicted by the two methods. The geometric method gives on average a larger spot

size by 23 %. In any case the lascr area remains fairly constant over the whole run
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Figure 4.11: The laser spot size at the interaction point as measured using the ETP
method. Two different procedures, the geometric that simply counts pixels above
a certain background threshold, and a method that assumes Gaussian distributions
of the beam intensity on both the x and y directions and fits accordingly, can be
used to extract the laser spot size. The top plot shows the areas derived using this
last method, as a function of the data runs (run time). The second plot shows the
difference in the predictions of the two methods. It is clear that the geometric method
can give spot sizes bigger by 23 % of those found by the fit method.

period and between 30-40 um? for most of the time. The ETP method is very sen-
sitive to outside conditions like air currents. Furthermore the quality of the beam
wavefront deteriorates sharply with the number of reflections off the mirror surfaces
and by going through filters. Therefore the errors assigned to it are really big. If
we define the focusing optics by their f number (fg), which is the ratio of the focal
length of the focusing lenses over the limiting aperture of a parallel Gaussian beam
that corresponds to the 1/e? of the beam intensity, we find that in our case fy = 6.

The wavelength for a green laser pulse is A = 0.527 um. Therefore we can define the
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diffraction limited spot area for a green laser to be:
A= % (f#))? = 6.4 pm? 45)

From the above we can conclude that the measured spot sizes are ~ 4.7 times the
diffraction limited ones. Astigmatism is the most obvious reason for this difference,
along with misalignments in the optics in the transport line and inside the IP box, as

it is discussed later.

4.2 The Laser Transport System and Interaction

Point

From the laser room the laser beam needs to be transported 12 m further into the
FFTB tunnel and to the interaction point. The laser beam is raised to a height of
2.5 m using a periscope inside the laser room and then it passes through a glass
window coated for antireflection in green, before it enters a 10 m long pipe that
transports it into the FFTB tunnel, that is under high vacuum, the same maintained
in the electron beam pipe (10~® Torr). There the beam is reflected downwards by
a 45° mirror, which is placed on stepper motors that can be remotely controlied
from inside the laser room. The mirror is located in the upper deflection box (UD),
which also contains the return mirror, which is also placed on remotely controlled
motors. After been deflected by 45° the laser beam travels downwards until it enters
the interaction region. There it is deflected horizontally by another 45° mirror and
focused by an Off Axis Paraboloid (OAP) mirror with 30 cm focal length onto the
incoming clectron beam. The laser beam is then re-collimated using another OAP
and deflected upwards with a 45° mirror. All the optics inside the IP are mounted
on an invar plate in order to reduce the effects of tempcerature variations on the laser
path length. The laser beam crosses the electron beam at a 17° angle. A schematic

of the IP optics is shown in Fig. 4.12. The IP box is placed on magnet movers that
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Figure 4.12: Drawing of the optics inside the interaction point box; dimensions are

in inches. The focusing of the laser pulse is done in such a way 8o that it crosses the
electron beam in a 17° angle.

can move it in the x (horizontally transverse with respect to the electron beam) and
in the y direction (perpendicular to the electron beam) and also rotate it in the xy
plane. The three motors are interfaced to the SLAC Control Program (SCP) and are
used to scan the laser focus with respect to the electron beam, since the laser path
is fixed with respect to the IP box. Some stability issues are of concern, especially
since the IP box is on top of a column that sits on the concrete floor of the FFTB
tunnel. Long term drifts of the order of sm have been measured and they in fact
became evident during the last run. They are due to diurnal thermal expansion of
the tunnel. Frequent y-scans of the IP box paosition had to be performed in order to
establish optimal vertical overlap between the two beams.

Good wavefront quality of the beam returning into the laser room from the in-
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teraction point, indicates that the alignment of the OAPs is correct and that the
pointing of the beam incident on the first OAP coincides with the OAP axis. To
maintain the alignment a frequency stabilized cw He-Ne laser is used in a Mach-
Zehnder interferometer configuration. A beam splitter sends part of the He-Ne beam
down to the transport line and after its return back to the laser room, it interferes
with the other part that went through the beam splitter. The absence of any fringes
or the presence of at most one indicates a very good alignment of the transport line.
The OAP alignment can be done independently in the lab prior to their instsilation
into the IP box by using the same method. There are 5 degrees of freedom over which
the OAPs must be aligned to each other: 3 displacements so that their focal points
will coincide and 2 rotations to set the optical axis parallel to the OAP axis. After
the OAP installation inside the IP box, the rest of the transport line can be aligned
using the Mach-Zehnder interferometer described above. The input and return mir-
ror in the Upper Deflection box (UD) can be used for final adjustments. A set of
quadrant diodes behind the two 45° deflecting mirrors inside the IP box can be used
in order to set the laser beam on a perfectly horizontal line as it propagates through
the transport line on both directions and also on a normal direction of incidence on
the first CAP.

4.3 Laser-Electron Timing

One of the most important technical challenges for the experiment is the synchro-
nization of the laser pulse with the electron beam, in order to achieve collisions at
the interaction point [39). Since the laser pulse has a pulse-width (FWHM) of ~ 1.5
ps and the electron beam a bunch length of ~ 7 ps, we need to control their relative
timing at the 1 ps level. The strategy used is shown in Fig. 4.13. A sub-multiple of

the master accelerator frequency drives the mode-locker (ML) of the laser oscillator

that sets the timing of the laser pulse launching. An electronic feedback locks the
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Figure 4.13; Overview of the timing system for the synchronization of the laser pulses
with the electron beam (from [60]).

phase of t‘he oscillator to the accelerator 1f, by adjusting the phase of the rf driving
signal of the ML. The electron-laser fine timing is found by scanning with an optical
delay line, while at the same time the products of the laser-electron interaction are
monitored, i.e. the linear Compton scatrered electrons into the linear monitor, or
the even more sensitive signal of the nonlinear scattered electrons into the nonlinear
counters or the electron calorimeter (ECAL). The best timing overlap is at the peak
of the interaction yield when it is plotted as a function of the timing delay.

4.3.1 Experimental Setup for Laser-Electron Timing

The accelerator master oscillator located in the injector area, 3 km from the laser

room, provides 20 Watts of rf power at 476 MHz. A 360 Hz fiducial is superimposed
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on this signal, which provides the firing trigger for the linac klystrons. This signal
is transmitted via the Main Drive Line (MDL) [40}, a rigid coax cable that runs the
whole length of the accelerator’s klystron gallery, and is the source of both the 1f drive
and of all the reference signals for the klystrons and rf devices in the linac. The 476
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Figure 4.14: Schematic of the SLAC main drive line (from [60}).

MHz internal frequency is multiplied by 6 in each sub-booster in order to produce
the rf necessary for S-Band systems, as it is shown in Fig. 4.14. The performance
of the accelerator is sensitive to any drifts in the phase of the rf provided by the
MDL, so a feedback loop is employed to compensate for any changes in the electrical
length of the MDL. This loop is controlled by the software tools that support all slow
feedback loops in the SLAC Control Program (SCP), and is a feed-forward loop, i.e.
the environmental effects that are responsible for any phase instabilities of the MDL
are not controllable and can only be compensated for. The measurement of the phase
length of the MDL is done with a single interferometer by introducing a modulated
reflection of the rf at the end of the linac (sector 30), allowing instrumentation in
the front end (sector 0) to compare the phase of the reflected rf with that of the
source. Thus, the accelerator tf signal which is used to synchronize the laser with

the clectrons, contains, in addition to the main 476 MHz signal, a sideband at 750
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Hz (originating from the interferometer) , and sidebands at the harmonics of 360 Hz
(originating from the fiducial).

The 476 MHz signal is amplified by a low noise rf amplifier and is then fed into a
Fiber-Optic Transmitter (F/T) [41]. The rf modulates the current into a distributed
feedback diode (DFB), which in turn produces an intensity modulated optical signal at
1300 nm wavelength that is coupled into a temperature stabilized optical fiber [42],
and transported 600 m to the laser room. The fiber solution is more preferable
than an f cable due to lower losses, lower dispersion, and smaller length variations
resulting from ambient temperature fluctuations. In the laser room the optical signal
is detected by a Fiber-Optic Receiver which utilizes a fast photodiode to convert it
to the 476 MHz reference signal. The transmitter/seceiver setup is interfaced and
monitored by SCP. The 476 MHz signal from the F/O Receiver is amplified and used
to drive the Fiducial Output module (FIDO), which contains electronics that extract
the fiducial pulse (T-zero) from the reference signal and others that produce the 4th
sub-harmonic at 119 MHz. The output of the FIDO consists normally of a 119 MHz
sine wave with a missing half cycle to indicate the T-zero. An externally supplied
circuit inhibits the fiducial, so that a cleaner 119 MHz pulse is produced. Fig. 4.13,
shows the spectrum of the 119 MHz pulse. The 360 Hz and 750 Hz sidebands can
also be seen clearly.

The 119 MHz 1f is then sent into the timing stabilizer (TS) module [43]. A
simplified block diagram of the timing stabilizer is shown in Fig. 4.16. The output of
this module is a 59.5 MHz signal in phase with the reference 119 MHz, which after
amplification to 4 W drives the oscillator’s modelocker. The oscillator produces a 119
MHz pulse t,'rain, which is collected by a 2 GHz bandwidth photodiode, after it has
undergone chirping and expansion through the fiber and again compression thr;)ugh
the diagnostic line compression gratings. Thé photodiode signal is phase compared in
the TS to the reference 119 MHz signal. The output signal of the phase comparator
controls the phase of the rf sent to the modelocker. The positioning of the diode
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Figure 4.15: Power spectrum of the laser reference rf at 11SMHz.

is critical, since both signals that are phase compared must be close to their zero
crossing in the time domain. The diode collects the light after the 1 km fiber used
for chirping, so that are compensated for any changes in the optical path length due
to temperature variations. The diede is placed after the compression gratings where
the FWHM of the pulse is ~ 2 ps and therefore the timing information of the rising
edge of the pulse is more accurate. With this setup the oscillator pulse train is locked
to the master accelerator clock. Every 2 seconds one of the pulses in this train is
picked for further amplification and eventually is sent down to the interaction region
to collide with one of the electron bunches.

Fig. 4.17 shows the arrangement necessary to set the relative delay. The relative
timing of the laser pulse with respect to the electron beam is set by the last Pockels
cell in the laser path, which defines the switch-out time for the regenerative amplifier
pulse train. The timing of the other two Pockels cells earlier in the line, is then

adjusted relative to the switch-out Pockels cell, so that good amplification and good
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Figure 4.16: Timing stabilizer block diagram {from [43]).'

single pulse contrast is achieved. The Pockels cell triggers are based on the software
defined SLC triggers, which are also synchronized to the master accelerator clock.
These triggers can be adjusted as to repetition rate and delay, from a starting point
T, which coincides with the injection of the electron beam. The laser trigger sterts .
as a 10 Hz trigger and its delay can be adjusted with a Pulse Delay Unit (PDU)
interfaced with SCP. The finest time step of the PDU is 8 ns. The PDU signal is
frequency divided to 0.5 Hz and is then fed into two commercial delay units [44] that
can be timed in picosecond steps. The first of these units is used for the triggering
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Figure 4.17: Experimental setup of the timing system. Different ways of synchronizing
the electron and the laser beam and the corresponding cable delays are shown.

of the regenerative amplifier's flash lamps and is irrclevant for timing purposes, since
the lamp flash lasts for approximately 200 us. The second unit is used to trigger the
three Pockels cells in the laser path.

After the switch-out time the laser pulse travels through the rest of the laser
system and eventually enters the input periscope of the optical transport line, to be
delivered to the intcraction region (IP). The light leakage from the first mirror in the
input periscope, is collected by a photodiotte permanently positioned behind it and
is used as the timing reference laser pulse (TRLP). Assuming that -no path length
changes take place in the optical transport, is compared to an electron beam based
signal. The clectron beam based signal is provided by a ringing cavity installed in the
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Figure 4.18: Schematic of the ringing cavity (from [60)).

electron beam line 2 feet downstream of the IP. A schematic of this cavity is shown
in Fig. 4.18. It has a rcsonant mode at 2856 MHz (characteristic of S-band systems),
and a quality factor @ = 1300. It is made of copper and it normally operates at a
temperature of 116° Fahreneit. The length of the cables from the ringing cavity to
thie laser room as well as of those from the diode, are measured vsing Time Delay
Refiectometry (TDR). The optical transport length is measured by sending the laser
pulse through the transport line and using two photodiodes to measure the relative
delay between the input and output signals. The TRLP signal is time compared bo
the onc from the ringing cavity using a 400 MHz oscilloscope and a coarse timing of
the laser and beam is set by using the PDU. By this niethod the synchronization can
be set Lo & 0.5 ns. Table 4.1 and Fig. 4.17 shows the cable and path lengths in units
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of us for all the relevant timing elements, as they were measured prior to the August
1996 data run. Fine tuning of the relative laser-electron pulse timing is achieved

Timing Ringing Cavity

Element Method
Opt. Trans. 41.82
Cavity Cable 136.44
Path Length 2.00
Diode Cable 176.22
BPM Cable -

Table 4.1: List of the cable and path lengths for the timing method used for the
laser-electron pulse synchronization. The units are in ns. Proper subtraction of the
cable lengths results to a relative time difference of 4.04 ns.

by using the variable optical delay line. This line consists of & prism positioned on
a stage that can be moved with ym precision either manually or through an GPIB
interface of the stage driver, with a PC. Since the stage is 25 cm long it can cover the
range of & 0.5 ns, The whole sctup is integrated with the rest of the data acquisition
system, and thercfore the correlation between the laser optical delay and the yield of
the products of the laser-electron interactions can be monitored. Fig. 4.19 shows such
a timing scan. It is clear that optimal timing overlap corresponds to a time delay of

~ 8 ps.

4.3.2 Timing Jitter and Long Term Drift

In the spectrum of the reference 476 MHz rf frequency, any sidebands can translate
into phase noise. An estimate of the phase noise, or equivalently of the time jitter,
can be obtained from an analysis of the power spectrum [45] of the cxamined tf. The
spectrum of a narrow pulse of frequency wp contains all higher harmonics of wy at

frequencies yuwg plus a series of amplitude noise sidebands Sy {w—rnwy) and phase noise
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Figure 4.19: A typical timing scan curve. The vertical axis shows the number of
clectrons detected in the top row of the electron calorimeter (ECAL) as a function of
the time delay introduced by the variable optical delay line.

sidebands n*w? Sy {w—nwp). At harmonics of sufficiently low order the amplitude noise
sidcbands dominate, while the phase noise sidebands, which are proportional to n2,
become important at the higher order harmonics. The relative power of the sidebands
of a high n-th harmonic over the power of the n-th harmonie itself, determines the
spectral density Sy{w) of the timing jitter of the signal. Then the RMS timing jitter
is given by

1 o
=1/ * $s(w')du' {4.6)

low

where we have set w' = (w—nwp). The lower limit must be chosen so that wf,, AT ~ 1,
where AT is the duration of the experiment, but often it is imposed by the resolution
of the spectrum analyzer and can vary from 50-200 Hz. The upper limit is taken as 25

kHz, although frequencies above 2 kHz contribute little to the timing jitter integral, It
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Figure 4.20: Power spectrum of the laser oscillator pulse train.

is obvious that it will be more appropriate to measure the time jitter of the 119 MHz
signal at one of its higher harmonics. Since, as we have mentioned in section 4.3.1,
the ringing cavity has a resonance at 2856 MHz, we can use the 24-th harmonic to
calculate the timing jitter. The power spectrum of the 24-th harmonic of the laser
pulse train is shown in Fig. 4.20 and it can be used for such a measurement. An actual
measurement performed in some earlier stages of the E-144 experiment, gave an RMS
estimate of ~ 2 ps [60]. A theoretical treatment of the phase stability of microwave
oscillators is given in {46]. Time jitter measurements can also be performed in the
time domain, by displaying the fast photodiode signal of the laser pulse train on a
sampling scope [47). A 7 GHz bandwidth photodiode is used for that purpose. The
scope is triggered with the 119 MHz reference rf. The diode is positioned after the
compression grating in the laser pulse diagnostic line. In order to reduce the effects
of amplitude fluctuations, the lower part of the rising edge of the laser pulse has to
be studied. Fig. 4.21, shows such a jitter measurement with a result of o¥%2! = 7.3
ps. However, the trigger jitter needs also to be taken into account. This is done by
generating both the trigger and the signal from the 119 MHz reference rf, using a
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Figure 4.21: Measurement of the timing jitter in the time domain.

power splitter. This measurement gives a trigger jitter of o797 = 6.8 ps. After
quadratic subtraction, we find that the real jitter of the laser pulse is g%%3% == 2.8 ps.
Such a method is characterized by a big error usually of the order of ~ 1 ps.
Another diagnostic of the timing stability of the system is a direct phase com-
parison of the laser pulse train and the drive rf. This is done at the linac frequency
of the 2856 MHz. The 476 MHz output of the optical fiber is multiplied by 6 and
fed to one arm of a Double Balanced Mixer (DBM). The other arm has as an input
the 24-th harmonic of the 119 MHz laser puise train. This is selected by using a
2856 MHz Beasel filter. The signal is amplified by 60 db, before it is input to the
mixer. When two signals of the same frequency but different phases, are applied to
the two inputs of a balanced mixer, the output is a DC voltage whose amplitude is
proportional to the phase difference of the two input signals [48]. The mixer out.;;ut
is filtered for DC using a low-pass 50 MHz filter, in order to avoid any leakage of both
the main 119 MHz drive f and its sub-harmonic of 59.5 MHz. The output can be
fed either directly into a sampling scope, or throngh a CAMAC to the SLC Control
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Figure 4.22: Block diagram of the laser pulse phase noise measurement setup
(from [60]).

Program {SCP). The whole setup is shown in Fig. 4.22. The calibration of the mixer
is done by shifting the phase of the input laser frequency by a known amount using
a phase shifter, and reading the mixcr output through a scope or through SCP. Such
a calibration curve is shown in Fig. 4.23 and results to a conversion factor of 0.79
ps/mV. The voltage output of the mixer as a function of time with an RMS fit, is
shown in Fig. 4.24. The RMS is shown to be 1.426 mV. Using the above calibration
it translates into a timing jitter of o™* = 1.13 ps. The mixer's internal phase noise
turns out to be small enough and nceds not to be taken into consideration. This last
measurement was performed right before the beginning of the August 1996 data run.
The phase comparison technique described here, can also provide us with a tool to
perform a measurement of the long term drift. Fig. 4.25, shows the resuits of such a

measurement over a time period of 17 minutes. The time step size is 2 seconds. The
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Figure 4.23: Calibration of the phase noise measurement setup taken by shifting one
of the arms of the mixer with respect to the other.

slope of the straight line shown, gives us the drift in units of mV per 2 seconds. Using
the conversion factor of 0.79 ps/mV we find that the long term drift is 6 ps per hour.
This is a considerable drift and can cause the complete joss of the laser-electron puise
synchronization, and therefore frequent scans of the laser’s optical delay are nceded
to reestablish optimal timing overlap. When the timing stabilizer loop is deactivated,
drifts of over 100 ps in a time scale of minutes ave evident, as Fig. 4.26 shows. The
stability of the electron beam with respect to the reference rf can also be checked {60}.
Very briefly the results of the measurements indicate that variations over a time scale
of 30 minutes are less than 2 ps, while diurnal effects that change the length of the
linac do change the electron timing on a timescale of hours.

Several sources can be identificd as contributing to the timing jitter measured
previously. One is the fiducial sidebands in the power spectrum of the 476 MHz
reference rf at 360 and 750 Hz and their harmonics. Iis effect on the oscillator pulse

train is immediately noticed on the photodiode that monitors the leakage from the
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Figure 4.24: Phase noise measurement of the laser oscillator pulses with respect to
the reference RF. The vertical scale is the voltage output of the mixer in mV. The
horizontal axis is time in seconds. The RMS fit error can be translated to a time
jitter using the calibration results of Fig. 4.23.

curved oscillator cavity mirror, as it is shown in Fig. 4.27. The 360 Hz fiducial signal
detunes the modelocker causing the appearance of the spikes shown. The solution to
thig problem is to inhibit the fiducial generating circuit inside the FIDO module, as
it has already been mentioned carlier. Unfortunately the 750 Hz sideband can only
be inhibited with expensive Phased Locked Loops (PLL) and it is not corrected for in
this experiment. An important contribution to the timing jitter, when the stabilizer
loop is deactivated, arises from fluctuations in the modelocker temperature. The
thermal stability of the modelocker is critical to its performance and subsequently
to the timing jitter of the oscillator pulses, as shown in Fig. 4.28 . The top plot
shows the mixer output in mV as a function of time. In the same time period, the

modelocker temperature in °C is also recorded in the bottom plot. Both guantities
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Figure 4.25: Measurement of the long term drift of the laser pulses with the accelerator
reference RF. The axes are the same as in Fig. 4.24.

show the same periodicity of ~ 17 minutes. Thermal effects on the oscillator cavity
length itself are less important, since the cavity is established on an invar plate. On
the other hand, mechanical vibrations of the invar plate, can introduce noise in the
frequency spectrum of the oscillator pulse train. This source of jitter, along with
amplitude fluctuations in the applied high voltage to the flashlamps are examined in
more detail in [60). The main source for long term instability in the laser-electron
timing, is the IP box motion due to ambient temperature variations, which traunslates

into timing drift between the two beams.
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Figure 4.26: Effect of the timing stabilizing feedback on the phase drift measurements.
Initially the feedback was turned on and then during the course of the measurement
was turned off.
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Figure 4.27: Signal from the fast photodiode that monitors the leakage from the
curved oscillator cavity mirror The 360 Hz fiducial signal detunes the modelocker
causing the appearance of the spikes shown.
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Figure 4.28: Variation of the phase of the laser oscillator pulses with respect to the
accelerator reference RF when the timing stabilizer feedback is deactivated. There
is a periodicity in this variation which is directly correlated to the temperature fluc-
tuations of the water used for cooling the modelocker, as jt is shown in the bottom
diagram.
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4.4 Laser-Electron Spatial and Temporal Overlap

In the previous section we discussed extensively the timing of the electron and the
laser beam at the picosecond level. Although the synchronization of the two beams
is the most challenging condition that we need to satisfy in order to have collisions,

we also need to accurately place the laser focus at the path of the electron beam.
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Figurc 4.29: A schematic of the TP flag.The top part is the fluorescent screen used to
view the clectron beam. In the middle three Al wires are mounted used for electron
beam measurements and also for aligning the flag at the location of the laser focus.
The bottom part. contains a Al foil used during the detector calibration.

This task is made easier due to the fact that the electron beam dimensions are much
bigger than those of the laser at the focus, by at least a factor of 7. A coarse spatial
overlap can be established visually, by using the structure shown in Fig. 4.29 and
which is conventionally referred to as the IP flag. The flag can be remotely controlied

with a 3-axis stepper motor, mounted on the top of the IP box. As mentioned earlier
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in section 4.2, a He-Ne Jaser is co-injected along with the main laser pulse. The IP
flag can be scanned along the z-axis (the axis along the electron beam path), and
positioned at the He-Ne focus (which coincides in position with the main laser pulse
focus). To find the exact location we make use of the wires mounted on the flag, and
take advantage of the fact that the 20 ym thick wires are much bigger than the laser
focus, which is only a few microns wide in both the x and y directions. That means
that when we are exactly at the laser focus, the wire will completely block any He-Ne
light to come back into the laser room, and the Mach-Zehnder interferometer image,
described in section 4.2, will be black. Once we have longitudinaily positioned the flag
at the laser focus, we can use the fluorescent screen on top of the wires, to view the
electron beam, with the help of a CCD camera. The He-Ne beam is also visible with
this camera. When the fluorescent screen intercepts the electron beam, the repetition
rate of the electron bunches has to be dropped temporarily down to 1 Hz, from the
normal value of 10 Hz during the data collection period to avoid high radiation levels.
Since we can now view both the electron and the He-Ne beams, we can steer the
electron beam, using upstream dither correctors, so that it overlaps with the He-Ne.
The IP box movers can be used for finer adjustments. The final positioning of the

clectron beam at the laser focus is done by scanning the wire cross-hair across the

clectron beam. When the cross-hair intercept the electron beam, bremsstrahlung 4's’

are produced and can be detected by the gamma monitors downstream. The peak
of their signals indicates the best spatial overlap conditions. It is obvious that this
procedure needs £o be repeated whenever the electron beam steering is modified. We
can now remove the flag from the path of the electron beam and let the main laser
beam down at the interaction point. Due to thermal effects, long term drifts of the
IP box position, can lead to loss of optimal spatial overlap. As long as steering of the
electron beam is not involved, the situation is remedied by scanning the IP box in the
x and y directions and looking for peaks.at the signals of the detectors and especially

of those of the nonlinear monitors. Moving the IP box in the x and y directions,
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e laser focus in the same directions
in the interaction region, is fixed with respect to the position of the IP bax. Once
the laser and electron beams begin to spatially overlap, and assuming that they are
not off in time, Compton scattering will occur. Since the nonlinear Compton signal,
which is very sensitive to the laser intensity, will occur only when the laser focus is
centered on top of the electron beam, it is clear that we need to look at the signals

of the nonlinear monitors. Optimal spatial overlap corresponds to the peaks of their

- gignals. This is the main principle underlying the so called X- and Y-Scans and is

very similar to the timing scan procedure described in section 4.3.
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Figure 4.30: Geometry of an XT-scan.Two electron beam bunches offset with respect
to the laser pulse either in x or in z(time) or in both, will go through different parts
of the laser pulse. The bottom one which is 'right-on’ will see the laser pulse when
it is at its focus. The top bunch will miss the focus resulting in much lower rates,
especially for the higher order processes.

While the y-overlap is unambiguous, the x-overlap depends on the relative timing
of the two beams, as it is indicated in Fig. 4.30. Thus it is necessary to carry out
2-dimensional scans in both the IP box x-position, and the relative time delay of
the clectron and laser pulses. This is called an XT-Scan. Fig. 4.31, shows such a
scan, from the perspective of both a linear and a nonlinear monitor Compton signal.

The left plot is the linear Compton rate plotted as a function of Ax and At. The
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Figure 4.31: Comparison of the linear to the nonlinear (n = 2) Compton scattered
signal as detected by the linear gamma monitor CCM1 and the top row of ECAL,
during an older data run.

correlation between the two offsets,

Az (—1— + —1—) = cAt 4.7
sma tana

is evident. The right plot shows the n = 2 Compton rate, as it is detected by the N2
monitor. Here a large signal is obtained only when the electrons cross through the
laser beam at the focus. Therefore by performing such a scan we can determine the
location in space and time, where the laser intensity is at its highest. XT-Scans are
also useful to separate the unwanted linear Compton scattering backgrounds from the
desired higher order ones, as it is discussed in more detail in chapter 5. XT-Scans are
preceded by a Y-Scan in order to establish optimal vertical relative positioning of the
electron and the laser beams, and are followed by a timing scan, to verify collision
stability.

A serious drawback of the XT-Scan is that they are time consuming. This can
be alleviated in part by introducing a one-dimensional scan across the diagonal on

the XT-plane. That means that every time we change the IP box x position by some
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specific amount we also automatically change the timing offset by:

At = -3.345 Az (4.8)
Such a scan is shown in Fig. 4.32. The top two plots show the event rates detected
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Figure 4.32: An alternative to the XT-scan is a I-dimensional scan that follows the
slope of the signal shown in Fig. 4.31. The two top plots show the signals of two linear
monitors, while the two bottom ones the corresponding signals from two nonlinear
monitors that look at different order clectrans. Notice how much clearer the peaks
are in the two last plots.

by the gamma and the electron linear monitors respectively, while the two bottom
plots, the rates observed by the two nonlinear monitors N2 and N3. The optimal
position in the XT-plane corresponds to the peak of the two bottom plots. This
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type of scan is called the z-prime scan (ZP-Scan). 1t is important that a timing scan
is performed before the ZP-Scan in order to find the peak in the linear Compton
scattering rates. At the end of either an XT-Scan or a ZP-Scan the IP box x position
and the relative time delay between the electron and laser beams, are set to the values
of peak interaction rate.
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Chapter 5

Detectors

In the previous two chapters we discussed about the electron and the laser beams
that are brought into collision at the interaction point (IP). A set of detectors needs
to be utilized in order to measure the results of such interactions, like Compton
scattering of various orders, or the positron production during light-by-light scatter-
ing. Calorimeters positioned at the end, or close to the end of & spectrometer (sce
Fig. 1.2), so that enough separation of the electrons and positrons produced at the
IP can be achieved, can be used to measure the energy of such particles. Compton
4’s are also of interest and can be detected by using for example a pair spectrometer
based on a bend magnet right after a y ray converter. Of equal importance is the
existence of counters that can be used to monitor the effectiveness and stability of
the laser-electron beam collisions. In this chapter we discuss all the different types of
detectors and counters used during the data collection and relevant for the later steps
of the data analysis. This includes the electron and positron calorimeters and the
various linear and nonlinear monitors, their design, calibration and signal reconstruc-
tion. CCD pair spectrometers, used as y detectors, are not discussed in this chapter,
mainly due to the fact that are not relevant to the positron production analysis that
is the main concern of this thesis. A brief discussion of them is provided in chapter
1.



CHAPTER 4. THE LASER SYSTEM 128

type of scan is called the z-prime scan (ZP-Scan). 1t is important that a timing scan
is performed before the ZP-Scan in order to find the peak in the linear Compton
scattering rates. At the end of either an XT-Scan or a ZP-Scan the IP box x position
and the relative time delay between the electron and laser beams, are set to the values
of peak interaction rate.

CHAPTER 5. DETECTORS 129

Chapter 5

Detectors

In the previous two chapters we discussed about the electron and the laser beams
that are brought into collision at the interaction point (IP). A set of detectors needs
to be utilized in order to measure the results of such interactions, like Compton
scattering of various orders, or the positron production during light-by-light scatter-
ing. Calorimeters positioned at the end, or close to the end of & spectrometer (sce
Fig. 1.2), so that enough separation of the electrons and positrons produced at the
IP can be achieved, can be used to measure the energy of such particles. Compton
4’s are also of interest and can be detected by using for example a pair spectrometer
based on a bend magnet right after a y ray converter. Of equal importance is the
existence of counters that can be used to monitor the effectiveness and stability of
the laser-electron beam collisions. In this chapter we discuss all the different types of
detectors and counters used during the data collection and relevant for the later steps
of the data analysis. This includes the electron and positron calorimeters and the
various linear and nonlinear monitors, their design, calibration and signal reconstruc-
tion. CCD pair spectrometers, used as y detectors, are not discussed in this chapter,
mainly due to the fact that are not relevant to the positron production analysis that
is the main concern of this thesis. A brief discussion of them is provided in chapter
1.



CHAPTER 5. DETECTORS 130

5.1 Calorimeters

5.1.1 General Description

As it has already been mentioned in chapter 1, there are two calorimeters, one
that detects the scattered electrons (ECAL), and the corresponding one that de-

tects positrons (PCAL). Both calorimeters are of similar design. They are made of

center pads

1 module =
4x4 towers

1 pad = : ;
1.6x1.6 cm?

23 layers
of 1 X,

outer pads
Figure 5.1: Schematic of the electron and positron calorimeters.

alternating layers of silicon and tungsten; each tungsten layer is one radiation length
thick and cach silicon layer 300 pm thick. Thus the resuiting sampling fraction is
1.1%. Each caloriineter layer is divided into 12 rows aud 4 columns with 1.6 x 1.6
cm? active arca pads. Every 4 rows are separated by a gap made of 1.5 mm of inactive
silicon. A schematic of the calorimeters is shown in Fig. 5.1. The longitudinal layers

of each tower— groups of 4 pads in the samnc column— are arranged in 4 segments,
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While all 12 ECAL rows are read out, only the bottom 8 rows of PCAL are read out.
The calorimeters are read out by using the Redundant Analog Bus Based Information
Transfer (RABBIT) system which reads the charge collected by the silicon pads and
amplifies it using LACAMP modules. The gain in ECAL is set so that a single 10
GeV clectron would be detected, while at a total incident enexgy of 10 TeV in a single
tower, the readout is saturated. The gain in PCAL is 30 times higher than that in
ECAL since only individual positrons are detected by it. Electrons and positrons
produced at the IP, can normally hit only the two center columns in either PCAL or
ECAL, so that we can use the outer pads for background subtraction. The calibra-
tion is done by sending a test beam through the FFTB line, characterized by a low
electron flux and variable, but controllable, particle momenta. Using the calibration
data the resolution of the calorimeters can be deduced and It is found to be [50},

ot = (0.19)%6 + (04)* + (0.05)’€6? (5.1)

where £ is the electron energy in GeV.

5.1.2 Momentum Map and Acceptances

1t is of paramount importance for the whole data analysis to be able to determine the
momentum acceptances of both ECAL and PCAL. This relies on the correct tracing
of the trajectories of the electrons and positrons of different momenta produced at
the interaction point, as they traverse through the bending magnets of the experi-
ment’s spectrometer. As already mentioned, the speétrometer resides at the so called
dump line of the FFTB and starts at about 4.5 m downstream of the electron-laser
interaction region (IP). It consists of six permanent magnets with a mean field of 4.48
kGanss across a 2 inch by 336 inch poleface, providing a transverse kick of 816 MeV/c
in the vertical plane on a 46.6 GeV electron. Air core “soft bends” of 0.5 and 0.05
milliradians (at 46.6 GeV) are positioned on each side of the IP in order to reduce

synchrotron radiation in the direction of the forward ¥'s. Fig. 1.2 in chapter 1, shows
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the FFTB line around the interag.tion point, using the PCS coordinate system. A
computer program that simulates the paths followed by positive or negative charged

Magnet | yscs zscs $scs D,
Name | fm) | ) | (mved) | Im]
B04A | 76.10636 | 322.92850 | -5.06796 | 1.0
BOSA | 76.10062 | 324.03250 | -5.35763 | 1.0
B05B | 76.08794 | 326.40897 | -5.42234 | 1.0
B04B | 76.08190 | 327.51204 | -5.66927 | 1.0
BOGA | 76.06986 | 329.50711 | -7.24453 | 0.944
BOBSB | 76.06094 | 330.55106 | -9.96544 | 0.944
BO6C | 76.04917 | 331.59500 | -12.68632 | 0.944
BO6D | 76.03457 | 332.63889 | -15.40721 | 0.944
BO6E | 76.01711 | 333.68274 | -18.12810 | 0.944
BO6F | 75.99683 | 334.72656 | -20.84899 | 0.944

Table 5.1: Positions and dimensions of the ten spectrometer magnets in the SLAC
Coordinate System.

particles that go through the spectrometer magnets, has been developed [51). The
main inputs to this tracking program are the magnet positions, their field map and
the positions of the two calorimeters. The coordinate system used for the FFTB line,
is a cartesian coordinate system, called the SLAC Coordinate System (SCS), and
has its origin at station 100 located at more than 300 m upstream of the FFTB’s
Final Focus (FF). In this coordinate system the FF is at {iscs = 76.15526 m and
25cs = 312.6726 m. The electron beam propagates in the zscs = 0 plane and at the
FF points downwards at an angle of -0.2755 degrees with respect to 35¢s. For con-
venience the actual tracking of the charged particles is done by utilizing a cartesian
system, called the Private Coordinate System (PCS), that places its origin at the FF

and has its Zpcg axis parallel to the beam trajectory at that point. The coordinate
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transformation from SCS to PCS is given by the following expressions:

Tpcs = Zses (6.2)
yrcs = (yscs — AYEES) cos(05E5) — (2scs — A25E3) sin(05E8)  (5.3)
mos = (ysos — AyESE) sin(85E8) + (2scs — Az5EE) cos(8565)  (5.4)

Here AyESS = 76.15526 m, AzESS = 312.6726 m and 65GF = —0.2755 degrees.
Table 5.1, shows the position and orientation of the spectrometer magnets in the SCS
coordinate system, along with their respective lengths.

For the permanent dipole magnets (the last 6 magnets in table 5.1}, the #-
component of the B-field has been measured in the symmetry plane at x = 0. A
seventh permanent magnet was also measured, but it was never installed due to some
damage on its right hand side (looking downstream) pole. The quoted precision is

~ 0.5%. The range and step size of these measurements are shown in table 5.2. The

Magnet Measured Range Step Size Installation Ordexr
Number y [em] zlem] |ylem]| z [em] | (looking downstream
-25to-10 |-85t0 +85| 2.5 1.0

FFTB.1| -10to +10 ;| -85¢t0+85{ 1.0 1.0 not instelled
+10to 425 [-85t0 +85| 2.5 1.0

FFTB.2| -11to+11 |[-50to +49 1.0 1.0 5 (BOGE)

FFTB.3 | -10 to +12 | -50.to +49 | 1.0 1.0 3 (B06C)

FFTB4| -11to +11 |-60to+49 | 1.0 1.0 2 (B06B)

FFTBS5 | -11to +11 | -50to +49 | 1.0 1.0 6 (BO6F)

FFTBS6| -11to +11 |-60to 449} 1.0 1.0 1 (BO6A)

FFTB.7) -11 to +11 j-50to +49 | 1.0 1.0 4 (B66D)

Table 5.2: Range and step size of field measurements for the 7 permanent magnets
in the spectrometer, as well as their order of installation in the FFTB dump line.

results of these measurements are presented in Fig, 5.2 and 5.3. From those it is
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B,(y,2) of FFTB 2 B, (y.z) of FFTB 3

Figure 5.2: Magnetic fields of the 2 first permanent magnets of the FFTB dump line
(plots 2 and 3}, and of one more permaneént magnet (plot 1) that was never instalied,
due to damages on one of its poles. These results are based on the calibration of the
magnets before having them installed in the FFTB tunnel. Note the FFTB.1 has
been mapped in a more extensive area than the one shown here.

very clear that the measnred area for the magnets installed in the FFTB line is not
sufficient for accurate determination of the off energy charged particle trajectories,
The field strength along the boundary is still ~ 10% of the peak value. This can be
remedied by using the field map of the first magnet, for which the field strength at
the boundary drops to less than 1% of its value at the peak. This is valid since all the
permanent magnets examined here are designed and constructed in cxactly the same
way. Unfortunately the first magnet shown in Fig. 5.2, is the one with the damaged
pole mentioned carlier, and this can be seen in the plot as an edge in the surface lines

drawn there. But due to the symmetry of the dipole field around zero, i.e.

B.(y,z) = B:(-v,z) forz < —035 mandy < 0.01m,and (5.5)

B (y.2) of FFTB 6 B (y.%) of FFTB 7

Figure 5.3: Magnetic fields of the 4 last permanent magnets of the FFTB dump line.
These results are based on the calibration of the magnets before installation in the
FFTB tunnel.

B:(0,z) = B.(001,z) forz < —0.35m (5.6)

we can still use the measurements on the other pole and therefore the field maps of
the installed dipoles can be extended to a range of £25 cm in the § and 85 em in
the £ axis, resulting to a more acenrate tracking of the charged particles. For the
soft bend magnets the current is increased when running at 49.1 GeV. In this higher
clectron beam energy, the strength of these magnets needs to be increased in order
to bend the higher energy charged particles by the same amount that they do in the
46.6 GeV case. Table 5.3 shows the field strengths of the first 4 dipoles for the two
different energy electron beams used.

Once the ficld strengths and exact positions of the dipole magnets are specified,

we can track the charged particles through the spectrometer and defiue their vertical
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Magnet | B, (46.6 GeV) | By (48.1 GeV)
Name e el
BO4JA 0.800 0.8435
BOSA 0.100 0.1054
B05B 0.100 0.1054
B04B 0.667 1.4500

Table 5.3: Field strengths for the so called soft bend dipoles located around the
laser-electron interaction point, for the two different electron beam energies during
the data run, in units of kGauss.

location at the two calorimeters ECAL and PCAL. ECAL can be moved vertically
so0 the momentum range that it sees varies with its vertical distance from the beam
pipe. Considering the top row of ECAL, and taking into account the fact that ECAL
moves between positions located at -76 mm and -164 mm below the beam pipe, we can
specify an ECAL momentum acceptance between 6 GeV and 11 GeV for a 46.6 GeV
electron beam. This acceptance shifts slightly towards higher momentum values for
the 48.1 GeV case. Such momentum acceptance allows electrous from third or fourth
order Compton scattering to reach the top row of ECAL. For PCAL the situation is
much simpler, since its position is fixed at 55.3 mm above the beam pipe. As already
mentioned, only the bottom 8 rows of PCAL are read out. Because of the positioning
of PCAL in the FFTB line, its bottom row (row 8) is completely shielded from any
positron signal due to the presence of the vacuum chamber. Thercfore only 7 rows
contribute to the signal reported and the momentum acceptance of PCAL, for those
7 rows only, is between 6.8 GeV and 21.5 GeV for a 46.6 GeV electron beam. In the
case of the 49.1 GeV electron beam it changes slightly to values between 7.4 GeV and
23.6 GeV.
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5.1.3 Signal Corrections

The signal measured by one row in ECAL differs from the real energy of the particles

incident on that row, The following factors contribute to such an effect:

1. Leakage from adjacent rows into the row under consideration, increases the row

signal.

2. Leakage from the row under consideration to adjacent rows, reduces the row

signal.

3. Backgrounds due to scattered electrons result to an increased row signal.

The signal léa.kages between adjacent rows in ECAL are related to electromagnetic
shower spreading in the calorimeter. Using the calibration data, the energy response
of a specific ECAL row as a function of the electron positiox{ with respect to the
center of the row, can be plotted. This energy response is fairly independent of the
incident electron energy. If we denote the response function as S;(y), where y is the
vertical position at which the electron enters ECAL, we can write it in terms of a
kernel function K(y,y’) as follows:

Vit1

Sy) = L ' K.yl (5.7)

The kernel function is the energy fraction deposited by an electron entering ECAL
at position y, in a vertical slice dy’ located at a height 3’ in ECAL. Using a Monte
Carlo simulation the kernel function can be parametrized so that it fits reasonably
well the data, and such a parametrization for the central ECAL rows has the form:

Kwy) = met @ Lol " gy <1 68)

The values of the three constants by, b, wy for the three first longitudinal segménts
used in the analysis grouped together, are 1.94, 9.6 and 0.703 respectively. In the

case of the outer rows, the kernel function parametrization becomes:

Liy,y) = Cz—izc""‘aﬂ’ (5.9)
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Here the normalization factor C is 0.0713 and corresponds to the total leakage of the
shower to the outer columns of the calorimeter. In the center rows the normalization
factor is set to 1. The constant b, now becomes 18.9.

We still need to correct the signal for backgrounds. There are three sources of
backgrounds on ECAL:

1. The iron window of the vacuum chamber. The n = 1 Compton electrons that
go through it are scattered and the ones emerging in angles smaller than 36° can
reach ECAL. This background is the dominant factor in the first longitudinal
segment of ECAL.

2. The beam pipe above ECAL.n = 1 electrons hit the walls of the pipe at a small
angle of 1°. The praduced scattered electrons can hit the top of ECAL at angles
~ 90°. This is a serious background source in the top row of ECAL.

3. n = 1 clectrons exit the beam pipe and hit other materials behind ECAL. Back-
splash of such electrons reaches ECAL mainly in the last longitudinal segment.

Changes in the beam pipe and the vacuum chamber window, lead to a reduction of
the background from the first two sources in the above list to a level of less than
an order of magnitude of the real signal. Pb-bricks stocked behind ECAL reduce
the background from back-splash electrons. In addition the last longitudinal segment
is not used during the data analysis. The background due to back-splash is fairly
uniform and can be subtracted easily. The way the ECAL is positioned, the real
signal can appear only in the center columns, while the outer columns report mainly
background with an additional signal due to the shower leakage from the center rows.
‘Thercfore subtracting the signal of the outer rows from the center rows, eliminates
effectively that background source. Backgrounds due to electron scattering on the
beam pipe walls or the vacuum chamber window, are less uniform and special care
needs to be taken for their subtraction. The background in ECAL has two important

characteristics. First it decreases exponentially with the distance of ECAL from the
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beam pipe. Second the background levels are higher in the center columns than in
the outer columns. The ratio of background in center/outer columns tends to 1 as
one examines lower rows in ECAL. v

Two correction procedures of the background in the ECAL signal have been de-
veloped [52}, [53]. They give results compatible with each other. They ate both based
on the fact that the nonlinear Compton scattering produces an energy spectrum f(y)
of scattered electrons hitting the ECAL at height y. Because of fluctuations in the
electron-laser overlap, this spectrum varies from pulse to pulse. The general strategy
is to reconstruct the spectrum f for each pulse. Of course a continuous spectrum
such as f cannot be reconstructed from data in a detector with .aﬁnite number of
rows. What can be reconstructed is the integral F; of the spectrum over the row i:

£33

=) 1 (5.10)
The energy D; observed in row 1 is related to the Compton spectrum f by
D= [ait) [ Koy = [aus)Si) (511)

recalling Eq. 5.7. The index  runs from 1 to 4, corresponding to the top four rows of
ECAL. Then the obscrved energy D; is related to the desired spectrum F; by

D; = ZM.','F} (5.12)
5
and by inverting the last one we get:
Fi = 3 R;D; where Ry = M3 (5.13)
i

The matrix I;; is the solution to the problem. The two reconstruction methods move
in different ways to achieve this goal. We follow [54] in order to give a brief description
of their basic characteristics.

In the first method Eq. 5.13 is combined with Eq. 5.11 to write

£ = RO = [ TRSW = [dftist)  619)
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aiv) = 3 RyS;() (5.15)
J

Comparing Eq. 5.15 to Eq. 5.10, we see that the g; (called “aperture functions”)
should obey: -
1, yi<y<y .
a(y) = . (5.6)
0, otherwise
The matrix Ry, for a given configuration of ECAL, is calculated by a x*-minimization

process

X2 = ?;LEJRVS,'(II:;* ~ gi(m))? (5.17)

where the deviates are evaluated at y; spaced 1 mm apart. Some care in choosing
the errors is required. The background energy in row i is written as B; and it is
determined by using the XT-Scans. The reconstruction matrix Ry; should produce
no signal when applied to the background vector:

2&,3,- =0 (5.18)
.2

This condition is enforced by adding one more term to the x? in Eq. 5.17 which now
becomesy:

@ = 3 EaluSiiw) s}’ | (2522;,-8;)‘ (5.19)
iz

o
Again the tolerances o’ must be carefully chosen.
The second method starts directly from Eq. 5.12. Let's for convenience desig-
nate the encrgy deposited by electrons in front of ECAL (signal electrons) with S
and that deposited by the background electrons (predominantly backsplash electrons
mentioned carlier) with B. Then the observed cnergy D; in the center rows can be

written as a vector with the row index { suppressed:

Dy = Dys + D;J) (520)
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Similarly the deposited energy in the outer rows is a combination of backsplash energy

and energy leakage from the center rows. If we denote it as Do we can write:
Do = Do,s + Do’y (5.21)

Just as the Compton signal D; s, in the center rows can be related to the Compton

spectrum vector F by Eq. 5.12 rewritten in matrix form as
Dis = MF (5.22)

in terms of matrix M, there exists a matrix N such that the Compton leakage signal

Do,s in the outer rows can be written as
Dos = NF (5.23)

The two reconstruction matrices M and N can be found directly by an jterative
process in which the integrals in Eq. 5.11 are performed analytically for a “polyline”
approximation to spectrum f derived from the F; of the previous step. The initial
hypothesis is that F; = D; for both fhe center and outer rows separately. The key
assumption in order to ;erform the background subtraction, is that the background

energy in the center and outer rows are related according to:
Dy = LDo,s (5.24)

The matrix L is diagonal and its diagonal elements are determined by XT-Scans when
the time offset is such that the n > 2 signal has vanished, but the n = 1 signal, which
is Jess sensitive in such an offset, still remains. ECAL needs to be positioned so that it
detects nonlinear Compton scattering of n > 2. Once the matrices L, M, and N are
known, the reconstruction is almost completed. The observed energies in the center

rows can now be written:

Dy = Dys 4+ Dig = MF + LDop (5.25)
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Similarly for the outer rows we can write:
Do = Dps + Do = NF + Do (5.26)
On subtracting L times Eq. 5.26 from Eq. 5.26 and noting Eq. 5.24 we have
D; — LDy = [M - LN|F ' (5.27)

and hence
F=[M- LN]"(D, — LDo) (5.28)

Although the two methods have certain differences, especially in the way that perform
the background subtraction by calculating the matrix R, certain relations between
their corresponding results exist as it is noted in {54].

In the case of PCAL, we do not have to worry about the background levels that
we have encountered in ECAL. This is due to the fact that the positron signal is
minimal. We do have in PCAL positrons that are not produced by the electron-laser
interactions, but the cleaning up of the PCAL signal from that type of background
is more of a data analysis subject and it will be discussed in the following chapter.
There is nevertheless an important thing that needs to be done with the PCAL signal
and this is the coherent noise subtraction. With coherent noise we mean essentially
the electronic noise that is added to the normal data signal. As we have already
mentioned in section 5.1.1, the levels of the expected positron signal are normally
very low and for that reason the gain of PCAL’s readout clectronics is set very high.
This has as a side effect that the electronic noise is of the same order of magnitude
as the real signal.

‘The idea behind the coherent noise subtraction procedure is the following: Elec-
tronic noise is a characteristic of every PCAL pad that is read out, and there is no
correlation between the colierent noise of two different pads. Due to its random na-
ture, it results to a higher RMS value for the signal distribution of one specific PCAL
pad, from which it is not properly subtracted. If we can find one specific PCAL pad,
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Figure 5.4: Signal correlation of pad (4,2,1) of PCAL, to the total signal in the onter
pads of row 8 of PCAL, for run 15323. It is clear that it has a linear form, as it is also
demonstrated by the fit performed in the top right plot. The two bottom plots show
the difference between the uncorrected and the corrected for coherent noise signal
distribution of the same pad respectively. Notice how much narrower the second
distribution is.

or a group of pads, for which we are pretty certain that they contain only electronic
noise, we can then correlate to it the signals of all the other pads. The type of corre-
lation between the signal of one PCAL pad, to the signal of a PCAL pad with only
electronic noise (linear, higher order polynomial, etc.), provides us with the type of
correction that needs to be applicd. For convenience we denote each PCAL pad with
the triplet (i, f, k), where i = 1...8 is the row number, j = 1...4 is the column
number and k = 1...4 is the segment number. PCAL is positioned in the FFTB

tunnel in such a way that the bottom row (row 8) is completely shielded from any

positron signal. Besides, ouly the center columns are hit by positrons. Therefore the
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Figure 5.5: Distribution of the two coherent noise subtraction coefficients derived
from & linear fit, as described in the text, and of the x? of that fit.

total signal of all the outer pads of row 8 in all the longitudinal segments, i.e.
4
opr8 = Y pad(8,1,k) + pad(8,4, %) (5.29)
k=1

is just coherent noise. The correlation of every other pad(i, §, &) signal to this turns
out to be of a linear form and by a fitting a line we find the corresponding slope
b(1, 7, k) and the offset, a(i, j, k). This is shown in the top two plots of Fig. 5.4, where
pad (4,2,1) of PCAL is used. We can then subtract from pad(i, j, k) a coherent noise

fraction as follows:

pad(i,j.k),.,, = Pad(i:jsk)dd - a(i»j» k) - b(i,j,k) opr8 (5-30)

We can then again find the distribution of the new coherent noise corrected pad
signal and recalculate the new RMS value. By iterating several times we can find the

values of the offset a(i, j, k) and of the slope b(i, 7, k) that give us the minimum RMS
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value and these are the ones that are used for the final coherent noise subtraction.
The difference between the uncorrected and the corrected for coherent noise signal
distribution of pad (4,2,1) of PCAL, is shown in the two bottom plots in Fig. 5.4.
This procedure needs to be repeated for all the PCAL pads, for every data event and
for all the data runs. Fig. 5.5 shows the distribution of the two linear parameters
along with the x? of the fit, for all PCAL pads. Only the corrected PCAL data is
used for the positron analysis.

5.2 Linear Monitors

5.2.1 General Description

There are two types of linear monitors, which are detectors that measure the rates
of the linear Compton scattering. The first type is an air Cerenkov detector that
intercepts the forward +'s produced during the linear Compton scattering, and it is
generally referred to as CCM1. A schematic of the forward 7 monitor is shown in
Fig. 5.6. The forward Jinear s are passing through a shower converter made of 0.2
radiation lengths of Al. The e*, e~ pairs produced in the radiator, emit Cerenkov
radiation as they traverse a 25 mm long air tube, located behind the Al converter.
A 45° mirror made of polished Al directs the Cerenkov light downwards before been
deflected once more by a similar mirror into the photomultiplier tube. The total light
path thus, is about 1 m long. The cross section of the initial light channel is 25 mm x
25 mm and it is increaseq after every deflection in order to retain light rays within a
7° solid angle. ‘This design places the PMT far from the electron beam and allows the
placement of lead shiclding to reduce backgrounds. The walls during the first few cm
of the light pipe are painted flat black. Beyond that they are made highly reflective
by applying aluminized Mylar. The photomultiplier has been operated between 1500
and 1800 Volts with a gain of 10%. A filter, made of Al with & regular pattern of
36 holes, can be inserted into the light path inducing an attenuation of a factor of
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Figure 5.6: Schematic of a Monitor that looks at the 4’s from the linear Compton
process.

10. This can prevent the monitor from saturation when high 7 fluxes are present,
especially when the temporal and spatial overlap of the clectron and laser beams js
optimal. The counter is placed on rails and can be remotely taken out of the path of
the 7 rays.

The big disadvantage of the CCM1 counter is that when it is inserted into the path
of the 7 rays, they are prevented from reaching the CCD detectors located further
downstream. The CCDs, which are used to detect 's from higher order Compton
scatters, have to be operational during the main data runs. Since the use of the
CCM1 monitor is incompatible with CCD running, a second type of linear Compton
monitors is used, consisting of two air Cerenkov detectors that can look directly at
linear Comnpton scattered electrons of specific energies. The first of these detectors

intereepts 37 GeV electrons and consequently is called the EC37 linear counter, while
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the second one intercepts 31 GeV electrons and is called the EC31 counter. These
two monitors are the principal linear counters, while CCM1 is still useful for the cross
calibration of EC37 and EC31.

5.2.2 Linear Monitor Calibration

We can easily calibrate the forward y monitor CCM1, by inserting an Al foil into the
path of the electron beam and creating bremsstrablung 's. The calibration is based
on the assumption that the CCM1 acceptance is the same for both the bremsstrahlung
and the linear Compton 7's. The Al foil is 50 um thick and its thickness has been
selected so that the flux of the bremsstrahlung 4’s is about equal to the flux of the
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Figure 5.7: The bremsstrahlung spectrum due to 7 x 10° electrons incident on a 50
pm thick Al foil. The differential cross section in Eq. 5.31 has been used. The total
number of y’s produced is of the order of 107

linear Compton 7's. The bremsstrahlung differential cross section in the extreme
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relativistic regime, when the Coulomb correction is also taken into account is,

do 4231 E, 2E - 1E
T = Tl + () - 35) (1832 - 1@+ 7l 63

where E, and E are the initial and final electron energies in units of the electron rest
mass, k is the energy of the emitted photon in the same units, Z is the atomic number
of the target material and ro = ;2 is the classical electron radius. The function
f(2) depends on the magnitude of Z and is given by,

. 2
H2) = 1.2021(%)* forlow Z (5.32)
0.925(;%)° for high Z

In Eq. 5.31 we can make the substitution,
E k
2=l - = 5.33)

and by integrating Eq. 5.31 over all the emitted photon energies, we find the total
bremsstrahlung cross section oy, for an Al target (Z = 13). Then the total number
of bremsstrahlung 's is

Ny =oumdN, {5.34)

where pg = 6.03 x 10?2 ¢cm~3 is the density of the Al nuclei, d is the thickness of
the foil which was mentioned eatlier to be 50 um, and N, = 7 x 10° is the number
of the incident clectrons. A bremsstrahlung spectrum, where the parameters given
above are used, is shown in Fig. 5.7. During the calibration runs, CCM1 measures the
number of forward 7’s and returns some number of ADC counts. From the expression
in Eq. 5.34 we know how many bremsstrahlung 7's we expect. We can then plot the
number of bremsstrahlung ’s as a function of the recorded ADC counts and from
their correlation extract the calibration curve. For the case of the 46.6 GeV electron
beam the calibration function can be found to have the form:

480
CCM1 +10

Here CC M1 stands for the number of the ADC counts recorded by the CCM1 counter

during each calibration run event. For ADC values greater than 4000, which is the

Neompton = 1.83 x 10° x (CCM1+42+ D) where D=2— (5.35)
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saturation point of the counter, the attenuated data are used. The only thing that
changes is the scaling factor in front of Eq. 5.35, which is now reduced by 5.5% to
become 1.73x 10% * . For the 49.1 GeV data sample, the resulting calibration differs
from the one derived for the 46.6 GeV data, by less than 1% and therefore is ignored.

Once we have the direct calibration of the CCM1 counter, we can use it to cross
calibrate the two electron counters EC31 and EC37. Some important issues need to
be taken into consideration. The EC37 signal is split during run 15175. After run
15404 one collimator in the 7 line is removed. Finally the EC31 counter becomes
active only after run 15188. The results of the cross calibration of the two electron

counters arc suammarized below [55):

EC37 : Replace CCM1 in Eq. 5.35 by :

Before 15175 : (EC37+2) x 2.27
15175 to 15404 : (EC37 + 25) x 4.85
Until 49.1 GeV : (EC37 + 27) x 5.12
49.1 GeV : (EC37+ 40) x 7.21 (5.36)
EC31 : Replace CCM1 in Eq. 5.35 by : '
15188 to 15404 : (EC31 - 0) x 1.58
Until 49.1 GeV : (EC31 - 0) x 1.68
49.1 GeV : (EC31 + 20) x 1.81

During the data analysis described in the next chapter, the average of the signals
from the two monitors EC31 and EC37, is used as a measure of the linear Compton
rates. A rough estimate of their signal error can be made by looking at the fluctuations
of the two monitor readouts for the same data event. The difference of the signals
of the two monitors is shown in the top left plot in Fig. 5.8 for the case of the 46.6
GeV electron beam. A Gaussian fit returns a o = 0.19 x 10%. The 49.1 GeV case is
basically the samne, with the only exception that the Gaussian fit gives o = 0.21 x 105,

The two clectron counters track each other very well, with < 2% inaccuracy.

'We have obviously scaled the attenuated data up by a factor of 10 first.
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Figure 5.8: Error estimate for the two main lincar monitors EC37 and EC31 for a
46.6 GeV electron beam. The top left plot shows the difference of the signals of the
two monttors which can be used as an error for their average signal. The top right
plot shows the correlation of the two monitors. It is clear that the two linear monitors
track each other very well, in fact with a < 2% inaccuracy. The bottom left sigual
shows the dependence of the difference between the signals of the two linear monitors,
on their average signal. As it is expected it broadens as the -y flux increases, Finally
the bottom right plot shows the relative error of the linear monitors as a function of
their signal. It is fairly stable with the exception of very low values and is in general
less than 1%.

5.3 Nonlinear Monitors

5.3.1 Nonlinear Monitor Description

The two nonlinear monitors have a design very similar to the one described for the
linear counters. They are gas Cerenkov detectors using cthylene instead of air. The

Cerenkov volume cross section at the point where it intercepts the nonlinear Compton
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scattered electrons Is 19 mm x 19 mm. As the electrons traverse the gas volume they
emit Cerenkov light, which in turn is deflected by a 45° mirror made of polished
Al towards the photomultiplier tube. Two baffles with progressively increasing cross
sections are placed within a distance of 4 in. from each other in order to ensure the
collection of light only within a 2° solid angle. Again this results to the PMT being
placed at some distance from the electron beam, allowing for some lead shielding to
be used in order to reduce the background levels. The high voltages for which the
PMT is tested in the lab, are shown in table 5.5 along with their corresponding gains.
The first 20 em of the light pipe is painted flat black, while beyond that the walls
are made highly refiective by using aluminized Mylar. A filter of Al with a regular
pattern of 64 holes, can be nsed for a 23% signal attenuation to avoid saturation of
the counters. The above design is common for both the N2 and N3 monitors. The
two counters are placed in front of the electron calorimeter (ECAL) in order to ensure

their accurate calibration.

5.3.2 Monitor Calibration

The two nonlinear monitors are positioned in such a way so that they intercept
electrons from second and third order Compton scattering only. The signals from
these two detectors are extremely useful in deriving the laser intensity parameter 7.
Thus the calibration of the two monitors is very important and was done by using a
test beam a few days earlier than the actual data run. The test beam contains very
few clectrons in each bunch (up to 1000) and has low quality emittance and spot size.
It is extracted parasitically at the end of the linac from the main electron beam which
is used elsewhere. The electron energy can be controlled fairly accurately and the off
momentum particles are removed by using the momentum slits at the beginning of the
FFTB line. Only electrons within a specific momentum range, which are bent by the
dipoles in the E-144 spoctrometer, will hit the two counters. Behind them we place

the clectron calorimeter (ECAL), which has a well known calibration and which can
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give us the number of electrons intercepted by the two monitors. Essentially the two
counters are cross-calibrated with ECAL. We need two runs to calibrate independently
the N2 and N3 monitors and these are the runs 15017 and 15009 respectively. During
those two runs the electron beam energy is changed by 0.1 GeV steps every 500 events.
Therefore we can estimate the energy of the electrons that hit the two counters from

their respective event number as follows:

eonr
E = —S—OF X 0.1 + By ‘ (5.37)

The energy units are GeV, evnr is the current event number and E;,; is the start-
ing clectron beam energy. The main characteristics of the two calibration runs are

summarized in table 5.4.

Row Run 15009 (N3 Calibration) Run 15017 (N2 Calibration)
Number 7.8-9.8 GeV 11.5-13.8 GeV
Row Center p(GeV) | Row dp (GeV) | Row Center p(GeV) | Row dp (GeV)
1 9.891 i 1.150 12.425 1.566
2 8.835 0.979 10.965 1.332
3 7.920 0.843 9.754 1.129
4 7.133 0.741 8.717 1.960

Table 5.4: The momenta at the centers of the top four rows of ECAL and the mo-
mentum acceptances of the same rows for the two nonlinear monitor calibration runs
15009 and 15017. The encrgy ranges of the electron beam are shown at the beginning
of the table.

Fig. 5.9 and Fig. 5.10 show the results of the calibration runs. The top plots in
each of the two figures show the number of ADC counts recorded by each monitor
divided by the corresponding number of electrons that hit ECAL. This reduces the
effects of the electron beam instabilities, and shows directly the acceptances of the

two counters. The triangular shape of the acceptances shown in these two figures
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Figure 5.9: Plots from the calibration of the N2 monitor. The top plots show the
acceptance of the monitor as a function of different energy electron beams directly
hitting the counter. The number of ADC counts recorded by the monitor is normalized
to the number of electrons detected by ECAL so that we can reduce the effects of
any instabilities of the electron beam. The bottom left plot shows the distribution
of the ADC counts for the N2 monitor and the bottom right the distribution of the
same ADC counts normalized to the number of clectrons recorded by ECAL. Both
plots are used for the estimate of the error in the N2 signal as explained in the text.

is consistent with an energy jitter of the clectron beam of the order of 200MeV.
The whole acceptance analysis described above is valid for the case of a 46.6 GeV
electron beam. For 49.1 GeV electron beam we expect these acceptances to change.
As mentioned earlier in section 3.5 the strength of the soft bending magnets atound
the interaction point had to be increased in order to accommodate for the overall
increase of the electron beam energy. That means that electrons of the same energy

as in the 46.6 GeV case will be bent more and therefore the acceptances of the two
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Figure 5.10: Plots from the calibration of the N3 monitor. The top plots show the
acceptance of the monitor as a function of different energy electron beams directly
hitting the counter. The number of ADC counts recorded by the monitor is normalized
to the number of electrons detected by ECAL so that we can reduce the effects of
any instabilities of the electron beam. The bottom left plot shows the distribution
of the ADC counts for the N3 monitor and the bottom right the distribution of the
same ADC counts normalized to the number of electrons recorded by ECAL. Both
plots are used for the estimate of the error in the N3 signal as explained in the text.

nonlinear monitors will shift to higher energies. We can find the new acceptances for
the 49.1 GeV case once we know the 46.6 GeV acceptances, by using the momentum

maps for both energies. Here are the steps that we need to follow:

1. For each encrgy within the 46.6 GeV acceptance, use the 46.6 GeV momentum
map to find the corresponding y-position of the electrons with respect to the

path that they would have followed if there were no bending involved at all.

2. For this y-position found in the previous step, use the 49.1 GeV map to find
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the corresponding energy and thus construct the new acceptance range.

The above procedure is valid since the two monitors are kept always in the same

position. The results for both the 46.6 and the 49.1 GeV electron beam energies are
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Figure 5.11: Relative acceptances of the N2,N3 monitors based on the plots shown
in Fig. 5.9 and 5.10 for the 46.6 GeV cases and on the momentum map for the 49.1
GeV case. The white circles refer to the 46.6 GeV acceptance and the black circles
to the 49.1 GeV acceptance. The top plot shows the N2 monitor acceptances and the
bottom the N3 monitor acceptances. It is clear that the 49.1 GeV acceptances have
shifted to higher energies as expected.

shown in Fig. 5.11. Fig. 5.12, shows the acceptances of the two nonlinear monitors
with respect to the Compton scattered clectron spectrum for the case of s 46.6 GeV
incident electron beam.

Returning to the calibration of the two monitors, there is still some more infor-
mation that we need to derive. First we need to find the number of electrons that
correspond to cach ADC count recorded by the two monitors. The bottom left plots
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Figure 5.12: The positions of the two nonlinear monitors with respect, to the N2 and
N3 electron spectra. The arrows indicate the acceptances of the two monitors. It is
clear that the N3 monitor is almost on the edge of the N3 electrons plateau.

in Fig. 5.9 and Fig. 5.10 show the distribution of the ADC counts reported by the two
counters that correspond to the energy of the peak acceptance. Let’s concentrate on
the N2 monitor for the moment, since we can follow the same steps in the case of the
N3 monitor later. From the bottom left plot in Fig. 5.9, we see that the distribution of
the ADC counts follows a Gaussian with a mean of ~ 160 counts. These correspond
to 256 e~ detected by ECAL, or to 1.6 e~ per ADC count. The high voltage setting
during the calibration is 1.7 kV, while during the actual data runs this changes to
1.4 kV and there is in addition a 23% optical attennation. Therefore a correction
factor of 19.4, as table 5.5 that shows the high voltage settings and the corresponding
correction factors implies, needs to be used. This brings the number of e~ per ADC
count to ~ 31. If we now fold in the n = 2 spectrum and the geometrical acceptance

of the N2 monitor for this spectrum, this number scales even higher and becomes ~
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HV. N=2 Monitor N=3 Monitor
kV | Correction Factor { Correction Factor | Correction Factor | Correction Factor
Attn, IN Attn. OUT Attn. IN Attn. OUT
1.0 303.00 69.70 199.60 45.90
11 139.40 32.10 91.50 21.00
1.2 69.70 16.00 44.80 10:30
13 36.00 8.29 22.40 5.15
14 19.40 4.45 12.50 2.89
1.5 11.30 2.60 7.20 1.66
1.6 6.97 1.60 4.35 1.00
1.7 4.35 1.00 2.68 0.62
1.8 2.94 0.68 1.76 0.40

Tabie 5.5: High voltage settings with and without attenuation and their corresponding
correction factors to be used with the nonlinear monitor calibration.

49 ¢~ per ADC count. 2 Similarly, in the case of the N3 monitor we have from the
ADC counts distribution shown in the bottom left plot in Fig. 5.10 a mean of 380
ADC counts. These again correspond to 570 e~ detected by ECAL. The high voltage
setting during the calibration was 1.6 kV, while during the data run was shifted to
1.7 kV. Therefore the correction factor that we need to apply from table 5.5, is 0.616
and this brings the number of e~ per ADC counts down to ~ 0.9. Again folding the
n = 3 spectrum and the geometrical acceptance of the N3 monitor in, we get finally
1.8 ¢~ per ADC cm:mt.

We would also like to estimate the relative errors on the signals of the two monitors.

We look again at the bottom plots in Fig. 5.9 and Fig. 5.10, and once more let’s

3This last step was not done jnitially with the result that the whole data analysis used the
conversion factor of 31 ¢~ per ADC count. Since the result is a simple change of the scaling factor
for the overall N2 signal used as an input to the constrained fit algorithm, the analysis was not
modified. Sec also the note in section 6.3.6.
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concentrate on the N2 monitor. As mentioned eatlier, the distribution of the ADC
counts at the energy of the peak acceptance, has a mean of 160 counts. From the
bottom right plot in Fig. 5.9, which shows the distribution of the same ADC counts
normalized this time to the number of electrons detected by ECAL,.we find by fitting
a Gaussian, that the relative RMS error is ~ 19%. Recalling that the calibration high
voltage setting was 1.7 kV, while during the actual data runs was set at 1.4 kV, we

get by looking in table 5.5 a correction factor of 4.45. So therefore we can write:

160

AADG/ADC = (;=——155

Y? x 0.19 = 1.13/ADC'? (5.38)

In the case of the N3 monitor, we look at the two plots in Fig. 5.10 and follow the
same steps again. The mean of the ADC counts is ~ 380 and the fluctuations at peak
acceptance ~ 11.5%. The calibration of the N3 monitor is done with a high voltage
setting of 1.6 kV, while the data runs were at 1.7 kV. The correction factor in this

case will be 0.616 and so we can write for the N3 relative signal error:

380

AADGIADC = (5515 ADC

)2 x 0.115 = 2.86/ADC'/? (5.39)

From design considerations we would expect the ratio of the two constants in the

error expressions of the two monitors to be ~ 2,

5.3.3 Dropout Cleanup

If we plot the ADC signal from the two nonlinear monitors vs. the number of ¥'s
produced by linear Compton scattering (as detected by the linear monitor}, we see
a long line of events for which the two nonlinear monitors do not report any signal
although the linear counter does. This is shown in Fig. 5.13. A study of the distribu-
tion of the time differences between subsequent laser ON or laser OFF events, shows
that this is a trigger misinterpretation problem. Fig. 5.14 shows the distribution of
the relative time delays between subsequent events, for both the laser ON and the

laser OFF data. The way that the data acquisition system is set up, within the time
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Figure 5.13: Distribution of the event signal for the N2 (left) and the N3 (right) mon-
itors in conjunction to the corresponding linear monitor signal. There is a significant
number of events for which the two monitors seem not to return any signal at all.

interval of two laser ON events, which are separated by 2000 ms from each other, two
laser OFF (background) events are acquired, separated from each other by a time
interval of 1600 ms. As a result Jaser ON events should be separated by laser OFF
events before them by 200 ms. This is not the case for a considerable number of
laser ON triggers, as we can see from the bottom plot of Fig. 5.14. The events on
the right are clearly laser OFF events that were confused as laser ON. These events
are common to the N2 and N3 monitors, since they both have the same readout. We
can discard those by selecting the time difference of a laser ON event with respect to
the two laser OFF events before and after it, to be somewhere between 150 ms and
250 ms. This immediately fixes the problem as Fig. 5.15 shows. After this selection,
which we call the dropout cut, we loose about 5000 laser on events, or ~ 8% of the
whole data sample.

Onc more interesting thing we can see from the middle plot in Fig. 5.14, is that
there arc laser ON cvents that are confused as luser OFF events. These are the events
at the very far right hand side of the distribution, with relative time delay from the
preceding cvent, greater than 1700 ms. Again in principle the laser OFF events should
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Figure 5.14: Distribution of the relative time delays in ms, between subsequent events
for both laser ON (third plot) and laser OFF triggers (second plot). The top plot
shows the trigger scheme for the data acquisition. The laser fires every 2 seconds and
therefore this is the time difference between two consecutive laser ON events. The
data acquisition system though, acquires data three times during this time interval,
one laser ON event and two laser OFF (background) events, with the order and timé
intervals shown here. .

be characterized by time differences from the event acquired earlier than them of 200
ms, or at most 1600 ms. We need to discard also these false Jaser OFF events by

keeping only the ones that are below the 1700 ms threshold. In this way we lose 2700
laser OFF events, or ~ 2% of the whole data sample.
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Figure 5.15: Distribution of the event signal for the N2 (left) and the N3 (right)
monitors again with respect to the linear monitor signal after cleaning up all the
dropout events.
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Chapter 6

46.6 GeV Data Analysis

In the previous three chapters a detailed description of the experimental apparatus
has been given. In appendix 3 a brief report on the results of the analysis of the
nonlinear Compton data, is also given. In this chapter we will concentrate on the
analysis of the positron data, which were the main goal of the August 1996 data
run. Fig. 6.1, shows the experimental setup. A high energy electron enters a high

P -PCAL
A positron;ﬂ ~N2, N3

o 2 ) =2 | phowns
‘ E
scattered

466 GeVe~ -
electrons - ECAL

dump magnet

Figure 6.1: Schematic of the cxperimental setup used for the collection of positron
production data.

intensity laser field produced by a tightly focused laser pulse and undergoes a two-step

process. During the first step the electron Compton scatters (linearly or nonlinearly)
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off the laser photons and gives rise to a higil energy gamma. Then during the second
step and while the gamma is still inside the intense laser field, the produced gamma
absorbs a number of additional laser photons (in most cases four), and produces an
e*e™ pair. The produced positrons are deflected by the bending magnets downstream
the laser-electron interaction region (IP), towards the positron calorimeter (PCAL).
Due to the rarity of this two-step process (about one positron produced in every 1000
laser pulses), the backgrounds in PCAL need to be kept sufficiently low, so that such
a produced positron to be clearly OW. In the same way the electron of the pair
will be deflected towards the electron calorimeter (ECAL). But this pair electron will
be “lost” in the multitude of nonlinear Compton scattered electrons of various orders,
that hit ECAL at the same time. Therefore, PCAL becomes the primary detector for
the observation of such a process.

The response of PCAL to a positron signal produced at the IP is studied by
inserting a wire into the path of the electron beam at the interaction region, to
produced ete™ pairs by the Bethe-Heitler conversion of bremsstrahlung photons. This
calibration data are uscd to develop an algerithm that groups PCAL cells where
energy is deposited, into clusters associated with a candidate positron event. These
clusters are characterized by their positions in the horizontal and vertical direction,
and also by the total deposited energy. Using the field maps of the bending magunets
around and downstream of the 1P, the vertical position can be translated into the
momentum of the candidate positron event. Once this cluster search algorithm has
been developed, it can be applied to the real positron data. A series of selection
criteria need also to be introduced to ensure optimal signal selection (laser induced
positrons) and background (non laser induced positrons) rejection. For the selected
positron events, their momentum spectrum can then be reconstructed. These steps
are the subject of the first two sections of this chapter. It is of paramount importance
to correlate the positron yield to the laser intensity, which is represented in a unique
way by the parameter 77, as defined in chapter 2, not least because it provides us with
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a way of directly comparing the data to the theory predictions. The reconstruction
of the parameter 1), in an unambiguous way using the NI, N2, N3 monitors, is the
main subject of the third section in this chapter. Although we will reserve the final
comparisons to the theory for chapter 8, some necessary cosrections to the simulation
predictions (for a description of the simulation itself see Appendix. A), and also a
discussion of background levels, is also given in the last section of this chapter. Two
positron data samples were taken using electron beams with 46.6 GeV and 49,1 GeV
energies. This chapter is dedicated to the 46.6 GeV data sample, while the 49.1 GeV
data are presented in the following chapter. The final conclusions are presented in
chapter 8.

6.1 Cluster Search Algorithm

The principal positron detector of our experiment is a silicon calorimeter which is
called PCAL. It consists of 8 rows, each 16 mm wide, arranged into two 4-row groups
separated by a gap of 1.5 mm, and distributed in 4 columns and 4 longitudinal seg-
ments 16 mm wide each (Fig. 5.1 shows a picture of PCAL). A set of permanent
bending magnets in front of the detector, is used to bend the produced positrons—as
well as the background positrons which are mainly due to scrapping of the electron
beam on the walls of the accelerator pipe— on to the detector, as described in sec-
tion 5.1.2 of the previous chapter. The momentum map of PCAL (see section 5.1.2),
can be used to directly correlate the impact position on PCAL and the momentum
of the incident positron. The positron energy can be measured in principle from the
amount of energy deposited on the active silicon of the detector. Due to energy leaks
into adjacent rows, the incident positron energy is not deposited entirely on the row
of the main impact on PCAL. There is therefore a cluster of rows associated with
every detected positron in terms of the measured energy, and this needs to be taken

into account in ovder to correctly reconstruct both the energy and the exact impact
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position on PCAL of the incident positron. This is the main aim of the cluster search
algorithm described in this section.

Deposited Encepy [GeV)

Row Indox

Figure 6.2: Requirements for an examined cluster to be accepted as a real positron
hit.

As it is clear from the gbove, finding the correct cluster of PCAL rows to associate
with the detected positron event, is the first and most important step in the algorithm.
For each PCAL row a 5-row range is defined consisting of the current row we are
looking at and its two closest neighbors on each side. First we need to make sure that
the row energy is maximum within the specified range, i.c. that indeed the examined
cluster hit the detector somewhere within this row. Once this is verified the row index
of the immediately neighboring row with the second highest deposited energy is found
and the total energy of those two rows is computed. In order to make sure that we
have a well defined cluster in space, we require that the other adjacent row has no
more than 30% of the total energy of the two rows mentioned above and that any of
the other two further away rows do not contain more than 50% of the total energy,
as shown in Fig. 6.2. Then the spatial extend of the examined cluster is redefined
using the three center rows out of the initial 5-row selection. Two additional criteria
arc also checked, mainly that the current cluster does not contain less than 0.4 hits

{upper limit of noise fluctuations) and that the specific event does not contain more
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than 3 clusters, which in principle should be the case as long as all the previous
requirements have been fulfilled (PCAL has only 8 rows and we assign three to every
cluster).

Once we have made sure that we have found a real cluster we cen go on and
reconstruct its energy and vertical position, the latter with respect to the bottom
of PCAL. The total energy of the cluster is simply the sum of the encrgies of the
three contributing rows. The situation is a little more complicated for the cluster
y position. As we have seen, each cluster consists of three rows and the center row
is always the one with the highest deposited energy. There is an exception to this
rule, mainty in the case where the peak energy row coincides with the top or bottom
row of PCAL, in which case we have only two rows within the cluster. In the case
of the 3-row cluster we can always assign as the cluster’s y position the middle of
the middle row. This is obviously an oversimplified solution which does not take
into account the fact that the deposited energy is not necessarily equally distributed
within the two neighboring rows, which implies that the incident positron hit closer
to the adjacent row with the largest amount of leaked energy. We need therefore to
assign a y position to the cluster in such a way that although it remains within the
middle row, it is nevertheless closer to the neighbor with the second highest deposited
energy. This is achieved by taking the natural logarithm of the ratio of the energy
of the second highest row over the energy of the peak row and shift the y position
around the middle of the peak row by an amount proportional to that ratio. If this
ratio though, is smaller than ~15% i.e. the biggest part of the energy is concentrated
in the middle row, this method is not so accurate any more. In cases like this the
logarithm of the ratio of the energies in the two neighboring rows is used to weigh
the cluster position. Only even when this second ratio drops below ~7%, in which
case alinost the whole clﬁst.er energy i8 within the boundaries of the middle row, the
cluster’s position is assigned at the middle of the peak row. This is illustrated in

Fig. 6.3, where a relation between the natural logarithm of the energy ratios and the
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Figure 6.3: Natural logarithms of the ratios of the row with the second highest energy
over the peak energy row(r21), and the energy ratios of the two neighboring the peak
rows (r32), as a function of PCAL position in mm.

position of PCAL is shown. The inverse slope of the lines shown, is used to adjust the
cluster’s position closer to the highest energy néighbor. The data were taken using a
17.6 GeV clectron beam and moving PCAL vertically. The same procedure is applied
for the 2-row clusters with the exception that now the lower limit of the energy ratio
can drop down to ~2%. The horizontal position of the cluster with respect to the
center of PCAL is also reconstructed using the same method.

A number of other interesting cluster properties are also calculated; namely the
fraction of the cnergy in each longitudinal segment, the total energy in the outer
pads, the energy ratio of the left center pad over the sum of both center pads and the
width of the cluster in the y and x directions. Special ntuple variables are assigned
to each of the calculated above cluster properties to be used in the subsequent data
analysis. The cluster search algorithm is completely independent of the energy of the
incoming electron beam and therefore can be used simultancously for both the 46.6
and the 49.1 GeV data samples. The efficiency of the cluster search algorithm will

be discussed in a later section.
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6.2 46.6 GeV Positx_‘on Search

6.2.1 Cluster Selection Cuts

Not 2ll the reconstructed clusters are used in the analysis. Specific selection criteria
are applied for the purpose of excluding as many as possible of the background clus-
ters (positrons that hit PCAL but not produced in laser-electron interactions). At
first the whole analysis is concentrated on events that contain at most a single hit, or
in other words, the ratio of the cluster energy over the nominal momentum (from the
momentum map) that corresponds to the vertical position of the cluster on PCAL,
should be around 1 (Ey/pau = 1). Due to leakages of the deposited positron energy
on PCAL into adjacent rows, but primarily due to resolution limits in the reconstruc-
tion of the cluster’s vertical position, we expect a Gaussian distribution of the single
hit clusters around 1. In order to tume our positron selection criteria for optimal

results, we need large enough positron statistics to work with. The data from the
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Figure 6.4: Calibration cluster hits and x-position distributions. The lines indicate a
+30 and +1.20 selection as discussed in text.

laser-clectron interactions do not provide sufficiently large positron rates. During the
46.6 GeV running period, a Jarge sample of calibration data was taken by inserting at

the interaction point a thin 20 um aluminum wire, and thus producing positrons that

NALYSIS . 169

hit PCAL through the bremsstrahlung process. The number of positrons produced in
this way is fairly big, and these data can be used to check the distribution of the ratio
Egu/peu with the cluster vertical position in PCAL, and also the distribution of the
horizontal position of the cluster within PCAL. These two distributions provide the

maiu positron data selection mechanisms, and are shown in Fig 6.4 for the calibration

data sample.
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Figure 6.5: Calibration cluster hits and x-position distributions for the seventh quar-
ter row of PCAL starting from the bottom,

1t is clear that these distributions depend strongly on the vertical position within
PCAL. For example the width of the number of hits distribution around 1, increases
as we move higher in PCAL. This is because the higher rows in the detector look
at lower energy positrons and the resolution of both the energy and position recon-
struction becomnes worse. This can also be scen in the horizontal position distribution

which becomes narrower for lower PCAL rows. The gap in the middie of both plots
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corresponds to the 1.5 mm gap at the end of the fourth row of PCAL. The bands
that are discernible especially at the distribution of the number of hits, correspond
to the individual PCAL rows. The bottom row does not show any signal because it
is completely shielded by the vacuum chamber wall around the beamline. Looking
at Fig. 6.4 we reach the conclusion that our selection of a cluster sample for further
analysis, based on the single hit requirement and possibly on the horizontal position,
must be row dependent. It must also take into account the gap at the end of the
fourth row.

By slicing the first plot in Fig. 6.4 into 32 quarter rows along the horizontal axis
starting from the left, and projecting them on the vertical aScis, we get the distribution
of the number of hits for each quarter row. As an example, the distribution of 1, 2, 3
hit clusters in the seventh quarter row, is shown in the left plot of Fig. 6.5. Each is
fitted with a Gaussian plus an offset and the o of the result gives as an estimate of the
width of the distribution in that particular quarter. The closed line shown in Fig. 6.4
marks an area +30 wide in the vertical direction around the 1 hit distribution. It
can be seen that it becomes wider as we are moving higher in PCAL and that it also
follows the gap pretty nicely.

The bottom plot in Fig. 6.5 shows the x-position distribution of the single hit
clusters within the range of 3¢, again for the seventh quarter row. Here we cannot
fit a Gaussian any more, but we can still get an upper and lower bound at the points
where ~ 3% of the distribution is excluded. This is what the two vertical lines in the
plot show. In this way we can define again a ¢ as being the half of the total range
defined by those two bounds. By repeating this for all the quarter rows, we create
a line like the one shown in the second plot of Fig. 6.4. The actual width of that

particular line is £1.20 for reasons that will become apparent a little later.
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6.2.2 Cluster Selection Cuts Tuning

In the previous section we saw how we can use the calibration data to introduce a
positron data selection based on the hit and the x-position distributions, that is row
dependent and also takes into account the 1.5 mm gap at the end of the fourth row
of PCAL. We are in a position now of applying this selection mechanism to the real
positron data produced by laser-electron interactions. It ig also interesting to know
how our data sample responds to different tuning of the 1 hit cluster and the x-
position selection ranges. Three are the quantities of interest here: First, the number
of the detected positrons itself. Second, the statistical significance of the positron
signal, which is defined as the ratio of the number of positrons found, over their
respective error. Third, the signal to noise ratio defined as the ratio of the number
of laser ON positrons over the number of laser OFF positrons. As already mentioned
in chapter 1, the data acquisition system collects data not only when there is a laser
pulse that interacts with the electron beam (laser ON triggers), but also when there
is no laser pulse available (laser OFF triggers), in order to measure electron beam
induced background levels. In fact twice as many laser OFF than laser ON data
are collected this way, and therefore when we calculate the signal to noise ratio, the
number of laser OFF positrons has to be scaled down by the ratio of the laser OFF
over the laser ON triggers. We will refer to the laser OFF positrons as the background
positrons and to the laser ON as the signal positrons, very often in this chapter. Every
time that a new positron sclection requirement is introduced (first the 1 hit cluster
selection range, then the x-position selection range), we expect both the statistical
significance and the signal to noise ratio to improve, since more background positrons
are discarded (we may loose some signal positrons too, but the background reductiqn
will be more pronounced). Further tuning of each individual selection range itself,
will further optimize the signal. In fact, the areas shown in Fig. 6.4 are the results of
such a tuning. In the case of the single hit distribution, different ranges in units of

the Gaussian o around the center of the fitted Gaussian in each quarter row and for
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Figurc 6.6: Ratio of signal to noise, number of positrons and statistical significance
as a function of single hit cluster range in units of 0.

all quarter rows are tried. In the case of the x-position distribution the end points

are moved closer or further away from each other in a symmetric way, o being still -

defined as half of the resulting range and expressed in units of the original o that is
defined in the last paragraph of sectioﬁ 6.2.1.

The results of such & tuning are shown in Fig. 6.6 for the single hit range, and
in Fig. 6.7 for the x-position range. The first plot in both figures shows the ratio
of signal positrons over background positrons—the latter being scaled down by the
appropriate ratio of the laser ON over the laser OFF triggers which is approximately
2—as a function of the selection range in units of o, as it, is defined in section 6.2.1.

The exrors on this ratio are estimated using the formula

S 1+ 3 1)

R=yaml+z
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Figure 6.7: Ratio of signal to noise, number of positrons and statistical significance
as a function of cluster x-position selection range in units of o as defined in text.

where S the number of laser ON positrons, B the number of laser OFF positrons
and a the scaling factor according to trigger ratio es mentioned earlier. The second
plot shows the number of positrons after background subtraction as a function of the

selection range. The background is subtracted by using the expression
N=S-aB (6.2)
and the error on the number of positrons by
N=VE+@B (63)

where the symbols are the same as before. Finally the third plot shows the sta-
tistical significance i.e. the ratio of the background subtracted positrons over their

corresponding error as defined in Eq. 6.2 and 6.3 respectively.
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Figure 6.8: Data clusters selection ranges. Laser ON are the events that the Jaser
fired, while laser OFF the events without a laser beam. The plots on the left in
both cases show the single hit selection range at £30 and the plots on the right the
x-position range at £1.2¢0.

In the case of the single hit selection range the best results are achieved with a
range of £3c. Although the signal to noise ratio seems to be better for a smaller
range, the number of positrons on the other hand is much smaller, which means that
besides throwing away the background, we are cutting most of the signal too. For big
ranges the signal to noise ratio becomes worse while the number of positrons Is stable
within error. In this case we have essentially included all the signal and by increasing
the range we are just adding more background clusters. The x-position tuning was
done by kecping the single hit selection range fixed at £30, the optimum value from
the previous step. We expect that as the position range becoines more and more Joose
the signal to noise ratio and the number of positrons will approach the ones found in

the previous step. The main justification of this cut is the significant improvement of
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the statistical significance of our signal as compared to without uging it. A seleetion
of a +1.2¢ range gives us the best results. In Fig. 6.8 the selected ranges on the real
data are shown for both laser ON and laser OFF clusters.

6.2.3 Overlap Cut Tuning. Results

In this section and in the rest of the analysis, with overlap we mean the N=1 overlap.
This is defined as the ratio of the number of the measured 7's in the N=1 monitor
(for calibration and description of these monitors see chapter 5) over the expected
rate from the theory. In principle for perfect space-time overlap of the electron with

the laser beam, we expect this ratio to be at most 1. In our data this ratio excceds
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Figure 6.9: Ratio of signal to noise, number of positrons and statistical significance
as a function of different N=1 overlap cuts.

1 and veaches values of up to 1.5, which can be explained by a ~ 10% error in the
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calibration constants. High overlap conditions ensure higher probability for positron
production at the interaction point and it is natural to introduce a cut of such a
form on the laser ON data. Again, this cut was tuned by looking at the familiar
by now quantities of the signal to noise ratio, the positron yield and the statistical
significance of the signal. These are shown in Fig. 6.9. .

As expected, the signal to noise ratio improves every time we implement a higher
overlap cut because more and more background positrons are excluded. Of course on
the other hand the positron yield reduces simultaneously. More useful in selecting
the overlap cut is the statistical significance of the signal. At first we note that there
is an overall improvement in this aspect compared to the results that do not include
an overlap cut. At the same time we can see that the statistical significance begins
to drop at very high overlap cuts. We picked 0.4 as an optimum cut value. The
background subtracted positrons and the error bars shown are computed by using
Eq. 6.1, 6.2 and 6.3. '

46.6 GeV Data Results

Cut Type | Laser ON | Laser OFF { Trig. Ratio | Sig/Noise | Ne* Statistical
ON/OFF Significance

Optimal Cuts | 21962 121216 0.1812 | 2.55+0.23 | 106:14 770

Loose Cuts 30810 121216 0.2542 | 2.1040.17 | 118+16 T4do

Medium Cuts | 21962 121216 0.1812 } 2.73+0.28 | 93412 7.40

Tight Cuts 17189 121216 0.1418 | 4.05+0.53 } 70+10 1.20

Table 6.1: Results of the different cut types on the .46.6 GeV data. Although the
positron yield is different in each case the statistical significance is the same.

Introducing now the cluster selection criteria, as they were described in sec-
tion 6.2.2, and also the above overlap cut, we find 106+ 14 e+ above background, with
a statistical significance of 7.70. Three more sets of cuts can also be tried in order to

check the signal dependence on the cut sclection. These cuts are defined below:
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1. “Loose” cuts: Here the single hit range is +30, the x-position range +1.5¢ and
the overlap cut set at 0.15.

2. "Medium” cuts: Here the single hit range is :t20, the x-position range £0.9o
and the overlap cut set at 0.4.

3. “Tight” cuts: Here the single hit range is +1.50, the x-position range £0.60
and' the overlap cut set at 0.6.

The results from the different cut cases are summarized in table 6.1. The fact that
independent of the cut selection, the statistical significance stays the same, reassures

us that we have a real positron signal.

6.2.4 Positron Momentum Spectra

The momentum spectrum of the produced positrons is shown in Fig. 6.10. In the first
plot the momentum spectra of the laser ON and the laser OFF positrons are plotted
sep.arately, the laser OFF ones after been scaled down by the ratio of the laser ON
over the laser OFF triggers, as it is shown in the first line of table 6.1. The momentum
bins have an equal width of 2 GeV/c each. The bottom plot shows dNe* /dp where
dNe* is the number of background subtracted positrons per momentum bin and dp
the width of the momentum bin, in our case 2 GeV/c. The vertical error bar is
calculated using Eq. 6.3 divided by dp. The horizontal error bar corresponds to the
momentum bin width. The solid line is the theory prediction. At first glance it scems
that the agreement of the data with the theory is not complete. However there is one
more requirement that we can introduce in the data selection. We will return back
to this in chapter 8. '
We can obtain momentum spectra for the positrons selected with different cut sets,
as shown in table 6.1, A statistical comparison of these spectra with the one shown

in Fig. 6.10 using the chi-square method, can be performed. Here the chi-square per
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Figure 6.10: Momentum spectrum for the produced 46.6 GeV positrons. The top
plot shows the momentum spectra of the laser ON and laser OFF clusters, the latter
being scaled down with the appropriate trigger ratio. The second plot shows the
momentum spectrum of the background subtracted positrons. The solid line is the
theoretical prediction.

degree of freedom x?/v is computed for cach spectrum using the formula

1 & {7in — a:‘hn)2
- DA LB LT .4
Xlv=g X Faa (64)
where (
Sum(ID1)
N=8 and a = m (6.5)

and D1 the reference spectrum and ID2 the spectrum to be compared with. Table 6.2
contains the results of the x? test along with the Kolmogorov test. Also the positron
spectrum for the runs 15273-15323 is also shown for the optimnal cut values. These

runs are characterized by the highest laser energies achieved during the 46.6 GeV data
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D1 1D2 Kolmogorov Test | x*/v | x*-Probability
Optimal Cuts | Loose Cuts 100.00% 0.0494 99.99%
Optimal Cuts | Medium Cuts 100.00% 0.0983 99.93%
Optimal Cuts | Tight Cuts 100.00% 0.0991 99.92%
Optimal Cuts | 15273-15323 98.67% 0.4504 89.10%

Table 6.2: Statistical tests of the compatibility of the different positron momentum
spectra using both the x? and the Kolmogorov tests.

taking, and as a result they have the highest positron yield. Both tests conclude with
at least 90% probability that all the different spectra come from the same mother

distribution. From now on and for the rest of the 46.6 GeV data analysis the optimal
set of cuts will be used.

6.3 Estimates of the Laser Intensity Parameter 7

6.3.1 Initial Considerations

It is very important to correlate the positron yield with the laser intensity, in our case
with the parameter # as defined in chapter 2. In a logarithmic scale this curve will
be a straight line with a slope indicative of the order of the multiphoton pair process,
i.e. to the number of photons absorbed by the energetic <y ray in order to produce
the e*e™ pair. This resuit can be directly compared to the theoretical prediction and
therefore can provide an accurate test of the theory. In principle by knowing the
laser pulse’s energy and spatial and temporal extend we can uniquely determine the
variable 77. Although we believe that we know the pulse energy with a less than a 10%
error on a pulse-to-pulse basis, we have no measurements of the laser pulse width and
the focal spot arca estimates are of limited reliability. A way around however can be

found, if we make use of N1,N2 and N3, the number of electrons intercepted by the
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gas Cerenkov counters EC37, N2 and N3, of first-, second- and third-order Compton
scattering, respectively. Using these counters we can derive 7 in a self consistent way,
by applying the method of Least Squares with constraints. The main idea here is the
fact that the parameter 772 is a linear function of either one of the two monitor signal
ratios N2/N1 and N3/N2, when 7% < 1. We can write therefore:

N2
7T = k 'gg (6.6)
7 = k o (6.7)

The coefficients &, and k; depend on the efficiency and the acceptances of the mon-
itors. For larger 1?'s the relation may not be linear any more, but it can always be
approximated by & polynomial of some higher order. What is important is that 5 can
be deduced from any of the two ratios N2/N1 and N3/N2, but the predictions of the
one ratio has to be compatible to the predictions of the other ratio. This is our main
constraint and that is why the method of least squares with constraints needs to be
employed. This method not only has several important optimal properties in a sta-
tistical sense, but also leads to a simple solution, usually written in terms of matrices
and vectors, which can be easily realized on a computer. No special assumption needs
to be made sbout the distribution of measurement errors. In the following sections
the mathematical foundations of the least squares method are presented, followed by
a detailed description of its application to our specific problem. At the end the final
results along with a discussion of the systematic errors and accuracy of the method

are shown.

6.3.2 The Least Squares Method [56]

Consider a set of measured random variables, which consists of » values y;,i = 1., . n.

They are assumed to be measurements of the true values 77 without bias, i.e. -

E(w) = & (6.8)
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There is a covariance matrix V(y) for the above set of measured values. A known
functiona)l relationship (model) exists between the true values and which in most
cases, but not necessarily in all, depends also on additional vatiables a;,7 = 1...p,
called parameters, for which no direct measurement exists. In general the model can

be expressed as a set of m equations of the form
@y =0, k=1...m, {6.9)

called conditions or constraints, and where & and ¥ are the vectors of the true values
of the parameters and of the measured variables respectively. The simplest case
is when p = 0, i.e. when there are no unmeasured parameters. In this case the
measured values y; will not exactly fulfill the conditions, and corrections Ay; have to
be determined such that y; + Ay fulfill the equations. The least squares principle

requires the weighted sum of the squares of the corrections
S = Ay WAy, W= V(™ {6.10)

to attain a minimum. This last expression reduces to the familiar sum of the squares
of the corrections, if the covariance matrix is diagonal (the measured variables are
uncorrelated) and the standard deviations are equal. In general the conditions are not
linear and therefore the use of the method of the Lagrange multiplicrs is introduced.
In this method m additional parameters ), are introduced, one for each constraint.

The function to be minimized now changes to

L) = SB) + 2 kix.,fk(a,y) (6.11)

The neccessary condition for a local extremum of this function with respect to all
parameters y,a and ) is then equivalent to the necessary condition for a minimum of
S{y) under the conditions of Eq. 6.9.

If the conditions are linear the solution is determined in one step. In the case
of nonlinear conditions, the solution is reduced to a sequence of linear problems by

lincarizing the conditions. This lincarization requires some starting values for the
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variables involved. For the measured variables these can be the measured values. For
the unmeasured parameters they can be determined by methods specific to the prob-
lem at hand. The linearization is expressed in each iteration in terms of corrections
Ay and Aa to the initial values y and a as follows:

. a » 3 . .
Alety) + 5;:55: (Ag; - Ad)) + );;{lfmy.- —agy s~ (612)

Here Ay* and Aa® are the corrections obtained in the previous iteration. The func-
tions and their respective partial derivatives are evaluated at ¢a* = a + Aa® and
y* = y + Ay® (for the first iteration Aa* = 0 and Ay* = 0). In vector notation
Eq. 6.12 becomes

AAa + BAy =¢ with ¢=AAd" + BAY — f (6.13)
and
( 0,/00, 8fifOaz --- 8f1/Ba, \
4= 8fz{aa| af,{aa, 6]2{8% (6.14)
\ 0fm/3a: 8fnfBa; --- fm[B, | .
(on/ow onfow - oh/om )
B = | 2On ORlBn - Ohow, 615)
Lafm/am Bfmf/Oyr -+ 0fm/Oyn ]
h(e,y")
f= f’(a:’ ) (6.16)
Sm(a,y°)
Eq. 6.11 in matrix form, also becomes:
L = Ay"™WAy + 207(AAe + BAy - ¢) (6.17)
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Differentiating we obtain the necessary condition for an extremum in matrix form:

WAy + BY) = 0 (6.18)
AT = 0 (6.19)
BAy + AAa = ¢ (6.20)

This system consists of n + m + p equations with unknowns Ay, Aa and . We can
rewrite it in the form of one matrix equation as follows:
w 0 BT Ay
0 0 AT Aa |} =10 {6.21)
B A O A c

The system can be solved as usually by calculating the inverse of the matrix on the

left hand side of Eq. 6.21. The expressions in the general case can become very
complicated.

For simplicity let us consider the case of no unmeasured variables in which Eq. 6.21

BO))-() e

We can then write the inverse of the matrix.on the left hand side of Eq. 6.22

-1
W BT _{©On c3 (6.23)
B 0 Cn Cn '

The final solution therefore can be written in the form:

GG (@E)(E) e

- (y + W"BTWBC) (6.25)

is reduced to:

- W, BC
where

Wg = (BW-'BT)"! (6.26)
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By error propagation we can derlve the covariance matrix for the combined vector

(-(31) e
A 0 —Cn

Thus the covariance matrix of the improved values is the first n - n submatrix Cy;.

¢ and . The result is:

For the case of unmeasured parameters, it merely expands to:

7 Cu Ch O
Vlia|=|Cu Cn 0 (6.28)
A 0 0 -Cn

The weighted sum of squares, as defined in Eq. 6.19 can be calculated using the
formula
§ = -2\Te (6.29)

A necessary condition for convergence is that the changes AS of S become small,
e.g. AS < 1073 In addition the constraints need to be fulfilled for the new and

improved values a + Aa and y + Ay with a certain numerical precision, e.g.
F =Y lIfila + Ao,y + AY)] < ¢, (6.30)
3

where the value of ¢ depends on the problem—typical values can be as low as 10~°.
This criterion requires all conditions to be of the same order of magnitude, which can
be achieved by a proper selection of scaling factors. If the value F increases during
one of the iterations, one can reduce the correction for that step by some factor until

a smaller value F is obtained.

6.3.3 The Constrained Fit

As we mentioned earlier, we cannot use dircctly the measurements of the laser pulse
paraneters for an accurate calculation of the field intensity, as it is defined by the

paramneter 7. We can, on the other hand, use the number of clectrons N1, N2,
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N3 detected by the Cerenkov counters N1,N2,N3 associated with the first-, second-
and third-order Compton scattering. Each of these counters can be in principle
used independently to extract the laser field intensity. However, due to temporal
and spatial overlap instability—jitter—this is not advisable. But if we make the
fundamental assumption that the signal of each counter has the same dependence on
the overlap fluctuations, we can still use the ratios of the signals of those monitors
to extract the parameter 7. This can be easily seen in the case of n? < 1. Here the
signal of each one of the monitors varies to a good approximation as a linear function
of 7? raised to a power equal to the order of the Compton scattered electrons that
each counter intercepts, i.e.

N2 ~ ()2 (6.32)
N3 ~ () (6.33)

Any factors in front of 7? in the above expressions, will depend primarily on overlap
but also on the acceptances of the thrce monitors, as well as the spectrum of the
scattered electrons. If we apply now the earlier assumption about the similar overlap
dependence of each monitor’s signal, the ratios N2/N1 and N3/N2 will still be fairly
linear functions of 5%, but any overlap dependence will be canceled out. In reality 7% is
not necessarily sinall and therefore the functional dependence of the two ratios on ?
will be some higher order polynomial. This functional dependence, or equivalently,
that of 7% on each of the two ratios i;adependently, can be derived by a numerical
simulation of the different order Compton processes, where the signals of the N1,
N2, N3 monitors are calculated once their respective acceptances, for their nominal
positions, are folded in. This is shown in Fig. 6.11, for 46.6 GeV simulated data
points. Although the fit utilizes second order polynomials, it can be seen that even
linear expressions ean be sufficiently accurate approximations for most of the n? range.

If the signals mensured by the three monitors are consistent with each other, the %'s
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Figure 6.11: Polynomial fits of 7? as a function of either of the ratios N2/N1 and
N3/N2 using 46.6 GeV simulation data. The ?'s derived by each of the two ex-
pressions, have to be the same for a specific event where all the three counters have
reported signal.

predicted by the fit expressions in Fig. 6.11 will have to be the same or,
(N2/N1) = p?(N3/N2) (6.39)

We now have all the necessary ingredients in order to set up a least squares fit
with constraints and apply that on each data point. For each event we have the
measurements of the three monitors N1, N2, N3 along with their corresponding
cirors, as they are estimated in section 5.3. Assuming that the signals in each of
these monitors are independent of each other, we can construct the variance matrix,
which will be a diagonal matrix with each of the diagonal elements being the square
of the corresponding error. The three monitor signals need to satisfy the condition in

Eq. 6.34. So we are in a position of applying the procedure of section 6.3.2. For each
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data event the values of the three counter measurements are varied, within their error
ranges, so that the condition 6.34 is adequately satisfied, For the new values that the
fit comes up with, the expression in Eq. 6.10 is computed, which is 2 measure of the
x2 of the fit for this step. Also the function in Eq. 6.30 is calculated. Then for the
new signal values the previous step is repeated once more and the difference AS of
the new x? with respect to the pi-evious one is derived. These iterations continue until
the AS < 10~% and at the same time the functional expression in Eq. 6.30 becomes
< 10-%, in which case we consider that the fit has converged. The new signal values
for the three counters are output along with the new covariance matrix, from which
the errors on these values are calculated. We can now use them, along with any of
the two fit expressions shown in Fig. 6.11, to find 5. In fact the two values derived
from any of the two expressions shown there, are very close to each other, and their
average is used as the final answer. The error on 7 is calculated using the general
expression [57):

(afy = %:—;f; g—; Vian (6.35)

Herc V., is the variance matrix as it is computed by the constrained fit and the
derivatives are taken with respect to the new monitor signals calculated by the fit.
We have again two different errors on 5 depending on which of the expressions in
Fig. 6.11 we use to find 7. To get the error on the average # we add quadratically the
two errors just found. This error on 7 is purely statistical and it is different from the
systematic errors that will be discussed later.

6.3.4 ‘Tests of the Fit Algorithm

For debugging purposes and also in order to test the speed of convergence of the fit
algorithm, a Monte Carlo simulation of the three monitor signals can be used. Their
values, smeared around their randomly generated true values according to a Gaussian
distribution centercd at zero and having a ¢ = 1, along with their corresponding

errors, are the inputs to the least squares fit. As long as the input parameters are
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completely independent from each other, the probability distribution of all the events
at the end, should be a horizontal line. The probabilities for each event processed by
the constraint fit, are derived from the x? of the fit for that specific event, so that
the higher the x? the smaller the corresponding probability. A horizontal probability
distribution means that the output results remain independent from each other too,

i.e. that there is no bias in the fit algorithm. The results of such a test are shown in
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Figure 6.12: The x? (left) and the probability (right) distribution of the constrained
fit using 30,000 simulated monitor signals. The probability distribution follows a
horizontal line, which is expected when the input parameters to the fit are independent
from each other.
Fig. 6.12.

Some useful checks of the constrained. fit code can be performed once the results
of the fit are available. At first we can construct the following three types of residuals:

true~ fit |, (true— fit)/error {6.36)
true — start , (true - start)/error (6.37)
fit—start , (fit - start)jerror (6.38)

Here true stands for the randomly generated values before any Gaussian smearing
is done, start are the initial valucs used as an input to the fitling routine, and fit

are the values that the fit outputs after convergence. The second type of residualy
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should always give an RMS of 1 as long as the smearing is done using a Gaussian
with ¢ = 1. This turns out to be the case. The {true— fit)/error residual shows how
muck the fit results differ from the randomly generated true value before any kind of
smearing. Finally the (fit — start)?/error? shows the contribution to the x? of that

specific correction. Three different error cases are examined:
1. The errc;rs of the three monitors are the ones estimated in section 5.3.
2. All three monitors have fixed errors such that {e:;/N;) is the same.
3. The three monitors have the same relative error, e.g. 5%.

The results are shown in tabie 6.3. In the first case we can see that the x2 contribution

Monitor a(y-"it—l‘,-) (QWJ-:?'—'_E)

Case N1 0.99 0.02
1 N2 0.79 0.32

N2 | o6z | o0s7
Case N1 -0.91 0.13
2 N2 0.63 0.56
N3 0.87 0.22
Case N1 0.91 0.15
3 N2 0.58 0.60
N3 0.91 0.17

Table 6.3: Residuals when the three monitor errors are calculated according to sec-
tion 5.3 (Case 1), when the errors are fixed such that {(e;/N;) i=1,2,3 are the same
for the three monitors (Case 2), and finally when the same relative error is used (Case
3).

of the N1 monitor is minimal. This is mostly because the relative error for this monitor
is much smaller than the relative errors of the other two monitors. In the other two

cases where the errors for all the thyee monitors are roughly the same, the constrained
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fit treats them in a comparable way, which means that the x? contributions are at
least of the same order. Why not exactly the same as someone might have expected?
If we look a little more carefully we can conclude that it is not the x? contribution of
each monitor that should be the same, but the x? contribution divided by the change
of the expression in Eq. 6.30 for that specific change in the value of one of the three
counter signals. This makes some sense, i.e. why should the fit vary the valug ofa
monitor that it weakly depends upon and pay the price in the resulting x*? In a more

rigorous way this can be shown as follows:

3 ~—NY
X = Z-———-—(n‘ e,N‘) + Wf(n) = (6.39)
i=l i
2 ~N. .
% - 2("‘4 N, 2/\8{9(':.) ~0 forminimumg? = (640)
AN; 1
AR XF 777 *¥ (8.41)
1 = ANl 1
e? Aafjon, (6.42)

That means that if we plot the last expression above, we should get a distribution
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Figure 6.13: Distribution of the expression %i,—,}m for each of the three monitors.
According to our expectations it should have a mean value of —1.

that has a mean value of ~1. This is shown in Fig. 6.13.
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Going back to Fig. 6.11 we can see that in principle a linear fit is a good approx-
imation for most of the value range of * and certainly for 7 < 1. If we use this
Jinear approximation, the expression for the function to be minimized becomes very
simply [58], ‘

X = 23-(-"'—:‘7-1\"—)3 + 2A(n2 - knyng) ) (6.43)

=1
The four parameters n; and ), are adjusted to minimize x*. This means that we set the

derivatives of x? to 0. The resulting system of four equations can be solved analytically
for the four unknown variables. Therefore we can directly compare the solutions n;
for each of the three monitors derived above to the ones that the coustrained fit

predicts on an event-by-event basis. If the fit algorithm is correct their differences -

should not be substantial. This is shown in Fig. 6.14 for each of the three monitors
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Figure 6.14: Distribution of the relative differences between the constrained fit solu-
tions and the analytical solutions derived under the assumption of a linear constraint,
for each of the three counters separately.

separately. As we can see the relative difference increases for monitors that intercept
higher order electrons, which is expected since higher order Compton scattering is
more sensitive to the value of 7. But we should also notice the fact that indeed the

relative differences are in all the cases much less than 1%, which rcassures us once
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more for the correctness of the constrained fit algorithm. Some qualitative insights can
be deduced from the analytic approximation. If the Lagrange multiplier is “small”,

then the analytic solutions for the three monitors can be written as:

2
Mmoo N+ z\Nf%,‘? (6.44)
2
nos Nl — nN;I%i,-) (6.45)
2
ns o~ Nyl + AN}%) (6.48)
3

where N; i = 1,2,3 the measured signals of the three monitors and o ¢ =1,2,3
the corresponding errors. As we can see from the last expressions above, the monitor
with the smallest relative ervor will change only by very small amounts, and will
contribute very little to the x®. This is exactly what the fit seems to do as we have

noticed earlier.

6.3.5 The Probability Cut

The constrained fit provides us with an excellent tool to overcome one serious problem
with thc N3 monitor. As we can see at the top plot in Fig. 6.15, the distribution of
the N3 monitor ADC counts for the laser OFF events, is not quite Gaussian but has
a very long tail towards the higher values, which is expected only when the monitor
detects some kind of signal. This behavior is not consistent with any of the signals
from the other two counters and it can be attributed to some defect in the monitor's
performance. What is really worrisome is that it will offset the signal of the laser ON
cvents also by some unknown amount, thus influencing the quality of the constrained
fit convergence. We can try to see whether we can predict the effect of the N3 tails on
the constrained fit results. Using the Monte Carlo simulator, 3800 events are created
for the N1, N2 and N3 monitors, and the last ones in addition, are smeared according
to the distribution shown at the top of Fig. 6.15. These events then are used as an

input to the constrained fit and the probability distribution, as it is derived from the
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Figure 6.15: The top plot shows the distribution of the N3 monitor ADC counts when
the laser is OFF. Notice the long tail that goes up to 250 counts or 450 e~ according
to the calibration. This is certainly a defect in the counter’s performance. The dashed
line shows a Gaussian fit without using the bins in the tail of the distribution. The
bottom plot shows the probability distribution, as it is derived from the x2 of the
fit for each particular event, for 3800 simulated events where the input to the fit N3
signal is smeared using the ADC counts distribution shown in the top plot. Notice
the big peak around zero while the rest of the distribution remains flat.

x2 of the fit for cach input event, is plotted. We would expect, as we mentioned in
section 6.3.4, this distribution to be fiat. This is not the case as the bottom plot
of Fig. 6.15 shows. We can see in this plot that there is a peak around the small
probabilities while the rest of the distribution is still flat. Are the events in this peak
the oncs that happen to fall in the tail of the N3 laser OFF distribution? If we count
them we see that there are about 530 events. We can also count the events in the tail
of the N3 laser OFF distribution. To do that we fit a Gaussian excluding from the fit
all the bins that belong to the tail, since otherwise they will bias the fit. The result

CHAPTER 6. 46.6 GEV DATA ANALYSIS 194

is the dashed curve shown in the top plot of Fig. 6.15. Counting now the events that
are beyond the tail of this Gaussian, we find that there are ~ 19,400 out of a total
of ~ 124,000 events. Scaling this last number to the number of events used in the
simulation, we find 590 events, very close to the number of points in the peak of the
probability distribution. We can claim therefore that the effect of the N3 tails is the
peak at the low values of the probability distribution and we should not use them in
the constrained fit.

In the case of the data, things are not so simple. We need to arrange the input
signals from the three monitors and their respective errors, so that the output prob-
ability distribution will look like the one in Fig. 6.15. This can be done in two steps.
First we scale the N1 signal so that the average x? is minimized and for that specific
N1 scaling factor we scale the N2 error so that the RMS value of the probability dis-
tribution is minimized. It turns out that the N1 scaling factor equals to 2.25 making
(x?) = 4 and after that the N2 error scaling factor Is 3.15 giving a (x*) = 2.5. This
means that both the input N1 signal and the input N2 error are systematically scaled
for each event by the above factors no matter what their measured values are. The
probability distribution for all the 46.6 GeV data points, after introducing the above
scaling factors, is shown in Fig. 6.16. It has exactly the form that the distribution
from the simulation shown in Fig. 6.15 has. We can always instead of scaling the
N2 error, scale the N1 crror and get again a probability distribution like the one in
Fig. 6.15. In fact this was done using a smaller data sample and the event and run
numbers of the points in the peak of the distribution were compared one by one to
the ones where the N2 error was scaled instead. Almost 90% of those points were
found to be exactly the same confirming once more our suspicion that those are due
to the effect of the N3 tails on the constrained fit. So we can safely cut away the '
events in the peak. This is shown in the right plot in Fig. 6.16. This plot is just the
zoom in of the left plot in the same figure and the vertical line shows very clearly
the probability cut at 1.6%. About 2,200 (11%) of the ¢vents are cut this way. It
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Figure 6.16: Using the constraint fit to introduce a cut on probability. The N3 tails
cause the probability distribution to have a peak at the lower probability values. This
is exactly how the distribution looks after scaling the N1 signal by 2.25 and the N2
error by 3.15 and it is shown in the left plot. The right plot is a zoom in of the left
plot in order to show more clearly the position of the probability cut, which is the
vertical line shown,

is obvious from the above that the probability cut requires that we process the data
through the constrained fit once, by scaling the N1 signal and the N2 error by the
scaling factors mentioned above. This rearranges the probability distribution of the
data at the end of the constrained fit in such a way so that a probability cut can be
safely applied. The data events that survive this cut are then processed once more

through the constrained fit, in order to extract the parameter 7.

6.3.6 Scaling of the Input Signal

We have already seen in the previous section that some scaling of the input monitor
signals and their respective errors, might be necessary. Of course in that case we are
trying to create some specific probability distribution which can be used to introduce
a probability cut. A lot more serious considerations give rise to a different scaling

of the input monitor signals. If we use as the initial input to the constrained fit the
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Figure 6.17: A two-dimensional histogram that shows the variation of the (x?) for
different combinations of the scaling factors @, and e, for the N1 and N2 signals
respectively. The logarithms of the two scaling factors are shown in each axis. Notice
that there is always a combination of scaling factors that can minimize the (x?)
independently of how big the actual scaling is. The solid line along the “valley”
shows the functional relation of such a combination of scaling factors. We can write
a = 2-25 ag.

measured N1,N2 and N3 signals along with their respective errors, then the final
(x?) is large {of the order of 10 or even more) and the convergence of the fit on an
event-by-cvent basis becomes very problematic. In fact this tells us that the fit itself
needs to adjust the signals of the three monitors to a considerable extend in order
to achieve convergence. The two nonlinear counters are the ones affected mostly and
in fact the fit systematically tends to lower their respective signals. It is possible
that one of the counters, or even all of them, report a much higher signal than what
they are supposed to. We can test whether the quality of the fit improves when we
start to scale down the signals of any of the three monitors or a combination of them.

Fig. 6.17 shows such a two-dimensional scan of the scaling factors for the N1 and
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N2 signals. One characteristic of this plot is the fong “valley” of small (x?) values
for different combinations of the two scaling factors. This plot shows us two things.
First, that we can indeed improve the quality of the constrained fit convergence, once
some scaling of the input signal i8 introduced. Second that we do not have a specific
scaling scheme that we can use, since different scalings can lead to equal_ly small (x?)
values. In fact the solid line in Fig. 6.17 shows a functional relation between the two
scaling factors a; and az that needs to be satisfied in order to get an equally small
{x*). We can write,

a = 22502 (6.47)

Up to this point we have kept the V3 signal unscaled. An obvious generalization of
Eq. 6.47 will be, when we include a scaling factor for N3,

a1 a3 = 2.25a (6.48)

The quadratic dependence on the ap scaling factor should not surprise us once we
recall from scction 6.3.3 that N2 is used in both signal ratios.

Overlap considerations can give us a tool to sclect the appropriate signal scaling
factors. Let’s concentrate on Fig. 6.18 and especially on the last two triplets. They
both show the same thing, what we tend to call the overlap distributions for the
three counters, one using a linear vertical scale and the other a logarithmic scale.
The overlap in all three cases is defined as the ratio of the measured signals by the
three monitors over the predicted signals from the simulation. One would expect
these ratios to go at most up to 1. This is not the case in any of the three monitors.
In fact the overlap ratios tend to go to higher and higher values as we look at counters
that intercept electrons from higher orders of Compton scattering. !  Apart from

'It is rather surprising that the two nonlinear counters N2 and N3 have such a difference in
their overlap values, since they are using the same readout elcctronics. In fact it turns out that
this is not the case. A more careful calibration of the N2 monitor introduced a different conversion
factor between ADC counts and number of electrons detected, and the overlaps for the two monitors
became almost the same, along with their scaling factors. Unfortunately this was done after this
analysis was finished and since the only effect would have been to introduce a different scaling factor
for the N2 signal used by the fit without cssentially changing the result, the scaling scheme was left
the way it was.
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Figure 6.18: Overlap plots for the 46.6 GeV data. The top triplet shows the distribu-
tions of the three counter signals. The second and the third triplets show, in linear
and logarithinic scales respectively, what we define as the N1, N2 and N3 overlaps.
In principle these are defined as the ratios of the measured signals of the three moni-
tors over the predicted signals from the simulation. We would expect these ratios to
go up to 1 at most, but as it is clear from all the three plots, they reach much higher
values, which are increasing with the order of the nonlinear Compton scattering that
each counter detects. This is an indication that the three monitors may overestimate
their respective signals.

sﬁspecting the simulation (will come back to this later, but it turns out not to be the
case), the only other conclusion we can reach is that the three counters overestimate
their respective signals by some factor. We can estimate this factor in the following
way. First we need to find the horizontal axis value where 90% of the histogram
contents are included. This is what the vertical lines drawn in the plots of the bottom
triplet indicate. We can scale then down all the three monitor signals by the three

numbers found. But there is one thing that we need to remember. From Eq. 6.48
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we have concluded that it needs to be satisfied by any signal scaling factors so that
{x*) to be minimum. We need therefore to adjust the scaling factors that we derived
by looking at the overlap plots, so that this is true. For N1 we find a factor of 1.25
not too far away from 1 and we can therefore leave it as it is. But for the other two
monitors we find 4.1 and 7.2 respectively. We need to multiply both by some constant

% such that,
1

1 -1
1—.2-5 X "—"—‘7.2 T = 2.25 % '——'—4'12 e (6.49)
or,
225 x1.25x 7.2
- 2Bx1Bx7 (6.50)

The last one gives us z = 1.22 and so finally the three monitor scaling factors become:
a = 125 @ = 497 a3 = 879 (6.51)

Even when this scaling of the input monitor signal is done, there is still a fairly
high {x?), which we would like to reduce more. This can be achieved by scaling one of
the monitor errors. We choose the N2 error. We can try different scaling factors for
this error and look at their effect on the probability distribution’s RMS value. The
results of such a scan are shown in Fig. 6.19. The minimum RMS value is achieved
for a scaling factor of 3.5. Taking into account the fact that the average N2 error, as
it was estiinated in section 5'.3, is about 4%, such a scaling won’t increase it to more
than 15% aad in fact it will bring it much closer to the average N3 error estimated
in the same section. We can always try to scale the N1 error instead by applying the
same method and in fact this will be examined as one of the possible sources of our
systematic errors. Scaling the N3 error is not so appealing, since it will lead to some
rather unacceptable high value. Choosing to scale the N2 error by a factor of 3.5,
brings the (x?} dows to 0.91.

One thing that has not been mentioned earlier, is the fact that by choosing different
scaling factors for the input signals from the three monitors, the predicted #’s and

their respective errors from the constrained fit vary significantly. In fact the lower the
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Figure 6.19: A scan of the N2 error scaling factor by looking at the RMS of the
probability distribution. The minimum is achieved for a scale factor Of 3.5.

scaling factor the higher the predicted 's become, and also the errors show the same
tendency. This becomes very important when after settling down with a specific set
of scaling factors for the three monitor signals, we proceed with the constrained fit,
derive s on an event-by-event basis, and use them as an input to the simulation to
predict the corresponding monitor rates. From them we can create new overlap plots,
like the ones shown in Fig. 6.18, and as a result derive new scaling factors and after
going through the constrained fit once more, eventually get new #'s. It turns out that
after repeating these steps a few times the (n) differs from the previous step by at
least a few %. Taking into account the fact that even a 10% variation in 1 can change
the sitnulation predictions by at least half an order of magnitude, we would like to
investigate whether all this scaling scheme will ever converge, i.c. whether we reach a
point that the relative difference between the (n)’s of two consecutive steps becomes

insignificant. The results of such a study are shown in table 6.4. The table shows that
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Iteration # | A(n)/{n} | N1 Sc. Factor | N2 Sc. Factor { N3 Sc. Factor
2 -2.6% 1.24 3.73 4.99
3 -2.2% 1.26 3.95 5.50
4 -1.9% 1.26 4.09 5.91
5 +1.8% 1.24 5.96 12.73
6 -0.14% 1.25 4,97 8.79

Table 6.4: Relative change of the constrained fit () after every iteration of the
constrained fit using the results of the previous step. The relative difference becomes
smaller and smaller but very slowly as the first three steps show., In iteration 5
the p's of the previous step were scaled by 0.8, before repeating the constrained fit.
Apparently we overshot and in iteration 6 we scale them only by 0.9 and the fit
converges. The corresponding scaling factors for the three monitor signals are also
shown in each itcration.

indeed the relative difference in () becomes smaller and smaller after each iteration,
but not fast enough. In iteration 5 the input 9's, as they are calculated from iteration
4, are scaled by a factor of 0.8 to speed up the convergence process. Apparently we
overshot and therefore in iteration 6 the input n's, again as they are calculated from
iteration 4, are scaled by a factor of 0.9. After this last step the relative difference
becomes indeed small and the same 8 true also for the average n error, which has a
relative difference of only 0.16% with respect to the previous step. The scaling factors
that are shown in Eq. 6.51 are the results of the last iteration in table 6.4. These are

the ones that have to be used to compute the final » values for each data event.

6.3.7 n Estimates and Verification

After the final selection of scaling factors for the three monitor signals that are used
as an input to the constrained fit, we can run through the data and calculate the »
for each event. The distribution of the fit 's is shown in Fig. 6.20, along with the n's

as they are cstimated using the laser parameters, i.e. the measured laser energy and
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Figure 6.20: Comparison of the n's calculated using the constrained fit with those
from the laser parameters. The top plot shows the n distributions according to the
two methods, while the bottom is just the scattered plot of the previous one. It is
very clear from the two plots that the n est.:mated from the laser parameters is just
an upper limit of the fit .

keeping the focal area and the pulse width fixed at 30 zm? and 1.5 ps respectively.
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The constrained fit returns,
{n) = 0.1958 + 0.0219 or {n) = 0.1958 & 11.2% statistical error (6.52)

It is quite obvious that the laser parameters overestimate 7 considerably.

How can we verify that the fit #’s are really cbtrect.? There is one more detector
that can look at the Compton scattered electrons and this is the electron calorimeter
(ECAL). For severat data runs ECAL was moving vertically, its top row intercepting
every time clectrons with different momenta ranging from the second up to the fourth
order Compton scatterings. We can use the estimated 5’s from the fit as a final input
to the simulation, along with the acceptance of the detector, to predict the expected
rates and compare them with the measured rates. If the fit #’s are correct both
simulation and data should be very close, since we belicve that we know how to
messure correctly the nonlinear Compton scattering and we have verified the validity
of the theoretical prediction in earlier run periods [59], (60]. Three different ECAL

Runs (Bigser)(mJ) | (n)
15212,15216,15225,15228 440 0.234
15271,15273 540 0.183
15296,15299,15302,15304 650 0.251

Table 6.5: Laser energy and average 5 for the three run groups used to check the
validity of the 7’s calculated from the constrained fit.

scan groups are examined, each one of them characterized by a specifie laser energy
and 7 ag it is shown in table 6.5, The first group has the smallest laser energy of all,
and therefore someone would expect that it should alse have the smallest event rates
too. On the other hand, according to the 5 calculated from the fit, the second group
should have the smallest event rates. Looking at Fig. 6.21, 6.22, 6.23, we can clearly
see first of all that the second group of runs has the smallest rates, which cannot be

explained by using the laser parameters to compute 7, i.e. based cssentially on Lhe
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Figure 6.21: Verification plots for runs 15212, 15216, 15225, 15228. The top plot
shows the number of electrons per momentum bin normalized to the total number of
linear Compton photons, as a function of the momentum of the intercepted electrons.
The black dots are the data points and the white the simulation results. The bottom
left plot shows the distribution of the N1 overlap as it is defined in section 6.3.6. The
vertical line is the overlap cut used throughout the whole 46.6 GeV analysis. The
bottom right plot shows the distribution of the n’s from the constrained fit.

measured laser energy and keeping the laser area and pulse width fixed. Second that
there is an excellent agreement between the simulation based on the 1's computed
by the constrained fit and the data as they are measured by ECAL. From all the
above we conclude that the constrained fit gives us & uscful tool to express the laser
intensity through the variable 1.

There is one last thing that we need to verify. During the whole constrained fit
process we have tacitly assumed that the nonlinear meonitor signals have the-same
dependence on the spatial and temporal overlap. This essentially means that the
two ratios N2/N1 and N3/N2 are independent of any overlap fluctuations, and so
they can indeed give us a valid measure of the parameter 7. As we have probably

mentioned scveral times up to now, 7 is a measure of the laser intensity and therefore
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Figure 6.22: Same as in Fig. 6.21 using runs 15271, 15273.
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Figure 6.23: Same as in Fig. 6.21 using runs 15296, 15299, 15302, 15304.
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Figure 6.24: Stability of  with the N=1 overlap. Here the overlap is defined in
the same way as in section 6.3.6, i.c. as the ratio of the measured N1 rate over the
expected from the simulation. It is clear that for overlap greater than 0.4, which is
what we have been using in the whole 46.6 GeV data analysis, 1} remains pretty much
stable.

it has to be completely independent from overlap. Fig. 6.24 shows the dependence
of the constrained fit 77 on the N=1 overlap, as it is defined in section 6.3.6. If we
concentrate on the points above 0.4, which is the N=1 overlap cut that we have been
using during the whole 46.6 GeV analysis, we can clearly see that  does not fluctuate
much and in any case not more than 10%. This is already smaller than the statistical
or the systematic errors that we have assigned to 5. Fig. 6.25, shows the dependenée
of the s calculated by the constrained fit with the number of the measured N=1'
4's. This Jast number once it is normalized to the laser energy and the electron beam
charge (number of electrons per bunch), depends only on the N=1 overlap variations

and it can be used as a measure of the N=1 overlap. Again 5 is stable for most of
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Figure 6.25: Stability of n with the number of 7's measured by the linear Compton
monitor. This number once it is normalized over the laser energy and the electron
beam charge, it depends only on the overlap fluctuations, and it can therefore provide
us with an alternative measurement of N=1 overlap,

the range shown. We can conclude therefore that the constrained fit does offer us a
valid estimate of n, independent of any overlap fluctuations as it should be.
6.3.8 Systematics on 5

There are several sources of systematic errors in the previous 7 analysis. Here is a
list of the ones that we will examine in some detail:

1. Contamination of the N2 and N3 monitors.
2. Background offsets in the N2 and N3 monitors.

3. Different N1 error scaling factors.
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4. Different selection of signal scaling factors from the overlap plots.

The contamination of the two nonlinear monitors can be of three different types.
First, part of the N2 signal can be some fraction of the linear signal. Second, part of
the N3 signal can be some fraction of the linear signal. Third, part of the N3 signal
can be some fraction of the second order Compton scattering signal. In general the
result of such a contamination would be that the N2 or N3 readouts are offset by
an amount proportional to the overall linear or nonlinear signal that contaminates

the two nonlinear monitors. These proportionality factors are the variables in our
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Figure 6.26: A scan of the proportionality factor used for the N2 linear contamination
study. The vertical lines show the values of the praportionality factor for which (x?)
changes by 1 on both sides of the minimum.

case. The method of study is rather straightforward, We scan through different
valnes of the proportionality factors, which can always be either positive or negative,
we multiply the overall lincar or nonlinear signal that is the source of the examined

contamination, and we add it to the signal that the nonlinear monitors read. We
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have then a new N2 or N3 signal which we can use as an input to the constrained
fit. This is repeated for all data points and the {x?) for ecach different proportionality
factor that we try, is calculated. The values that give us a (x?) that differs by +1 on
both sides of the minimum—defnition of an 1o error—are used to further calculate
the (n) over the whole data sample and compare it to the default case, which is of
course no contamination at all. An example of such a scan over different values of the
proportionality factor in the case of linear contamination of the N2 signal, is shown
in Fig. 6.26. It is quite obvious from this figure that the N2 monitor has no essential
levels of linear contamination. It turns out that this is the case for the N3 monitor
too. The background offsets in the two nonlinear monitors are quite similar things
and are treated in the same way as the contamination systematics, although the
source for these crrors has nothing to do with different orders of Compton scattering
signal. Again the study shows that the two nonlinear counters have no appreciable
background offsets in their signals.

Type of error Aln)
Contamination | +0.0089
-0.0166
Background Offset | +0.0123
-0.0177
N1 Error Scaling | 40.0006
-0.0000
Signal Scaling | +0.0009
-0.0044
Overall +40.0156
-0.0247

Table 6.6: List of the systematics due to the four cases described in the text. The
numbers are absolute differences with respect to the default {n) which is 0.1958,
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The systematic error due to different scaling of the N1 error, is a little different.
In principle we do not have any particular reason to scale the N2 error instead of the
N1'error. Se we can always try to scale the N1 error by a factor of 2 and also by a
factor of 4, which is closer to the scale factor for the N2 error, repeat the const;rained
fit again and find the relative difference of the average n with respect to the default
case, where only the N2 error is scaled. In the same way we can study the systematic
error due to different methods for computing the input to the fit signal scaling factors,
using the overlap plots. Currently we have been applying the cut off at 80%, but we
can also try 80% or 95%, recompute (1) and compare it to the default case.

The results of the systematic errors studied in the above four cases are summarized
in table 6.6. We can therefore write finally:

(n) = 0.1958 + 11.2%(stat.)* 7T (syst.) (6.53)

6.4 Inefficiency Corrections and Background Lev-

els

In the previous sections we have discussed the extraction of the positron signal from
our 46.6 GeV data and also the estimate of the laser intensity parameter 7 using
the linear and nonlinear Compton scattering measurements in the three monitors.
Although in principle we are in position to correlate our positron signal to the laser
intensity and directly compare it to the theoretical predictions, there are a few things
that we need to discuss prior to doing that. First we have to adjust the simulation pre-
dictions for the laser-electron overlap and the cluster search algorithm inefficiencies.
This is because the model calculation assumes perfect spatial and temporal overlap
between the laser and the electron beams and also 100% positron reconstruction ef-
ficiency. Sccond we have to show that the observed signal is indeed incompatible to
any residual background levels that we have. These two issues are the main subjects

of the discussion in this section,
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6.4.1 Overlap Inefficiency Estimates

The calculated rates from the simulation and their correlations to » assume always
a perfect spatial and temporal overlap of the electron and laser beams. This of
course is not the case with the real data, We have therefore to correct the absolute
theoretical evént rates for this inefficiency before we try to compare them with the
data. As already mentioned in section 4.4, during the data acquisition we periodically
perform xt-scans in order to reestablish sufficient overlap conditions between the two
interacting beams. We can also move the interaction region in x (X-Scan), or perform

a timing scan, independently from each other. All the recorded x-positions of the
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Figure 6.27: IP1 x-positions during the acquisition of the 46.6 GeV data. There are
two run periods characterized by distinct x-positions. The pointing of the electron
beam may have changed between those two run periods. The top doublet shows the
average x-position for each data run, while the bottom triplet shows the distribution
of the x-positions for the corresponding run period.

interaction region, at the end of such X-Scans, are shown in Fig. 6.27. There are
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two run periods which are characteriz;ed by quite different positions and those are
shown separately. The highest RMS value that we get is 25 um. Let’s assume that
the different measured x offsets by the X-Scans, are nothing else but jitter in the
x-position overlap, which follows a Gaussian distribution with a standard deviation
of o = 25 um. In Fig 6.18 in the N=1 overlap plot, we can see that the 90% cutoff is
at 1.25 and that we have introduced during the data analysis an overlap cut of 0.4.
This, in other words, means that from the whole data sample we accept event rates
as low as 33% of the expected rate at perfect overlap both in space and time. Using
the simulation data, this can be translated into a timing offset. In Fig. 6.28 the
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Figure 6.28: Normalized positron rate for different time and x offsets, with respect
to the case where Az = 0 and At = 0. The left plot has Az = 0 pm, while the right
one has Az = 25 um. A rate reduction by 33% is equivalent to a time offset of at
most 5 ps.

results of such a simulation are shown for different time offsets and for two x-position
offsets. The event rate is normalized with respect to the perfect overlap case i.e.,
Az =0 and At = 0. We can see that a rate reduction of 33% is equivalent to a time*
offset of 5 ps at most. In principle we tend to plot the positron rate normalized to
the number of linear Compton 4’s Ne* /N1, as a function of the laser parameter 7.
We can therefore try different offset cases both in time and space and see by how

much the normalized positron yield varies. The results are summarized in table 6.7.
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Offset Weight Rates
x-range | t-range | o: | or | (Net/N1)

fum] | fps| | lum]| lps]
+25 0-5 25 5 0.883
+30 0-5 25 | 5 0.852
+20 0-5 25 | 5 0.913
+25 0-6 25 5 0.875
+25 0-4 25 5 0.890
+25 0-5 00 5 0.870
+25 0-5 25 | o0 0.880
425 0-5 o | o© 0.867
330 0-6 o | o 0.813

Table 6.7: List of corrections that we nced to apply to the simulation normalized
positron rates due to overlap incfficiency. Different cases of x and time offsets are
shown here. A weighing of the positron signal using a 2-D Gaussian with the o’s
shown is done.When ¢ = oo the weighing distribution is flat. The overall scaling
factor for the simulation rates is 0.88 & 0.07.

The simulation rates are v)eighed by a two-dimensional Gaussian distribution, with
the o's shown in the table, centered around the Az = 0 and At = 0 case, assuming
that the off peak signal distribution follows a Gaussian curve both in space and time.
The case where ¢ = oo makes the rather unrealistic assumption of a flat distribution.
In all the above, only the x-axis offset is studied. We can always have an offset in
the y-axis too. Similar studies for such a case show that the normalized to the peak
signal positron yield does not change siguificantly for any reasonable y offset. We can
thercfore conclude that the correction factor that we need to apply to the simulation

results duc to spatial and temporal overlap inefficiencies, is 0.88 + 0.07.
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6.4.2 Cluster Search Algorithm Efficiency

There is one more correction that we need to apply to the simulation data and this
has to do with the inefficiency of the cluster search algorithm described in section 6.1,
Although in principle this algorithm should have 100% efficiency in detecting positron
clusters in the data sample, this nevertheless is not necessarily the case, especially
when the positron signal is buried under high levels of background. Fortunately
the background levels during the data runs were adequately low and therefore we
expect sufficiently high efficiency of the cluster search algorithm. To study this,
5000 simulated positron events are created using a Monte Carlo method that takes
into account the whole geometry of the accelerator's area between the electron-laser
interaction point and the positron detector (PCAL), including the settings of the
bending magnets in the spectrometer and the thickness of the pipe walls and the
surrounding vacuum chamber enclosures. These simulated positron events hit PCAL
at specific positions according to the momentum map described in section 5.1 and
therefore their momentum and also their position and their incideat angle on PCAL
are well known. To these “real” events we add background using events from runs
arranged in five groups that span the whole duration of the 46.6 GeV data taking
period. The five groups are:

1. GROUP 1: Runs 15188, 15195. Early runs, small laser cnergy.
2. GROUP 2: Runs 15296, 15299, 15304, 15323. Good runs, high laser energy.

3. GROUP 3: Ruus 15422, 15424. Runs with small signal and bad overlap condi-

tions.

4. GROUP 4: Runs 15371, 15381, 15385, 15389. Runs with intermediate laser

energics.

o

. GROUP 5: Runs 15494, 14495, 15497, 15509. Last 46.6 GeV runs.



CHAPTER 6. 46.6 GEV DATA ANALYSIS 215

Laser OFF Background laser ON background
Group Number | Inefficiency (%) | Group Number | Inefficiency(%)
1 6.5 1 7.2
2 5.7 2 7.1
3 5.9 3 69 -
4 59 4 6.7
S 5.7 5 5.9
Average 59 Average 6.8

Table 6.8: Inefficiency of the cluster search algorithm when different background
cases are used. It is obvious that laser ON based background leads to a slightly
higher inefficiency of the cluster search code.

Then we apply the cluster search algorithm to find the simulated positron clusters,
along with their positions on PCAL and their corresponding momenta, and we com-
pare their values to the ones that we already know for the simulated positron events.
If they match we know that we have retrieved a “real” positron. The portion of the
input simulation positrons that we are able to retrieve in this way gives us a measure
of the efficiency of the cluster search algorithm. We can add two types of background
from the runs listed above, either using laser OFF events, or laser ON events. Both
cases arc examined and the results are shown in table 6.8. 1t is clear from the table
that the efficiency of the cluster algorithm is very high, although there is a slight
difference between the efficiencics when the added background is based on laser ON
or laser OFF data. The worst case gives us a correction factor of 0.93 to use with the

simulation event rates.

6.4.3 Backgrounds

We can always try to plot the number of positrons found per laser shot as a function

of the laser intensity parameter . Such a plot is shown in Fig. 6.29. The solid line
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Figure 6.29: Dependence of the positron rate per laser shot on the laser intensity
parameter 1. The solid line shows a power law fit to the data. The shaded distribution
is the 95% confidence limit on the residual background from showers of lost beam
particles after subtracting the laser off positron rate.

is a power law fit to the data and it will be discussed in more detail in chapter 8. Of
bigger importance to our present discussion, is the shaded region shown in that plot.
It shows the 95% confidence limit on the residual background, which can be attributed
to showers of lost beam particles, after subtracting the laser OFF rates. This 95%
confidence limit is calculated, assuming a Poisson distribution of the background
signal, as follows: During the 46.6 GeV data analysis, we have found 379 background
positron clusters in 121216 laser OFF triggers. This gives us ~ 3 x 1072 background
positrons per laser OFF trigger over the whole 46.6 GeV data sample. Now in order
to plot the number of signal positrons per laser shot as a function of 7, we have binned
them in 8 bins, each one of them containing some specific number of laser ON triggers

adding up to 17328, the total number of laser ON triggers examined. Since we know
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£ background positrons per laser OFF trigger, we can multiply
it with the number of laser ON triggers in each of the 8 bins in Fig. 6.29, and find
the average number of background positrons in each bin. Let’s call this number a.
We can then find the Poisson distribution that corresponds to this average number of
background positrons in the examined bin. The 95% confidence limit is nothing else
but the number of background positrons, call it n, for which with 95% probability,
the number of background positrons is n or less. The difference n~o divided by the
number of laser ON shots in each bin, is the 95% confidence limit shown in Fig. 6.29.
It is clear that the data points at the lower 5 values, although statistically consistent
with the multiphoton pair production process, do indeed indicate the presence of such
residual background of 2 x 10~% positrons per laser shot.

CHAPTER 7. 49.1 GEV DATA ANALYSIS 218

Chapter 7

49.1 GeV Data Analysis

In this chapter we present the analysis procedure followed for the 49.1 GeV data
sample. It follows the same steps as the 46.6 GeV data analysis where the more
cumbersome details can be found. There are nevertheless a few differences. The first,
related to the higher background levels, results in a different way of selecting the
initial data sample that will be analyzed. This is the main subject of section 7.1. The
second is statistics. The reconstruction of the laser intensity parameter # using the
constrained fit method, requires a certain quality of monitor signal, otherwise either it
will fail, or it won’t be applicable any more. As mentioned in chapter 5, many N2, N3
events are lost with the dropout cuts which are not related to monitor malfunctioning,
but rather to trigger misinterpretation. Real positron events for which the triggering
of the N2 and N3 readouts was confused, will be lost. In the 46.6 GeV data sample,
this did not cause any serious problems, because the signal positrons were fairly
numerous and in any case they were not reduced substantially. This is not the case
any more for the 49.1 GeV data, for which the signal positron sample is very limited
due to the existing background levels and to the smaller efficiency of the laser-electron
interactions. We need therefore to recover all the “lost” positron events for which the
constrained fit was unable to reconstruct an i from the monitor signal, by finding an

alternative method for computing 5. As it will be shown in section 7.3.3, ECAL can
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be used to this end. Besides those two main differences in the Analysis of the 49.1
GeV data sample, this chapter otherwise resembles much the previous chapter, and
it therefore assumes a certain familiarity with most of the issues discussed there. As
in the 46.6 GeV data analysis chapter, the final results, along with a comparison to
the 46.6 GeV results, is reserved for the next chapter.

7.1 Selection of the Data Sample

One major difficulty that the 49.1 GeV data analysis has to face, is the existence of
higher background levels. As mentioned in the electron beam chapter, raising the
energy of the electron beam is an operation for which some aspects of the FFTB line
are not well sunited, and more important, an operation for which not much previous
experience existed. For example, the field of the permanent bending magnets at the
dump line, was fixed at a value appropriate only for a 46.6 GeV beam. As described
in section 3.5, the magnetic field of the soft bends around the interaction region (IP),
had to be raised to their maximum values, resulting in a less stable configuration.

“'The FFTB dump line is in general an area of tight apertures and scrapping of the
electron beam here, is the major cause for higher background levels. This is more
likely to happen with higher electron beam energies. Beam tuning in the way that it
was described in chapter 3, can improve the situation.

The effect of beam tuning on the observed background levels, during the 49.1 GeV
data taking, is shown in Fig. 7.1, The figure shows the number of laser OFF clusters
found in PCAL per lascr OFF trigger, for each individual data run, It is clear that
during the first half of runs, the background levels are getting worse as we are moving
on in time, and become really high after run 15600. After run 15620, a considerable
steering of the electron beam took place, especially by adjusting the position of the
quads in the Beta Match region of the FFTB line. The vertical line in the plot
indicates the end of the beam steering effort. It is obvious that the backgrounds
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Figure 7.1: Number of background positron clusters per laser OFF trigger for each
of the 49.1 GeV data runs. Notice that the background reaches very high levels,
especially after run 15600. At the end of run 15617 & considerable beam steering
takes place in order to lower the background levels. The vertical line shows the cnd
of such steering and the start of normal data taking again. Only the runs after this
line, for which the background levels are on average considerably lower, have been
used for the 49.1 GeV data analysis.

have dropped considerably, on average by about a factor of 2 with respect to the
runs before. One more important change took place during the same period. The
compressor voltage was set to 42 MV, increasing the bunch length from 4.7 ps FWHM
during the earlier 49.1 GeV runs, to 8.6 ps for the rest of the 49.1 GeV data taking
period, as the table 3.1 in chapter 3 shows. This led to an improvement in the
laser-electron time overlap.

Taking into account these two last modifications, the 49.1 GeV data sample judged
suitable for further analysis, is restricted to runs 15637 and higher. These inciude
the last 12 out of a tota! of 28 49.1 GeV data runs and contain about 32,000 laser
ON and laser OFF triggers. For the earlier runs the high background levels make it

impossible to retrieve any meaningful positron signal out of the data.
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7.2 49.1 GeV Positron Search’

7.2.1 Cluster Selection Cuts Tuning

The cluster selection algorithm described in section 6.1 of the previous chapter, is
applied to this data sample. It is very important during this step to use the correct
momentum map, when we translate the vertical position of an incident positron in

PCAL into a momentum value. This affects the efficiency of the cluster search al-

)]

H

S -
R IVIR S S

d

4
L
e 2

EXY EY Y

$ 8 2
T

H
I
O i—
H
: H
H

whp
v
bl
.
>
L]

R

°

b

b

~e
e .,..-._:....
oré

-
“
»
YL
.
-
>
.

Figure 7.2: Ratio of signal to noise, number of positrons and statistical significance
as a function of single hit cluster range in units of 0.

gorithm itself, and even more so the validity of Eg,/py, (what we call nuinber of
positron hits Ny;), as a function of the vertical position in PCAL plot. The selection
of the single positron hits is the first important selection criterion that we apply to

our data sample and the correctness of the Bdu/ﬁdu map is essential. Fig. 7.2 shows
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the tuning of. the Egu/Pas range. The units are again in Gaussian o’s, as defined

in section 6.2.2. We show the signal to noise ratio, the number of positrons found .
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Figure 7.3: Ratio of signal to noise, number of positrons and statistical significance
as a function of cluster x-position selection range in units of & as defined in text.

and the statistical significance. The vertical error bars for the first two quantities are

calculated by the expressions

5 S
R= [+ 3) (r.1)
iN = VST &' B 12

where R the signal to noise ratio, B the number of background positron clusters, §
the number of signal positron clusters and a the ratio of the laser ON over the laser
OFF triggers. Looking at Fig. 7.2, the best results correspond to a selection range of
+30.
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For this single hit selection range, we can go ahead and tune the horizontal PCAL
position selection range as in section 6.2.2. Fig. 7.3 shows the results of such tuning
with the same quantities as in Fig. 7.2 plotted. The horizontal axis is in units of
o where 10 is defined as half the range that excludes the lower and upper 3% of
the horizontal incident positron position, as described in section 6.1 of the previous

chapter. The optimal x-position selection range is +£0.85.

7.2.2 Overlap Cut Tuning. Results

Comparing Fig. 7.3 to Fig. 8.7 of chapter 6, we see very cleasrly that the positron
signal in the 49.1 GeV data sample is much lower than the one from the 46.6 GeV
data. We still need to apply the overlap cut, defined as the ratio of the measured
n = 1 gammas, over the number expected from the simulation NJf/Ng#™. The
introduction and the tuning of this final cut is shown in Fig. 7.4. It is interesting
to note first that the statistical significance of the signal improves considerably, and
second that the number of positrons does not seem to be affected much, unless we
require very high overlap values, in which case most of the signal normally will be
cut away. The reason behind this is not difficult to explain. As already mentioned
in section 7.1, the current 49.1 GeV data sample consists of only those data taken
after the bunch length of the electron beam has been increased considerably. This
results in improved overlap conditions, since a longer electron beam bunch has a
higher probability to collide with a laser pulse. Essentially the selection of the 49.1
GeV data sample, already resembles some kind of an overlap cut. Looking at Fig. 7.4,
the best overlap cut is that for which N.‘,"""/N_;"" 2 0.6. Table 7.1 summarizes the
results of the positron search analysis. Notice that the signal to noise ratio is half that
from the 46.6 GeV case, reflecting the higher background levels. Also the statistical
significance is only 2.20, as compared to more than 7o for the 46.6 GeV data.

Fig. 7.5 shows the 49.1 GeV positron spectrum. The top plot shows the momentum
spectra for the laser ON and the laser OFF positrons separately, the latter after being
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Figure 7.4: Ratio of signal to noise, number of positrons and statistical significance
as a function of different N=1 overlap cuts.

49.1 GeV Data Results

Cut Type | Laser ON | Laser OFF | Trig. Ratio | Sig/Noise | Ne* | Statistical
ON/OFF Significance

Optimal Cuts 5159 21034 0.2453 1.33+0.16 | 22%10 220

Table 7.1: Results from the 49.1 GeV data after introducing all the cluster selection
criteria and the overlap cut, as mentioned in the text.

scaled down according to the ratio of the laser OFF over the laser ON triggers shown
in table 7.1. There are 9 momentum bins, each 2 GeV/c wide. The bottom plot
shows the momentum spectrum of the background subtracted positron signal per
GeV/c. The vertical error bars have been calculated by using Eq. 7.2, while the
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Figure 7.5: Momentum spectrum for the produced 49.1 GeV positrons. The top
plot shows the momentum spectra of the laser ON and laser OFF clusters, the latter
being scaled by the appropriate trigger ratio. The second plot shows the momentum
spectrum of the background subtracted positrons. The solid line is the theoretical
prediction.

horizontal error bars reflect the 2 GeV/c momentum bin width. The solid line shows

the expected theoretical spectrum which agrees with the data within the large errors.

7.3 Estimates of the Laser Intensity Parameter 5

7.3.1 Constrained Fit Setup

As for the 46.6 GeV data sample, the constrained fit method is used for the 49.1
GeV data in order o reconstruct the laser intensity parameter n from the signal rates
reported by the three monitors N1, N2, N3. Either of the two signal ratios N2/N1
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or N3/N2 can be used to give us 77, and the n estimates of the two ratios have to be

the same, resulting in the constraint expression,
7 (N2/N1) = n*(N3/N2) (1.3)

For n? < 1, the functional dependence of #° on either of the two ratios N2/N1 or
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Figure 7.6: Polynomial fits of 7* 2s a function of either of the ratios N2/N1 and
N3/N2 using 49.1 GeV simulation data. The 5*'s derived by each of the two ex-
pressions, have to be the same for a specific event where all the three counters have
reported signal.

N3/N?, is rather lincas. For larger 7* values though, this is not quite the case, and a
more accurate relation can be obtained by using the predictions of the simulation for
the signals of the three monitors N1, N2, N3, once their acceptances are folded in.
For the 49.1 GeV data sample, this is shown in fig. 7.6. The functional expressions
shown in that plot are the ones that need to be used in the constraint of Eq. 7.3. The
steps followed by the constrained fit algorithm are identical to the ones described in
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the 46.6 GeV data analysis. The error on the final estimates of 7 is also computed in
the same way,

app =L oy (1.4)

where Vi, is the variance matrix as is computed by the constrained fit and the
dertvatives are taken with respect to the new monitor signals calculated by the fit.
In the above equation f denotes some general functional expression, and in our case
we need to use the ones from Fig. 7.6.

We can also use the constrained fit to introduce a probability cut on the 49.1
GeV data. As already mentioned in the previous chapter, we need to find scaling
factors for the N1 monitor signal and the N2 monitor error, so that the probability
distribution of the data at the end of the constrained fit, is fairly flat for most of
the range and has a peak at the very low probabilities, as shown in Fig. 6.15 in the
previous chapter. This is because we have shown that if the N3 monitor signal were
not characterized by the long tails towards the higher values apparent in the laser
OFF cvents, the probability distribution would be flat. The effect of the N3 monitor
signal tails is the peak at the lower probabilitics. By cutting the events at the peak,
we are cutting the events for which this effect is more pronounced. For the 49.1 GeV
data examined here, the N1 monitor signal needs to be scaled by a factor of 2, and
the N2 monitor signal error by a factor of 2.25. The resulting probability cut is sct
at 1.6%, the same way that Fig. 6.16 in chapter 6 shows. After applying this cut we
lose about 270 laser ON events. As in the 46.6 GeV case, the probability cut requires
to perform the constrained fit once for the data, with the signal and error scaling
mentioned earlier, apply the cut on the resulting probability distribution and then

repeat the fit on the remaining data eveuts once more, in order to reconstruct 1.

7.3.2 Scaling of the Input Signal

In the 46.6 GeV data analysis, we have decided that constrained fit convergence issucs

force us to scale the input signals from the three monitors N1, N2, N3. It turns out

»
N
a1
v
12
g
3
83
&8

-
LS
L BT S e o (L

Figure 7.7: A two-dimensional histogram that shows the variation of the {x?) for
different combinations of the scaling factors a; and a, for the N1 and N2 signals
respectively. The logarithms of the two scaling factors are shown in each axis. Notice
that there is always a combination of scaling factors that can minimize the (x%)
independently of how. big the actual scaling is. The solid line along the “valley”
shows the functional relation of such a combination of scaling factors. We can write
a = 2.0 a%.

that this is the case for the 49.1 GeV data sample too. It is not clear at first glance how
we should scale the signals of those monitors. Fig. 7.7 demonstrates this ambiguity
in choices. Here different scaling factors a, and a, for the input signals from the N1
and N2 monitors respectively are tried simultaneously, and the (x*) of the whole data
sample at the end of the constrained fit is calculated. It'is clear again by looking at
the plot, that there is a wide range of different 4, and a; scaling factor combinatjons,
that give an equally small (x?). The “valley” shown there, which corresponds to
the minimum (x?) values, is described by the relation between the scaling factors
examined,

a; = 2.0a3 (7.5)
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and gencralizing in order to include an N3 signal scaling factor a3,
aya3 = 20 a% : {7.8)

As argued in chapter 6, the quadratic dependence on the N2 scaling factor is expected.

The N=1, N=2, N=3 overlap distributions, as defined in section 6.3.6, give us the
tool to sclect the appropriate scaling factors. At first we need to find t..he cutoff values
that contain 90% of cach of the overlap distribution contents. These numbers need
to be adjusted so that they satisfy Eq.-7.6. The final scaling factors obtained for the

three monitor signals are: !
a =101 a = 3.79 a3 = 7.11 (7.7

To uormalize the (x*) to ~ 1 we can also scale the N2 error by a factor of 2.25. The
choice between scaling the N2 or the N1 error is one of the sources of our systematic
errors. The study of whether this scaling factor procedure does converge to a specific
set of 7 values, after a number of iterations where the results of the previous iteration
are used as inputs to the next, needs to be repeated for the 49.1 GeV data. Table 7.2
shows the results of this study. As in the 46.6 GeV data analysis, some scaling of the
7's of the previous step before we used them as an input to the next step, is done to
speed up the convergence process, In step 3 the scaling factor of 0.8 is too low and
in steps 4 and 5 it is increased to 0.85 and 0.86 respectively for better results. Step
6 does not involve any scaling of the output 7)'s from step 5. After the last iteration
the relative change of the error on n {Adn/dn), becomes also small and about 0.08%.
So also for the 49.1 GeV data the monitor signal scaling method converges.

7.3.3 Recovery of Lost Data Points with ECAL

At the end of the constrained fit, we find that the number of laser ON triggers for

which 1 is reconstructed is 4254. Therefore we lost from the initial input number of

3The 49.1 GeV analysis was carried out before the error in the N2 monitor calibration was fixed,
as in the 46.6 GeV case. When the N2 calibration is properly corrected, the N2 and N3 scaling
factors become ahnost identical.
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Iteration # | A{n}/{n) | N1 Sc. Factor | N2 Sc. Factor | N3 Sc. Factor
2 -3.7% 1.01 2.86 4.04
3 +1.5% 1.01 423 8.86
4 +0.4% 1.01 3.85 7.35
5 +0.14% 1.01 3.79 7.09
6 0.07% 1.01 3.79 711

Table 7.2: Relative change of the constrained fit (1) after every iteration of the con-
strained fit using the results of the previous step. In order to speed up the convergence
process the n's from step 2 are scaled by a factor of 0.8 before they are used as an
input for step 3. Apparently we overshot and in step 4 the n's from step 2 are scaled
by a factor of 0.85. In order to improve the relative change of (n}, the n’s from step 2
are scaled once more by a factor of 0.86 before being used as an input in step 5. For
step 6 the output n’s from step 5 are used directly as an input without any scaling.
The corresponding scaling factors for the three monitor signals are also shown in each
iteration.

5159 Laser ON triggers 905 events. What is really bad is that out of the 22 signal
positrons that we were able to find after applying the positron selection criteria and
the overlap cut, we are left with only 14 for which an 1 cstimate exists. There are
several reasons that cxplain the loss of those 905 laser ON events. The first and
most important is the dropout cuts applied on the N2 and N3 monitor signals, as
described in section 5.3.3. Due to this cut we lose ~ 600 events. The second reason is
the probability cut, which costs us 270 laser ON events. The remaining few events are
due to fit convergence failures. Careful inspection shows that all the 8 positrons come
from events that are thrown away by the dropout cut. In principle these positron
data arc perfectly valid, since the dropout cuts are introduced to resolve a trigger
misinterpretation problem, and are not related to monitor malfunctioning. We are
faced with a scvere problem of low statistics, which we can partially alleviate if we
can find a way to cstimate the 3 of those events for which the constrained fit cannot.

The electron calorimeter (ECAL) can provide us with such an alternative. ECAL
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Figure 7.8: Functional dependence of the simulated ECAL rate 7};—%, with dN the

munber of clectrons within the momentum bin dp, and 5 the laser intensity parameter
calculated by the constrained fit. They follow each other pretty well in a power law
expression, as the fit shows.

is a movable detector that can be moved vertically probing different orders of nonlinear
Compton scattered electrons. This results in a variable momentum acceptance for
each one of its rows, according to its vertical position. For the 49.1 GeV data used in
the positron analysis, ECAL is kept fixed in one position, for which its top row looks at
n = 3 Compton scattered electrons. That means that we can compute the momentum
acceptance of that row using the momentum map and this acceptance remains fixed
for all the 49.1 GeV data analysed. For events for which 5 is reconstructed from
the constrained fit, we can use the simulation prediction—1 is the main input to the

simulation— to compute the expected normalized ECAL rate defined as

1N
N, dp

(78)
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where N,, the linear monitor signal, dN the number of electrons that the top row of

ECAL detects and dp the momentum acceptance of that row from the momentum
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Figure 7.9: Comparison of the 1's calculated by both the ECAL method, described in
the text, and the constrained fit method, for all the events that the results from both
methods are available. The ECAL reconstructed 7 is bigger than the constrained fit
1, by about 10%.

map. As we will see in Appendix 3, the simulated ECAL rate R, as defined in Eq. 7.8,
agrees with the corresponding measured ECAL data rate R to wibthin Jess than a factor
of 2, which is compatible to an error of the 7 estimate from the constrained fit of
~ 10%. Since we have the constrained fit 7 estimates and the simulation predictions
for the ECAL rate in the form of Eq. 7.8, we can plot them in a logarithmic plot
and extract a law that translates ECAL rates to 1 value predictions. This law can
then be used with the measured ECAL rates, again brought in the form of Eq. 7.8,
to give us an 7 value for those data events for which the constrained fit failed to do
s0. Such a plot of the ECAL rate as a function of  in a logarithmic scale is shown in
Fig. 7.8. Since ECAL was kept fixed in a position where the top row interceptsn = 3
Compton scattered electrons, we expect a straight line with a slope that indicates the
order of the nonlinear Compton scattering process, as it is clear in Fig. 7.8. In this
plot we have used 20 equally wide bins in . The vertical and horizontal error bars
correspond to the RMS values of the ECAL rate R and # distributions in each bin
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divided by the corresponding number of points, added in quadrature to the average
statistical errors of R calculated as,

6R = \l(—l\%%’;—'m,)z + (-I\Tjd—paazv)z (1.9)
and of n as given by the output of the constrained fit. The slope of the straight line
fit is ~ 3 (for an explanation why it is 3 and not 4 as expected from 2(n — 1) with
n = 3, see [50] and also Appendix 3). We have now a simple expression that provides
us with the means to translate measured ECAL rates in the form of Eq. 7.8, to 5
estimates for data events that the constrained fit cannot provide us with an 7 value.
The error on 7 calculated in this way will be,

on = % R (7.10)

where § R is the error on the ECAL rate from Eq. 7.9, and b is the slope of the straight
Jine shown in Fig. 7.8. Fig. 7.9, shows a comparison betwcen the n's returned by the
constrained fit and the n’s computed from ECAL as described above. The ECAL 5's
are on average higher thau the fit 7)’s by ~ 10%. This turns out to be compatible with
the average error on 7 from the constrained fit. The 10% difference between the two
estimates shonldn’t surprise us, since the employment of the simulation predictions
to extract a law that translates measured ECAL rates to 1 estimates, introduces an

intrinsic error on 1 of that order.

7.3.4 7 Estimates and Verification

Once we have estimated the »’s on an event-by-event basis, it is interesting to com-
pare themn with the » estimates from the laser parameters, i.e. the measured laser
energy and the fixed laser area and pulse width at 30 qun? and 1.5 ps respectively.
Fig. 7.10, shows the results of such a comparison. The 5 values from the fit, contain
reconstructed n's from bhoth the constrained fit and ECAL. It is clear that the laser

parameters systematically overestimate 7 by more than 30%. The average value and
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Figure 7.10: Comparison of the values of 7 caleniated using the constrained fit or
ECAL, with those from the laser parameters. The top plot shows the 7 distributions
according to the two methods, while the bottom is a scatter plot of the two 5 values.
The 7 estimated from the laser parameters is larger than the reconstructed 7.

error of the reconstructed 7 is:

(m = 0218 £ 002 or (5 = 0.218 + 9.2% statistical crror (7.11)
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In the case of the n values reconstructed by the constrained fit we can still try to
check their validity by using ECAL data. As for the 46.6 GeV data, 49.1 GeV ECAL
scans are used for this purpose. We look at the normalized electron rate of the top
row of ECAL, as defined by Eq. 7.8; and compare the measured rate with the one
predicted by the simulation, when the n's reconstructed by the constrained fit are
used as an input. Fig. 7.11 shows such a comparison. There are only four data runs

S s
'Y C %
8
8 4 i H
o @ o ﬂt : .
- - i
N
i
. NS N i
[X] 10 103 1t [
clectron momentum [GoV/e
3as —sirn“-r:- Bhiiiions E‘ ,T..':
0 B - EE T | & R,
209 f=-m 2 :
13 ¥
10 f
i
—— v....,ki. v...,! ..
Y PR A I |
[ . E « 0.} 0.3 ]
Nwui Overlap Distribution CF 1 Distribution

Figure 7.11: Verification plots for the 49.1 GeV runs. The top plot shows the number
of electrons per momentum bin normalized to the total number of linear Compton
photons, as a function of the momentum of the intercepted electrons. The black dots
are the data points and the white the simulation results, The bottom left plot shows
the distribution of the N1 overlap as it is defined in section 7.3.2. The vertical line
is the overlap cut used. The bottom right plot shows the distribution of the n's from
the constrained fit. For all the plots the 49.1 GeV ECAL scans 15565, 15606, 15610
and 15617 are used.

during which ECAL was scanned, runs 15565, 15606, 15610 and 15617. The data
from all these ECAL scans are used. Although all four ECAL scans used here are
not included in the 49.1 GeV data sample used to search for positrons, we can still
reconstruct the 5 values for their laser ON events, using the constrained fit. Fig. 7.11,
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is the only plot in this chapter that contains data outside the 49.1 GeV data sample,
as selected in section 7.1. Everywhere else in this chapter we refer only to that data

sample.
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Figure 7.12: Stability of 5 with the N=1 overlap. Here the overlap is defined in the
same way as in section 7.3.2, i.e. as the ratio of the measured N1 rate over that
expected from the simulation. It is clear that for overlap greater than 0.6, which is
what we have been using in the whole 49.1 GeV data analysis, 7 remains pretty much
stable.

There is one more thing that we need to verify, and this is how independent the
reconstructed by the constrained fit 5 is from the N=1 overlap efficiency. Since 5 is
a measure of the laser intensity, it has to be independent of any overlap fluctuations.
Fig. 7.12 shows the dependence of  on the N=1 overlap, as defined in section 7.2.2.
We can see that the reconstructed »’s for data points with overlap greater than 0.6,
which is the overlap cut used in the analysis, are fairly stable. Another way of defining

the N=1 overlap, is by looking at the number of the measured forward 4's. In order
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Figure 7.13: Stability of  with the number of 7’s measured by the linear Compton
monitor. This number once it is normalized over the laser energy and the electron
beam charge, it depends only on the overlap fluctuations, and it can therefore provide
us with an alternative measurement of N=1 overlap. Only e¢vents with N=1 overlap
greater than 0.6 are used.

to avoid the cffects of the fluctuations of the laser energy and the beam charge, they
have to be normalized to those two quantities. Fig. 7.13, shows the reconstructed #
dependence on the N=1 overlap defined in this way. Only events with overlap greater

than 0.6, are used. Again the stability of the reconstructed 7 is very good.

7.3.5 Study of Systematics

The study of the systematics on 1 for the 49.1 GeV data is done in the same way as
the similar study on the 46.6 GeV data. The sources for the systematics examined

are:
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1. N2 and N3 monitor contamination.

2. Background offsets in the N2 and N3 monitors.

3. N1 error scaling instead of the N2 error.

4. Different signal scaling factors, using the overlap plots.

The contamination of the N2 monitor signal, has again its source in the linear Comp-
ton scattered electron signal. The N3 monitor signal can contain both linear and
second order contamination. For the study of the contamination systematics, the
concept of scaling factors that define the portion of the total linear or second-order
Compton scattered signal that contaminates the two monitors, is introduced in the
same way that this is done in section 6.3.8 of the previous chapter. Different values
of these scaling factors are applied, both positive and negative, and the resulting
fraction of the linear or second-order Compton signal is added to the monitor readout
signals. These new recsulting monitor signals are processed through the constrained
fit code, and the average (x*) is estimated, for all processed events. This method
gives us a way of deciding whether the two monitors arc indeed affected by any severe
contamination levels. As in the 46.6 GeV case, it turns out that this is not the case,
since the minimum (x?) occurs when no contamination or insignificant contamination
is introduced. In addition, we can deduce the ranges for which the (x*) changes by
%10, and that forms a quantitative measure of the systematic error. The background
offsets are also studied in a similar way, as explained in section 6.3.8.

The systematic error due to the scaling of the N1 error instead of the N2 error is
treated in a different way from the previous cases. The N1 crror is scaled by a factor
of 4, which is close to the factor that the N2 error has been scaled by, and the effect *
on the resulting 7 values from the constrained fit is evaluated. Their value difference
from the N2 crror scaling, gives the systematic error due to the different monitor
error scaling. As in the 46.6 GeV case, this source of systematie errors, is the least

significant. The different monitor signal scaling factors deduced from the overlap
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plots, are also a source of systematic errors on n that can be studied in the same
way. As mentioned in section 7.3.2, the 90% cutoff in the overlap plots is used. Two
other different cutoff values at 95% and 80% can also be used to derive new scaling
factors for the monitor signals, and compute the n values from the constrained fit.
The differences of these new n's from the 90% case, give the systematic error estimate
due to different scaling factors.

Table 7.3 summarizes the results of the above studies on the systematic errors on

the 5 values. To these systematic error estimates the +10% discrepancy between the

Type of error Aln)
Contamination | +0.0083
-0.0134
Background Offset | +0.0082
~0.0151
N1 Error Scaling [ -+0.0004
-0.0000
Signal Scaling | 40.0000
-0.0025
Overall +0.0117
-0.0204

Table 7.3: List of the systematic errors due to the four cases described in the text.
The numbers are absolute differences with respect to the default () which is 0.2183.

valucs calculated by the constrained fit and the measured ECAL rates, as discussed in
section 7.3.3, needs to be added. Then the overall systematic crror becomes (n) ¥,

Thus the average value of n for this data sample is:

(n) = 0.2183 £ 9.2%(stat.) 35X (syst.) (7.12)
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7.3.6 Efficiency Estimates

As for the 46.6 GeV data sample, a study of the overlap and the cluster search
algorithm efficiencies, is also needed for the 49.1 GeV data, so that the simulation
prediction, which does not account for them, is properly corrected. We start again

with the overlap. Fig. 7.14, shows the measured x-positions of the IP box, during the
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Figure 7.14: IP1 x-positions during the acquisition of the 49.1 GeV data. The left
plot shows the variation of the x-position that the IP box was set at the end of an
X-Scan, as a function of the run number. The right plot shows the distribution of
the x-position for the whole 49.1 GeV data taking.

49.1 GeV run period. The RMS value of the distribution of the different x-positions
is 33 pum, which we suppose represents a jitter in the x-position measurement that
follows a Gaussian distribution. In section 7.2.2, we saw that an overlap cut of 0.6
has been introduced. Taking into account, from section 7.3.2, that the n = 1 overlap
cutoff is at ~ 1, it means that we accept events with n = 1 rate as low as 60% of" the
expected rate at perfect overlap. This can be translated into a timing offset by using
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Figure 7.15: Normalized positron rate for different time and x offsets, with respect to
the case where Az = 0 and At = 0. The left plot has Az = 33 pm, while the right
one has Az = —33 pm. A rate reduction by 60% is equivalent to a time offset of at
most 4ps.

the simulation data. Fig. 7.15, shows the positron rates normalized to the perfect
overlap (Azx = 0 and At = 0) rate, for different timing offsets and for 3 different
x-position offsets Az = 33 pm, Az = 0 yum and Az = —33pm, starting from the
left. As we can see from the three plots shown, a 60% positron yield with respect to
perfect overlap conditions, corresponds to about 4 ps in timing offset.

We are primarily interested in the effect that these offsets in the x-position and in
time have on the average positron yield normalized to the number of the n = 1 7',
or symbolically (Net/N1). We assume that the normalized positron yicld follows a
Caussian distribution around the perfect overlap case, and therefore it needs to be
weighed by a two-dimensional Gaussian distribution centered around Az = 0 pm and
At = 0 ps. The default case is taken to be a Gaussian with oz = 33 pm and 6, = 4
ps. The results of the default case along with some other cases studied, are shown in
table 7.4. ‘The cases where o, = 00 or 0, = 00, assume a flat distribution of the signal
in the horizontal direction or in time respectively and they are obviously extreme
cases. Similar studies cau be made in the case of y-position offsets. As in the 46.6

GeV case, no significant effect on the positron yield is observed. From table 7.4, we
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Offset Weight Rates
x-range | L-range { o | 0 | (Net/N1)
[um] | fps] |[um]|lps)
33 0-4 33| 4 0.881
44 | 04 | 33| 4| o825
+22 0-4 33 | 4 0.916
+33 | 0-5 3 | 4 0.859
+33 0-3 83 4 0.882
+33 04 oo | 4 0.860
+33 0-4 3 | © 0.867
+33 0-4 o | oo 0.857
+44 0-5 oo | oo 0.777

Table 7.4: List of corrections that we need to apply to the simulation normalized
positron rates due to overlap inefficiency. Different cases of x and time offsets are
shown here. A weighing of the positron signal using a 2-D Gaussian with the o's
shown is done. When o = oo the weighing distribution is flat. The overall scaling
factor for the simulation rates is 0.87 % 0.09.

can conclude that the overall correction to the simulation normalized positron yields
that needs to be applied in order to account for overlap inefficiencies, is 0.87 3 0.09.

For the study of the cluster search algorithm, the same method, as described in
section 6.4.2 of the previous chapter, is applied. Data runs at the beginning, the
middle and the and of the 49.1 GeV data run period examined, are used. Again 5000
simnlated positron events on PCAL, with known incident positions and energies, are
used, and to these events background from laser ON or laser OFF events from the
data runs selected, is added on an one-to-one basis. The results are shown in table 7.5,

for the two cases of laser ON or laser OFF added background. From the table we



CHAPTER 7. 49.1 GEV DATA ANALYSIS ‘ 243

Laser OFF Background laser ON background
Run Number | Inefficiency (%) | Group Number | Inefficiency(%)

15638 64 15638 8.1
15647 5.5 15647 6.9
15653 5.7 15653 9.5.
15661 5.9 15661 6.9
15670 9.5 15670 9.3

Average 6.8 Average 8.1

Table 7.5: Inefficiency of the cluster search algorithm when different background
cases are used. It is obvious that laser ON based background leads to a slightly
higher incfficiency of the cluster search code.

can sec that when laser ON background is used along with the simulated positron
events, the inefficiency is a little higher on average. We can introduce a correction
factor for the simulation predicted positron yields that accounts for the cluster search
algorithm inefficiencies, of 0.92. This correction factor is slightly smaller than the
one in the 46.6 GeV data sample, and is justified by the higher background levels
prevailed during the 49.1 GeV data runs.

Fig. 7.16 shows the 95% confidence limit of the residual background, for the 49.1
GeV data sample (the solid line shown in the plot represents a power law fit and it
will be discussed in the next chapter). This background can be attributed to lost
beam particles scraping on the accelerator pipe walls. The 95% confidence limit is
defined in the same way as was done for the 46.6 GeV data sample. It is clear that the
data at the lowest 7 value, although consistent with the muliiphoton pair production

process, indicate the presence of such a residual background of the order of 6 x 103

positrons per shot.
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Figure 7.16: Dependence of the positron rate per laser shot on the laser intensity
parameter 5. The solid Jine shows a power law fit to the data. The shaded distribution
is the 95% confidence limit on the residual background from showers of lost beam
particles after subtracting the laser off positron rate.
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Chapter 8

Conclusions

In this chapter the final results from both the 46.6 GeV and the 49.1 GeV data
samples are presented and a comparison with the theoretical prediction is made. To
achieve this, the positron yield is plotted as a function of the laser intensity parameter
7. Final estimates of statistical and systematic errors are also given for all cases. In
the last gection of this chapter we discuss the interpretation of the positron data as

a manifestation of spontaneous vacuum breakdown.

8.1 Multiphoton Breit-Wheeler Pair Production
Results

Some of the results discussed in this section regarding the multiphoton Breit-Wheeler
pair production, have already been presented in the previous two chapters. As men-
tioned in chapter 6, for the case of the 46.6 GeV data sample, a total of 106 &+ 14
background subtracted positrons were found and the momentum spectrum is shown
in Fig. 6.10 of that chapter. Of more importance is the dependence of the positron
yield per laser shot on the laser intensity parameter 5. This is shown in Fig. 8.1ina
log-log plot. In section 6.4.3 of chapter 6, we commented about the residual back-

ground levels from beam showering, the 95% confidence level of which is represented
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Figure 8.1: Dependence of the positron rate per laser shot on the laser intensity
parameter n. The solid line shows a power law fit to the data. This plot is useful for
determining the order of the multiphoton Breit-Wheeler pair production process.

by the shaded area in that plot. The solid line is a power law fit to the data and
gives R.+ o n™ with n = 5.1 :£ 0.2 (stat.), where the statistical error is from the fit.
To this statistical error a systematic error that reflects the effects discussed in more
detail in section 6.3.8, as well as the choice of the bin size in 1, needs to be included.
The cffects of these sources of systematic errors are listed in table 8.1. The errors
shown in that table are absolute differences of the fitted slope with respect to the
defanit value of n = 5.1. Including the overall systematic error in the slope estimate

from the power law fit, gives for n:
n=>51+02 (stat.) *0F (syst.) (8-1)

We conclude that the positron production rate is a highly nonlinear process varying

as the 5 power of the laser intensity. This is in good agreement with the fact that
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Type of exror Slope Error
Contamination +0.3467
-0.3344
Background Offset | +0.2297
-0.2293
N1 Error Scaling 4-0.0309
-0.4057
Signal Scaling +0.0000
-0.5146
Binning +0.3333
-0.1884
Overall +0.5339
«0.7933

Table 8.1; List of the systematics on the slope of the power law fit. The numbers are
absolute differences with respect to the default case of n =5.1.

the rate for multiphoton processes involving n laser photons are {refer to chapter
2) proportional to 7*® when 7% € 1, and with the kinematic requirement that 5.3
photons (including the backscattered high energy gamma) are needed on average to
produce a pair near threshold. .

In section 6.2.4 of chapter 6, the momentum ‘spectrum of 106 positrons (after
backgronnd subtraction) was presented (reproduced here in Fig. 8.2(b)). The data
points that correspond to low values of 1, are more likely to be due to background,
as can be secn in Fig. 8.1. If then we restrict our data to events with > 0.216
{excluding the data points in the first three bins of Fig. 8.1), we find that from the
initial sample of 108 positrons, 69+ 9 positrons satisfy 5 > 0.216. For these positrons
the agreement of their observed momentum spectrum to the theorctical prediction,
is significantly improved as shown in Fig. 8.2(d).
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Figure 8.2: Positron encrgy spectra from the 46.6 GeV data sample. Plot (a) shows
the number of positron canditates vs. momentum for laser ON pulses and for laser
OFF pulses scaled according to the ratio of the laser OFF over the laser ON triggers.
Plot (b) shows the spectrum of signal positrons obtained after subtracting the laser
OFF from the laser ON distribution. The curve shows the expected spectrum from
the model calculation. Both top plots are reproduced from Fig. 6.10 in chapter 6.
Plots (c) and (d) are the same as (a) and (b}, but with the additional requirement
that # > 0.2186.

In Fig. 8.3 the observed positron rate is given, after being normalized to the num-
ber of linear Compton scatters, the latter deduced from the average of the measured
rates by the two lincar monitors EC31 and EC37. This procedure minimizes the
effect of the uncertainty in the laser focal volume and in the effective overlap of the
clectron-laser beams. The solid line represents the results from the model calculation.
The model prediction has already been corrected by a factor of 0.82, resulting from
the product of the two correction factors due to the laser-electron beam spatial and

temporal overlap inefficiency (0.83) and to the cluster search algorithm inefficiency
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Figure 8.4: Dependence of the positron rate per laser shot on the laser field intensity
parameter 7. The solid line represents the result of a power law fit to the data.
The slope of this fit in a logarithmic scale, gives us an estimate of the order of the
multiphoton Breit-Wheeler pair production process.

ing to the multiphoton Breit-Wheeler process 1.5. Some aspects of this calculation
are presented in section A.2.4 in appendix A, while more details are included in [61).
The results of this simulation indicate that in the present experimental setup the
contribution of the trident process is negligible, as shown in Fig. 8.3 by the dashed
line.

Let us now switch our attention to the 49.1 GeV data sample. As already men-
tioned in chapter 7 we found 22 £ 10 positrons and their corresponding momentum
spectrum was shown in Fig. 7.5. We concluded there that the model calculation for
the momentum spectrum agreed with the data, within the large error bars. In general
the 49.1 GeV analysis is characterized by small statistics and as a result by large error

bars. This is more clear in Fig. 7.16 of chapter 7, reproduced here as Fig. 8.4. Asin
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Figure 8.3: Dependence of the positron rate normalized to the number of the measured
linear Compton scatters on the laser field intensity parameter’s). The solid line is the
model calculation of the two-step multiphoton Breit-Wheeler process, as described in
text. The daghed curve represents the simulation results of the trident process.

(0.93), as derived in section 6.4 of chapter 6. The data are in good agreement with the
theoretical prediction both in magnitude of the observed rate and in their dependence
on 7. As alrcady mentioned in the first chapter, the pair production is viewed as a
two-step process, interaction 1.4 that results to the creation of the backscattered high
energy gamma and interaction 1.5 of the gamma with n laser photons to produce the
pair, with both processes taking place within the same laser focus. Thus in principle
we cannot distinguish the two-step process from the trident process 1.6. A complete
theory of multiphoton trident production does not exist. For the needs of this ex-
periment the trident reaction was treated as a two-step process in which the beam
electron emits a virtual photon according to the Weizsicker-Williams approximation

and then the virtual photon combines with n laser photons to yield e*¢™ pairs accord-



CHAPTER 8. CONCLUSIONS 251

the 46.6 GeV case, the plot shows the number of measured positrons per laser shot as
a function of the laser intensity parameter 1), in 2 log-log plot. The line is a power law
fit to the data, and its slope indicates the number of laser photons that participated
during the multiphoton Breit-Wheeler pair production. For the 49.1 GeV data we
find n = 3.2 0.9, where the error is the statistical error from the fit. To this error
we need to add a systematic error due to the same effects already described for the
46.6 GeV data. Table 8.2 lists their contributions to the overall systematic error. We

Type of error Slope Exror
Contamination +0.4981
-1.3142
Background Offeet | +0.4285
-1.3304
N1 Error Scaling | +0.0000
-0.4253
Signat Scaling +0.0000
-0.3978
Binning +0.0000
| -2.5208
Overall 40.6570
-3.1123

Table 8.2: List of the systematics on the slope of the power law fit. The numbers are
absolute differences with respect to the default case of n = 3.2,

can therefore write for the 49.1 GeV data:

n=2321009 (stat.) *37 (syst.) (8.2)

Although the data are by no ineans conclusive, we mention that the simulation pre-

dicts an average of 4.7 photons. It is clear that both the statistical and the systematic
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errors are large and that they are due to the low statistics of the data sample ana-
lyzed. This is caused by the increase of the background levels by roughly a factor of
2 with respect to the 46.6 GeV data sample, as well as by the lower laser intensity
achieved on average during the 49.1 GeV data runs. This can be seen if we compare
the two plots in Fig. 8.1 and Fig. 8.4 for the 46.6 and the 49.1 GeV data samples,
where we can see that the 5 range is restricted to much smaller values. Nevertheless
we can try to directly compare the pair yield to the theoretical prediction, as shown
in Fig. 8.5, where the number of positrons is normalized to the number of measured
linear Compton scatters. The solid line is the model calculation for the multipho-
ton Breit-Wheeler process, corrected by a factor of 0.8 resulting from the product
of the two correction factors due to overlap (0.87) and cluster reconstruction (0.92)

inefficiencies. The dashed line respresents the trident simulation. Again no firm con-

no of positrons / no of Compton scatters

0.3 04
 at laser focus

Figure 8.5: Comparison of the measured positron rate normalized to the number of
the linear Compton scatiers, to the theorctical prediction represented by the solid
line. The dashed line indicates the results of the trident process simulation.
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Figure 8.6: Comparison of the measured positron rate normalized to the number of
the linear Compton scatters, for the two different electron beam energies. Neglecting
the low 7 points, we can see that the measured 49.1 GeV rate is about 2.5 times
higher than the 46.6 GeV case.

clusions can be drawn, but the data seem to follow the n dependence predicted by
the theory.

The original motivation for acquiring the 49.1 GeV data, was to examine how
the positron production rate increases with the electron beam energy. According to
the simulation, the positron rate normalized to the number of the linear Compton
scatters, should increase by about a factor of 3, when the electron beam energy is
raised from 46.6 GeV to 49.1 GeV. This is shown in Fig. 8.6. Excluding the data
at the lower 7 values, we can sce that indeed the 49.1 GeV rate is about 2.5 times
higher on average than the 46.6 GeV rate, close to our expectation. In conclusion
we believe, that despite the large systematic errors, the 49.1 GeV data seem to agiee

with the theoretical predictions. An increase of the data sample, would have resulted
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to a reduction of the systematic errors, but not to a significant change in the form
of the momentum spectra or of the dependence of the positron yield on the laser

intensity parameter 7.

8.2 Spontaneous Vacuum Breakdown Resuits

In section 2.5 of chapter 2, we have argued that a possible interpretation of the
positron data, as a manifestation of the spontaneous vacuum breakdown, would in-
dicate that the positron yield per laser shot, should vary as ~ exp(~#g(1/n)/T).
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Figure 8.7: Dependence of the positron yield per laser shot on 1/7, the Iatter ag
defined in section 2.5, for t.he 46.6 GeV data sample

This means that in 4 semi-logarithmic plot, where the positron yield per laser shot
is plotted as a fanction of 1/T, the slope should be —7g(1/7); the function g(1/n)

is a smooth and monotonically increasing function of n and takes into account the
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Type of error | Slope Error

Contamination +0.0000
-0.4335
Background Offset | -+0.0000
-0.3325
N1 Error Scaling | +0.0185
-0.1818
Signal Scaling | -+0.0000
-0.0731
Binning +0.1811
-0.2731
Overall +0.1821
-0.6414

Table 8.3: List of the systematics on the élope of the exponential fit shown in Fig. 8.7.
The values are absolute differences with respect to the default case of 2.4.

fact that the laser field intensity is such that we are between the perturbative and
non-perturbative regimes. Fig. 8.7, shows this plot for the 46.6 Gev data sample.. The
solid line represents an exponential fit, which results to a slope of mg(1/n) = 2.4£0.1,
where the error is only the statistical error from the fit. An additional systematic
error needs to be added, that takes into account the effects discussed in chapter 6,
and also the possible choice of different bining in 1/Y. Table 8.3, lists these errors,

along with their overall contribution. Including the systematic error, we find:
xg(1/n) = 2.4£0.1 (stat.) 22 (syst.) (8.3)

In all the above T is defined according to Eq. 2.153, i.e. on the incident beam elec-
tron's rest frame, and the RMS value of the laser induced electric field is used. The

prediction of Eq. 2.157 for {n} = 0.2, which is the average value of 7 for the 46.6
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GeV data sampie, is 7g{1/n) = 1.62. The resuii from the exponential fit needs to be
corrected for two factors. First, in Eq. 2.157 the peak value of the electric field is used
to define both T and 5, while in Fig. 8.7 the RMS value is used instead. Second, T
in Eq. 2.157 is defined in the rest frame of the produced pair and not of the incident
beam electron. Assuming that the majority of the pairs were produced by a 29.2
GeV backscattered gamma, the result in the expression 8.3, needs to be reduced by a
factor of 46.6/29.2 = 1.6 and increased by a factor of v/2. In addition the theoretical
prediction needs to be adjusted for an () scaled by a factor of v/Z. This leads to the

final results

n9(1/n)
ng(1/n)

It

2.12 £ 0.09 (stat.) *012 (syst.) observed
1.93 predicted

1

which compare pretty well in spite of the large systematic error.
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Figure 8.8: Dependence of the positron yield per laser shot on 1/, the latter as
defined in section 2.5, for both the 46.6 GeV and 49.1 GeV data samples.
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It is clear from the al

LAl eV

ove, that the p
et > F

ositron yields per laser shot for different
electron beam energies, can be combined in the same plot as a function of 1/T. This
is shown in Fig. 8.8, where both the 46.6 GeV and the 49.1 GeV data points follow
the same line, with the exception of points that correspond to low Y, which are
much more subject to residual backgrounds. The solid line in the plot represents an

exponential fit with a slope,

xg(1/n) = 2.01 & 0.12 (stat.) (84)

while the systematics are the same as for the 46.6 GeV data. Applying to this result
the corrections listed previously, the observed slope is:

mg(1/n) = 1.78 £ 0.11 (stat.) (8.5)

Comparing to the theoretical prediction for () = 0.2 x v/2, for which ng(1/n) = 1.93,
we see that the agreement is still good. We conclude that the positron data presented
here can be interpreted either in terms of the muitiphoton Breit-Wheeler process, or
as resulting from the spontaneous breakdown of the vacuum as seen in the rest frame

of a fast moving electron.
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Appendix A

Simulation Code Description

A.1 Introduction

In the following sections we present a brief description of the simulation code that was
developed in order to predict nonlinear QED processes in interactions of high-energy
electron or photon beams with intense laser pulses. The description is based on the
more extensive documentation provided by the author of the code [62]. The method
used in this simulation is a numeric integration of differcntial reaction rates over both
space and time in the beam-laser interaction region. Although a Monte-Carlo based
simulation also exists, only the results from the numeric integration approach were
used to compare the experimental data with the theoretical predictions, as they are
presented in the chapters of this thesis. In a numeric integration simulation, unlike
the Monte-Carlo approach where a single particle is stepped through the interaction
region and in each step a decision is made regarding which one of a number of possible
processes will take place based on a pseudo-random number generator, whole particle
densities arc used and all the possible cases are accounted for simultaneously.by
multiplying them with interaction probabilities and combining the final results at the
end of the simulation. Space and time are divided in small clements and interaction

yields are computed for cach one of them.
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The main advantage of a numeric integration based simulation is speed of execu-
tion. It is important to note here that the whole data acquisition and data analysis of
the £-144 experiment was based on 486 and Pentium PC’s aud as a result the memory
and speed limitations of the DOS environment had to be faced. In order to ;ansure
fast program execution, a number of speed optimizations were implemented in terms
of selectable program options. As a result a price in accuracy of the simulation results
was paid. Later the whole code, which is written in C, was successfully transferred to
the LINUX and AIX operating systems with the GNU C-compiler, increasing speed
and flexibility. In fact the simulation results presented in this thesis, were obtained
by running the numeric integration code {NI) under these better conditions with
program options that improved significantly the accuracy of the results.

Severa] processes were simulated with the numeric integration code. The pri-
mary process is the n-th order n == 1,2,... Compton scattering of monoenergetic
beam electrons with laser photons. A number of secondary processes involving the
scattered electrons and high energy gammas resulted from the Compton scattering
while they are all still inside the laser focal area, are considered. These secondary
processes include further n-th order Compton scatterings off laser photons, as well
as pair production by the absorption by the high energy gammas, of several lascer
photons (multiphoton Breit-Wheeler process). In all the above cases the geometry of
the interaction region is taken into account, along with the inevitable attenuation of
the initial clectron beam as it traverses the laser focus due to the Compton scattering.
All the above processes will be examined in some detail, since their results are impor-
tant for comparison to the analyzed data. In addition to these processes, which are
collectively called the IP1 processes, some additional processes—unfortunately never
realized by the E-144 experiment—, can also be studied by the numeric integration
code. These processes, called the IP2 processes, include a direct high energy gamma-
laser photon interaction and as secondary cases, further Compton scattering and pair

production by the resulting particles. The initial gamma beam can have either a
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bremsstrahlung or a nonlinear Compton scattering spectrum, although no correlation
between the spatial position within the pulse and the corresponding energy is taken
into account. Such processes will not be discussed here, since they were not useful in
the data analysis. The interested reader can refer to the detailed documentation of
the code mentioned earlier.

The following list defines most of the standard symbols used throughout the re-

maining sections:

e,m electron charge and mass
c speed of light
s P 4-momentum of electron or positron, initial or final state

E_,E, electron, positron energy

Y Ve electron, positron Lotentz factor

B-.5. electron, positron velocity, i.e. Sy == m

P-sPs electron, positron density

Wy, W, Py 4-momentum, frequency and density of laser photons
wy, u', puy 4-momentum, frequency and density of high energy gammas

é crossing angle between laser pulse and electron or photon beawm,

e.g- § = 0 for head-on collision
a=n+6
0,¢ polar and azimuthal angle of the final state particle,

i.e. gamma for Compton scattering, positron for pair production

n number of participating laser photons (order of multiphoton process)
n field strength intensity
m effective mass of electron

The natural system of units is used, where £ = ¢ = 1. The differential rates per unit
volume and unit time are presented, e.g. dW,(w')/dw' is the differential probability
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per unit volume and time that an electron interacts with n laser photons and emits
a single photon with frequency w’. Then the number of interactions within a given
volume element dV, time interval d¢ and energy bin dw' will be

N(@V, dt,d') = "W"-dv cdt-dul - o (A1)

where the last factor is required to make the expression dnmens:onléss.

A.2 Basic Formulas

A.2.1 General Relations

The dimensioniess and invariant patameter 7 is defined as

where £,,,, i8 the root-mean-square electric field of the laser. Notice that 7 needs
to be multiplied by V2 in order to coincide with the definition given in chapter 2.
The 4-momentum of a charged particle inside a strong electric field is altered due
to continuous absorption and emission of photons. For a charged particle with 4-
momentum p,, outside the field, the effective 4-momentum ¢, is
2,,.3
with w, the laser photon 4-momentum. The effective mass of the charged particle
inside the field /h is then defined as:

Q=p,+ (A3)

m? = g0* = m2(1 + 17 (A4)

Under the experimental conditions for E-144, we can see that Ey.m/m ~ 105,
or in other words the beam energy is much larger than the electron rest mass. This
allows us to introduce two basic approximations, i.c.

8 ~ 1/y<1 and
7 € v (A.5)
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Both approximations are used to derive the formulas implemented in the numeric
integration code,

A.2.2 Nonlinear Compton Scattering

The differential reaction rate for a circularly polarized laser beam is given by:

dWa(w') _ e*m?p. u?
Tt 16@{ { —4(=) +n (2 + m) (Ja-r(2) + Toa(z) - 2J§(Z)L}\ !

_ 21 [u(un—u)
z = ul"»———l_*.qz {A.7)

2w, q" 2E;w(l — cosa)

where

% = 201+ 7 o w21 7 (A.8)
o owa® W

¥ o= el en (A9)

u, = ny {A.10)

Similarly the differential interaction rate for linear polarization is:

2
deL(""') ‘27’::;; d¢{—,4§+n (2-:~—)(Al AoAz)} (A.11)

where A; = Ai(n,a,d),i = 0,1,2 and they are defined as in chpater 2, while the

parameters a and b are given by

a = Vimg (i:ﬁ 5‘—‘5) (A.12)
b= amin? (;l“; _ w‘;’“) (A13)

with ¢, = (¢o,€) the polarization 4-vector of the laser photons. Notice that a is the
equivalent of « as defined in chapter 2, but b is defined with opposite sign compared
to 3 in the same chapter. The polarization of the emitted photon becomes important

for the subsequent steps of pair production. Since this last process was studied only
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for linearly polarized laser photons, only for this case the differential interaction rates
are modified accordingly and they become

dWlw) émPpy 2 2 142, 2 ¥ e }
=) - / d¢{-211 o A2+ (2+2(1+u) (A2 - AgAy) } (A24)

W) _emPpy 2 [ o , U ' }
A = 2aiEL Jo d¢{ (1 ~ 2% ) A5 + 7 ) +u)(Al AoAs)} (A.15)
where .
—_jt r (8
s = {2+4b+(8b) ] (A.16)

anud |}, 1 indicate high energy gammas produced with polarizations parallel or per-

pendicular to that of the interacting laser photons respectively.

A.2.3 Multiphoton Pair Production

The differential interaction rate for a circularly polarized laser beam and unpolarized

high energy gammas is

dW,(Ey) _e*m?py

{272(2) + P2 - 1) (V24(2) + 22 - 205(2))} (A1)

dE* - 81!'(0'2
with
21 [u(un—u)

= S\ T 7] .18
z ) 1+ 7]2 (A )

_ wew®  ww'(l ~ cosa)
BT ) mA(l+ ) (A.19)
= (WP w’ A.20
¥ " o T~ Ea) (A.20)
Uy = nYy (A21)

Duc to cnergy conservation n > ng the minimum number of photons needed to
produce one pair defincd us:

_ 21477

™0 = (1 —cosa) (A.22)
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In the case of linearly polarized laser beam the corresponding differential rate is

2.2 2
d".,z"zf:f*) = S /.,' do { A% + 20*(2u - 1)(A} — Ao)} (4.23)

where again n > nqg and also A = Ain, a; b),i = 0,1,2 with ¢ and b defined as in
the nonlinear Compton case. As with the nonlinear Compton scattering, the linear
polarization case is more accurately treated by introducing the polarization of the
initial high energy gamme. Then the differential rate is modified to take into account

the different polarization states and becomes

d ,l.'(E*) e’m’p,, =/2 4
WaEt = So.2. /o d {270 A3 + 2P — 1)(A2 - Asa) A 24)
dWi(Bs) _ &émipy =/2 A2 1 o2l A2
e = s Y /o dg {(1 — 2°0) A% + 2nPu(A} - Aods) (A25)

with ¢’ as defined in Eq. A.16 and |} and L indicating the same polarization states
as in the nonlinear Compton scattering case.

A.2.4 Multiphoton Trident Pair Production

With the term of multiphoton trident pair production we mean the process
e + w — elcte” {A.26)

A complete theory of such a process does not exist. In the numeric integration code,
the differential rate of such an interaction is estimated by assuming a two-step process
during which the beamn electron emits a virtual photon according to the Weizsiicker-
Williams approximation and then the virtual photon combines with n laser photons
to form a pair according to the multiphoton Breit-Wheeler pair production process.

Thercfore we can rewrite reaction A.26 as:

e — ¢+ {A.27)

o+ w — ete” (A.28)
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Figure A.1: Schematic of the multiphoton trident pair production. The kinematic
variables shown are defined in the laboratory frame (from {62]).

The relative 4-vectors are listed bellow:

wy = (W, k) laser photon 4-vector
= (E, p) initial 4-momentum of charged particle
p,=(E,F) final -momentum of charged particle
%, = (Es,Fx)  €* and e~ from pair production

W, = (W F)  intermediate virtual photon 4-momentum

The kinematic variables for the trident process are shown in Fig. A.1. The minimum
number of laser photons required to produce a pair is:

4m*(1 + %)

= ol —cea) (A.29)

The diffcrential reaction rate for the trident process, assuming the two-step model
shown earlier, is

dW(WWBw)(E ) ‘ma: ds' 3’ dW(MPBW)(E*)
- é\:ﬂo / ( ) SE R (s
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where WWBW is used here as a short term for the multiphoton trident process,
MPBW denotes the multiphoton Breit-Wheeler pair production process, « is the
fine structure constant and s is the square of the center-of-mass energy. In the last

expression above the integration limits are defined as:

slmin = m2(1+'12) (A31)
by = (f-m 1+1,=)2 (A.32)

In Eq. A.30 it is more physically transparent to replace the integration over s’ with
one over w'. Then the following substitutions need to be made:

d3‘/8' = dw'/w'
Szl S = Wha /W'
War = Sinor (\f’(l +7?) + 2Enw(1 — cosa) — m\,/l_-!»_n’)
™ 2w(l-cosa) 2nw(1 — cos a)
wo. o= ‘s:nin - 2m2(1 + 1)2)
min 2nw(l —cosa) nw(l — cosa)

Using these last expressions, Eq. A.30 becomes:

dWWWBWY(E *) 2 /d.,.., (w'm) dWMPBW)(E,)
w' o'

A33
dEy dE, (A.33)

’l>no n\ln

A.3 Space-Time Integration

In order to find the total interaction rates for the various processes discussed in the
previous section, we need to integrate them over space and time. For this purpose
both space and time are divided into small space-time elements (STE}, and for each
of t.hém the yields of the beam-laser interactions are calculated. At the end of the
integration the different space-time element results are combined to give the total
interaction rate. In such an approach it is agsumed that the electron and laser photon
densities —which are defined in the same way as in section 2.3.2 of chapter 2— remain

constant within each STE and therefore the integration grid needs to be defined in
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xl

electron or
photon beam

Figure A.2: Schematic of the two coordinate systems employed by the numeric inte-
gration code as described in text (from [62]).

such a way so that this is accurately true. In addition the definition of the integration
grid nceds to take into account the fact that the laser beam is focused and therefore
the step sizes should become smaller as we approach closer to the laser focus,

For calculation simplification, two coordinate systems (CS) are defined. The first
one, called the laser CS (2/,1/, 2"), has its 2’-axis parallel to the direction of the laser
propagation. The second coordinate system, called the clectron CS (z,y, z), has its
z-axis parallel to the direction of the electron beam propagation. The origin O' of
the (#’, 3/, 2') system is at the laser focus, while the origin O of the (z,y, #) system is
chosen so that the density of the beam electrons is symmetric around it and so that
O' is at z = 0. The two coordinate systems are shown in Fig. A.2. An offset in the
two CS origins in  and y has also been accounted for. The transformation between

the two coordinate systems is:

g = —zsina+(z - z;)cosax (A34)
¥ = y-vy (A.35)
7 = zcosa+(z -z, )sine (A.36)
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volume
element dV

Figure A.3: Schematic of the integration grid along the 2’-axis and the z-axis. The
variable size of the volume element dV as a function of 2’ is evident. For this example
nZ =nf = 3 and n3 = n3 = 8 (from [62]).

The above equations can be viewed as a gencralization of the ones shown in sec-
tion 2.3.2 of chapter 2, when also an offset between the two interacting beams is
present.

The integration grid in space is defined in the laser CS and in units of 0,(z),
oy(¥') and oy, where the latter are defined in Eq. 2.117 and Eq. 2.118 of chapter 2.

In this case a single STE has a spatial volume

& L4 CJ 3
V() = () - ay(#) - dot = 22 @) 2yoy(Z) ngo, (A37)
Ry nv Ny
where
ng, Ny, Ay size of the integration volume in 2’,y’, 2’ in units of 0(2"), 0y ('), 0
ng,nd,nS : number of elements in the integration volume along 7,3, 7 '

It is clear from the above expressions that the STE dimensions along the 2’-axis and
the y’-axis depend on 2’. Aun example of the integration grid in the # — 2 plane is

shown in Fig. A.3, in which n% = n% = 3 and n2 = n8 = 8. The step size in time
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t=tatan

j &5
‘0‘09 beamn eliipse

Figure A.4: Procedure to find the initial and final times for the numerical integration
(from [62]).

and far end, which means that the o is calculated at the laser focus. Initially the
two cllipses are positioned at time ¢ = 0 taking into account any offset in z or ¢.
Then they are moved along z and Z both in negative and positive directions, until
they share no more common area. The distance from these two poiuts to the original
position defines #,u,,¢ and &,e,p respectively. This procedure tends to overestimate the
time integration range especially when a y offset is present too. In practice though,
this has only a minor effect on the CPU time.

A.4 Secondary Processes

The above space-time integration essentially refers only to the interaction of the initial
electron beam with the laser photons, i.e. the n-th order Compton scattering. We
will refer to this process as the primary process. The products of such an interaction
quite often are still inside the laser field and therefore can undergo further interactions
with the laser photons. These are the so called secondary processes. In particular
the scattered electrons can undergo further Compton scatterings, while the produced
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should be comparable to the step size along the z'-sxis, and can be specified by the

ratio

cdt
= ‘(TZT (A.38)

The integration over space and time for a specific process X ! proceeds as follows:

1. For a given time ¢, loop over all the volume elements dV in the integration grid.

2. Use the expressions in section A.2 to find the interaction rate Wy {this involves
integration over the energy, with a specified step size) and thus the interaction
yield from:

NiTE =Wy -dV - dt {A.39)

3. Add the yield found to the total up to this point yield for process X, i.e.:
Niget = Nigiat 4. N§TE (A.40)
4. Advance in time by a step size of ¢ - dt and start over at 1.

Fig. A.4 shows the procedure to find the initial £,;,;; and the final ¢,,, times for the
integration over time, which are essentially the times that the two beams (treated as

cllipses) start and stop to overlap with each other. The ellipse axes for the two beams

are defined as:
Qoger = N5 -0p (A.41)
Barer = 1% Op(zs) (A.42)
Gpeam = N3 -0y {A.43)
bagm = n% -0, (A.44)

where a and b are the ellipsc axes parallel and perpendicular to each beam’s direction

of propagation and 2/, is defined as the distance hetween the laser eilipse center

‘I the casc of the IP1 processes which are examined here, process X means the nonlinear
Compton scattering.



APPENDIX A. SIMULATION CODE DESCRIPTION 277

Figure A.5: Integration grid for secondary processes, s defined in text (from {62}).

high encrgy gammas can absorb several laser photons and result to pair production
according to the multiphoton Breit-Wheeler process. This last secondary process is of
extreme importance for the E-144 experimental setup, since it represents the only way
to pair creation. It is therefore imperative to account for such secondary processes in
the numeric integration code,

In numeric integration terms this leads to one more integration over time ¢’ for
cach volume element dV. The volume clement dV js kept constant in size and it
moves along the z-axis of the electron beam, while at the same time the laser pulse
continues to propagate along the #-axis. This is shown schematically in Fig. A.5.
Here the basic assumption that all the produced particles are moving along the z-axis
is made. This is fairly accurate since the angular divergence of the products of the
Compton scattering ate of the order of ~ 1/« or of about 10 urads. The step size
¢-dt’ should be comparable to the linear dimensions of the volume element dV at the
current location (), ¥}, 2}). This is achieved by choosing a step size according to the
formula

¢ dt'(25, ¥, 2) = min [e- dty(z},v;, 2), ¢ - dty(z, ¥}, 2)) (A.45)
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Ol

Figure A.6: Procedure to calculate the time step size c-dt’ for the secondary processes
{from {62]).

where

42 (25,1}, 24)

e diila, ), 4) = Z e (A.46)
o il ) = ) (A4

and dz'(2), 1, 2), d¢(z., 1, 2) are defined in Eq. A.37. This procedure is outlined
in Fig. A.6.

The starting point for the time integration is of course the location in time of
the primary STE. The first step size in the time integration is only half of the onc
indicated by Eq. A.45, because we assume that the first half of that time is spent
for the production of the secondary particles from the primary interaction. The end
point is taken to be the time at which the secondary particle is outside the laser
field. The criterion employed by the numeric integration to that end, requires that
the product Pyqgv = %7 - dV to be below a certain threshold, i.e.

P,,uv < F,,uv . PfﬂdV (A.48)

where PRo% is the maximum of Ppgy for all primary STE’s and Fhauv is a user
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input parameter to the numeric intggration. During the computation of the secondary
processes, the interactions of the produced particles with the electron beam is ignored.

A.5 Program Flow

The program consists of three main parts. The first part is the initialization section.
Here unknown parameters (like 9 and Y) are calculated from input parameters or
read from external files, memory is allocated, counters are initialized and all the input
parameters are written in the “log-file”. The second part is the actual integration part
where the loop over all the STE’s is performed. For each primary process specified
by the user (P1_X) the yields are calculated and the energy spectra, along with the
corresponding counters are updated at the end of each STE. Then the secondary
processes (P2 X) are calculated and the corresponding counters and energy spectra
are also updated. At the end of the calculation for each separate STE, the results
of the secondary process calculations and those of the primary process are added to
the total energy spectra. The calculation of either a primary or a seoc'mdary process
in each STE contains three additional loops. The first is over the input energies
(for primary processes the initial beams are monoenergetic so there is really no loop
here), the second over the different numbers of laser photons participating in each
multiphoton process and the last over the final energies. The third part writes the
results in the “log-file” and also frees the allocated memory. The program flow is
summarized in Fig. A.7. A large number of user selectable histograms are booked in
the analysis initialization routine. For primary processes these histograms (which can
be pracess specific) are filled at the end of each primary STE. This is also done at
the end of each secondary process STE. The analysis routines are fully dedicated to
this task. The most detailed information can be provided by histograms filled during
the so-called “incrst loop analysis” where results are stored in histograms after each

step in the input energy and participating photon number n loops. In the final

+find tstart and tstop
+optimize step-size in 2' and
*find (Do Poswrn 0V)mae
«allocate arays

«bulld lookup tables {opt)
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—> initialize, e.g: *read or calculate input photon spectrum (opt)

t

«initiatize counters, vanables, stc.
*print input parameters
> do integration:
«Initialize analysis
~loop over t
| ’
oflgo‘:)w:v; x —Ioo!p over Eiw
- ~loop over n
Ioop over ¥ loop over Eout
*calculate primary .
roces " —— calcylate yield
P ses P1.X supdate spectra
+update STE spectra *update counters
*analyze STE for . .
primary processes analyze ‘innerst loop'

loop over ¥ '
l rloop over Ein
s calculate secondary loop over n

Figure A.7: Numeric integration program flow

processes P2_X: {oop over Eout
+update STE spectra *calculate yield
+analyse STE for supdate spsctra
secondary processes +update counters
*update total spectra L *analyze ‘innerst loop’
*anatyze STE for
all processes
*final analysis
— terminate, 6.g.: «print results
»output histograms
+free arrays

summary (from [62]).

280
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analysis call, the results of both primary and secondary processes are combined in

histograms where the total yields are displayed. It is clear that the analysis routines

can considerably slow down the program execution.

A.6 Second Order Corrections

A.6.1 Effective Crossing Angle

Although in a macroscopic level the crossing angle between the electron and the laser
beam is § = 17°, in a microscopic level the actual crossing angle between the electrons
and the laser photons (which we will call the effective crossing angle) depends on the
position of the crossing point with respect to the laser focus. This is because the laser

beam is focused and the focusing angle can be defined as
) _ro_ 1
tané = ‘lm:o PR A

where r(2') the 1/e radius of the laser field intensity as defined in Eq. 2.115 of chapter
2, zg, ro the Rayleigh range as given by Eq. 2.113 and the 1/e radius of the field
intensity at the laser focus as given by Eq. 2.112 respectively, again in chapter 2 and

(A.19)

finally fg the f-number of the focusing optics introduced in section 2.3.2 of chapter
2. The effective crossing angle needs to be calculated for each STE for both primary
and secondary processes and the angle « in all the expressions presented in section
A.2 nceds to be replaced by oesy = 7 +cgy.

The average direction of propagation of the laser photons at the point (z{, ¥5, %)
is taken to be along the direction of the tangent R to the “1/r envelope” of the laser
field intensity at this point in the plane P, defined by (2}, #), zp) and the laser axis
as shown in Fig. A.8. The 1/r envelope is defined by the points (z', ¥/, 2’} with

Al 2) = 2 puf0,0,) (A50)

and r given by
_ PulEhv6. %)

200,0,23) (A1)
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/

zl

1/r intensity
enveliope In
Z - x'z' plane

Figure A.8: Effective crossing angle between the laser photons propagating along R
and the electron beam moving along B at the interaction point (5, ), 2) (from (62)).

In the plane P the envelope is described by the line

)= VR ) (A52)

@y
where r{2') is the same as in Eq. A.49.
If B is a unit vector pointing along the beam, the effective crossing angle is given
by L
tan é,y; = —-L%l'(fiR—l (A.53)

with

1B xR V28 + k22 cos? 8 + 2 sin? § + 2kzh2) cosbsind
B.R = +4kzysind—Zcos§ forzy >0
= ~kzpsind +zpcoséd for 4, <0

k= B
3 A
azgp + 2
and @ the ratio between the cffective and the diffraction limited focal spot area as
defined in section 2.3.2 of chapter 2.
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A.6.2 Effective Beam Density

In the calculations of the interaction yields during the numeric integration, the density
of the beam particles is needed. In general the density of the beam particles is
caleulated from the expression shown in Eq. 2.119 of chapter 2. Nevertheless for STE's
which are alrcady some distance inside the la.‘ser focus, part of the beam particles will
be lost due to previous interactions with the laser focus. The beam density needs to
be corrected for these losses, which increase with the distance covered inside the laser
focus and with the field strength.

volume
eloment dV

Figure A.9: Procedure for caleulating the effective density of beam particles. The
currently examined STE is moved backwards in time and the total interaction yield
of beam particles using the Klein-Nishina approximation is computed (from [62]).

In the numerical integration code this correction to the beam density is introduced
only for the electron beam particles. This is becanse of the following reasons:

1. The probability of electrons to Compton scatter, is orders of magnitude larger
than for high energy gaminas to convert into e¥e™ pairs through the Breit-

Wkheeler or the trident process.

2. The total probability for any order n of Compton scattering can be fairly ac-
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curately approximated by the Klein-Nishina probability describing the linear
Compton scattering.

3. Finally all the E-144 measurements are done using an initial electron beam,

‘The Klein-Nishina formula describing the total interaction rate for the linear Compton

scattering has the form:

emip.s 4 8 1 8 1
= ———— o —— A.5¢
w 16w Ex 'f [(1 Uy u?) ]n(l + ul) + 2 + w21+ 131)2] ( 5 )

where

2w, 2E;w(1 ~
wy = 2, 2ot~ coso) (A.55)

e
Fig. A.9 shows the method for calculating the new beam density. The current STE
is propagated backwards in time through the laser field in steps defined by Eq. A.45,
and the total interaction yield using the expression in Eq. A.54 is computed. The
new “effective” beam density is then derived by subtracting this yield from the initial

beam density.

A.7 Speed Optimizations

As already mentioned scveral times, speed of execution was one of the main driving
goals during the creation of the numeric integration code. An extensive array of speed
optimizations has been implemented to that end, after the following requirements and

observations:

1. The photon, electron and positron spectra produced by the simulation and
compared to the experimentally observed ones, should be affected as little as

possible.

2. Duc particularly to the overestimated range of the time integration, many STE’s
are characterized by low particle densities and contribute only slightly to the
total interaction yields.
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3. Higher order processes, which involve a larger number of simultaneously inter-
acting laser photons, vary nonlineatly with 4? and their yields are dominated
by few STE's characterized by high laser intensity.

4, Most of the CPU time is spent during the calculations of the secondary pro-

Cesses,

All the speed optimization options are either in the form of program options or of
input parameters, so that the user can have the maximum possible control over them.
This is highly desirable, since their effect on both the CPU time and on the simulated

spectra can be substantial.

A.7.1 Variable Step Size in 2’ and ¢

In section A.3, we discussed the ways of defining the range of the integration grid and
the step sizes in each axis 2", ¥ and #’ and also in time. From the discussion there
it is clear that although the step sizes in the =’ and y' axes depend on the location
on the 2 axis, the step sizes along the z’-axis and consequently in time are constant.
Therefore choosing a big step size dz’ along the 2'-axis, will result to possibly serious
inaccuracies in the simulation around the laser focus area, where the photon density
is at its maximum and in general varies quickly with 2. On the other hand a small
step size that will allow for more accurate simulation results, will increase the CPU
titne by a large amount. The solution to such a situation is to introduce a variable
step size along 2’ and ¢, that becomes smaller as we approach closer to the laser focal
point.

Ignoring the Gaussian profile of the laser beam along the #’-axis, the variation of
the photon density due to focusing is given by

a
a+(2'/zp)?
where py is the normalized photon density at the laser focus, a is the ratio of the

pZ) = po- :(:; = o (A.56)

effective A.s; and the diffraction limited Ap focal-spot sizes and A(2') is the laser
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Figure A.10: Example for the creation of the variable step grid along the Z'-axis. Here
Ak =0.1 and the default step size is da’ = z5 (from [62]).
area defined as:

A =ar(@) = Ay [a + (z’/z,)’] (A.57)
The distance z’(k) for which the photon density has dropped by a factor of (1 — &)
with respect to the one at the focal point, i.e.

p(Z (k) = (A~ k) po (A.58)
is found to be using Eq. A.57:

(k) = g - Ti‘_"—k (A59)

Therefore a grid of points with central values z’{+i] along the 2’-axis and also along
time, centered around point 2'[0] = 0, the focal point, can be determined following
the expression .

Z|ki) = 2'(i - Ak) (A.60)
with Ak the maximum aliowable change in the photon density between the two steps.

Once the distance between the centers of two consecutive points in the grid Az’ =
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Zli+1]- 2[4} is equal or greater to the default step size d/, as shown in Eq. A.37, then
the variation of the step size stops and the rest of the steps are kept fixed and equal
to d2’. The steps along time dt are then adjusted accordingly following Eq. A.38.
The whole process is illustrated in Fig. A.10.

A.7.2 Low Interaction Yields

A considerable number of STE’s are characterized by low photon and beam densities
and as a result contribute very little to the total interaction yields of the various
processes examined by the simulation. It is useful to determine these STE’s and
exclude them from the numeric integration loops. This can be done by testing the
quantity Pppav = pi * Poeam + 4V, the product of the photon and beam densities with
the volume element. The interaction yield of the linear Compton scattering, which is
characterized by the highest interaction probability of any of the processes considered
in the numeric integration, is proportional to P,y. If this quantity is small therefore,
then the corresponding STE can be safely omitted from any further calculations. In
order to test Pp,qv, we need first to find the maximum value P35 that this quantity
can attain throughout the whole integration grid. This does not necessarily happen
at the laser focus, since in general the two interacting beams can be characterized by
certain offsets in space (%7, %rs) and in time 1,7, and so a loop over all STE's is
needed to determine P4 Then, during the integration, only the STE’s with

Pypoav > Rppav - Ppay (A.61)
are considcred, with R, is an input parameter to the code and represents the
minimum ratio between Py and P35,

A.7.3 CPU Intensive Processes

All the processes for which more than one laser photon is involved are nonlinearly

dependent on the laser intensity parameter 1 (in reality on 72). This means that a
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significant contribution to them arises only from STE's characterized by very high
ficld intensitics. Again a selection of only those STE'’s that result to substantial
contributions to the total interaction yield can be made, by looking at the quantity
Pyagv = 5" - dV. As in the previous section, the yields of the nth order Compton
scatterings are proportional to this quantity. In order to use it we need to determine
the maximum value PJ22%, can attain in the whole integration grid. Then once more

only the STE’s with
Pygmav > Ryanav - Prpngv (A.62)

are considered, where Ryanay is the minimum ratio between Ppgay and Poly.
Nevertheless applying this procedure to very high order processes, may result in
discarding all the STE's with the exception of the one that corresponds to F a3,
even if the minimum ratio Rypadv is small, as it is normally the case (a typical value
can be as low as 10™3). This is true even for very small variations in the value of 0.
For cxample in a process of order n = 100 and with 5 being still 90% of its maximum
value, the ratio Ppnav/Piaagy is as low as 7 x 10~7. Keeping only one STE may be
too drastic of an optimization. In order that extreme cases like this to be avoided, a
second quantity Ppgsy = 7% -dV is also calculated and compared to a maximum value

determined by the integration grid as usually:
Pooav = Rppav - Fragy (A.63)

Here Rpqv is the minimum ratio between Ppqgyv and Pi33) selected by the user. It
is usually set to a value around 0.5. Only STE’s for which at least one of the above
two criteria is satisfied are included in the integration. It is clear that for low orders

Rauav is the main selection factor, while for higher orders R4y dominates.

A.7.4 Optimization of Secondary Compton Scattering

The optimizations discussed in this section concern only the calculation of the sec-

ondary processes and do not affect at all any of the primary processes. The first
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Figure A.11: Gamma spectra produced during the first 4 orders of Compton scatter-
ing. At the bottom of the plot the w],, value for the integration over the gamma

energies during the numeric integration is shown for n = 4 and for both selection
criteria based on the field strength, as discussed in the text (from {62]).

optimization is based on the fact that secondary processes are important only when
their total yields are comparable to those of a higher order primary process, e.g. a
double linear Compton scattering (2 Jinear primary Compton scattering followed by
a secondary linear Compton scattering), is comparable to the second-order primary
Compton scattering for scattered electron energies below the n =1 edge. Above the
electron energy n = 1 edge, the spectrum is completely dominated by the primary
linear Compton scattering since no secondary processes of lower order exist. We can
therefore safely ignore the secondary Compton scatterings for the cases when the
scattered electron energy is above a cutoff E,,,, without any essential effect on the
derived electron or photon spectra.

Fig. A.11 shows the energy spectrum of the high energy gammas for the first 4

orders of Compton scattering. Several characteristics are evident:

1. The energy spectrum of a gamma produced in an nth order Compton scattering,

extends to higher encrgies than the spectra of the gammas produced. during
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lower order Compton scatterings.

2. The interaction yields differ between two consecutive order Compton scatterings
by a factor of ~ 1/7?, especially when 5 < 1.

3. The spectrum peaks close to the endpoint &/ . (n).

The above observations suggest that the secondary processes of order n involving
the high energy gammas, can be limited to those gamma energies «’ for which their
contribution is dominant and in particular to the ones which are higher than the
maximum gamma energy of the previous order. The algorithm employed by the
numeric integration code to decide the initial gamma energy w!,;, from which the
integration over the gamma energies is started, takes into account the laser field

intensity parameter # and is described by the following two equations:

Whae(n —2) + (0 ~1)

PETh: wpn = 3 forn>2 (A84)
= 0.95-uw],.(1) forn=2 (A85)
=0 forn=1 (A.66)
P<Tpn: Wy = Winez(n ~ 3) ;u/”‘“ (n-2) foon>3 (A6
= 0.95-w,..(1) forn=3 (A.68)
=0 frn<2 (A69)

The parameter Tj is an input paramcter defined by the user.

A.7.5 Optimizing the Breit-Wheeler Pair Production

A basic characteristic of the multiphoton Complon scattering, is that the resulting
energy spectra of the scattered clectrons, or the produced high energy gammas, have
a shape and an energy range that strongly depends on the order n of the Compton
scattering. In contrast, the energy spectra of the electrons or positrons of the pairs

produced during the multiphoton Breit-Wheeler process, and as a result also the
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trident energy spectra the way treated in the numeric integration code, do not have
such a dependence on the order n. These spectra are fairly symmetrical around the
half energy of the initial high energy gamma used for the pair production. This
means that different orders of multiphoton pair production contribute only to the
total electron and positron yield without affecting essentially the form of their energy
spectrum.

As already discussed in section A.5, for both primary and secondary processes
a loop over the number n of interacting photons (different orders of multiphoton
processes) is made. Evidently it is advantageous in terms of required CPU time,
to stop this loop aver n at a point where the contribution to the total yield of the
primary or secondary multiphoton Breit-Wheeler or trident pair production becomes
negligible. The numeric integration keeps track of the total probability Wes.-{(n) of
the specific order n and terminates the loop 88 soon as

Wete-(n) < WRE - Rpw (A.70)

i.e. the contribution W, -(n) of the last calculated order has dropped below the
fraction Rgu of the maximum contribution W22z of all orders calculated so far. The

ete

ratio Rpw is a user input,

A.7.6 Effect of Optimizations

1t is important to estimate the cffect of all the previously described speed optimiza-
tions. As an example, the case of an electron beam colliding with a circularly po-
larized green laser is taken. The processes considered are the primary multiphoton
Compton scattering (P1.NLCS), the primary trident multiphoton pair production
{P1LWWBW), the secondary multiphoton Compton scattering (P2_NLCS) and the
sceondary multiphoton Breit-Wheeler pair production (P2.MPBW), all up to the or-
der of n = 20 and with typical input parameters for the laser pulse, electron beam

and space-time grid. Only the optimization discussed in section A.7.1 is not studied
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separately, as it Is by default included in the calculation procedure and is essential
for better result accuracy.
The numeric integration results monitored during these estimates are the follow-

ing:

o Ny, all: the total number of photons produced.

o Ngte-, all: the total number of pairs produced.

o Nt.-, trident the total number of trident pairs produced.

o N, n = 1, 19-20 GeV: the number of scattered electrons with energies
between 19 and 20 GeV produced primarily by n = 1 Compton scattoring.

o N.-, n = 2, 14-15 GeV: the number of scattered electrons with energies
between 14 and 15 GeV produced primarily by n = 2 Compton scattering.

o Ne-, n = 3, 9-10 GeV: the number of scattered electrons with energies
between 9 and 10 GeV produced primarily by n = 3 Compton scattering.

e N.-, n = 4, 68-7 GeV: the number of scattered electrons with energies
between 6 and 7 GeV produced primarily by n = 4 Compton scattering.

The number of calls to the integration routines for each process examined and the
total CPU time is used to measure the effect on the speed:

o calls to NLCS: the number of calls to the multiphoton Compton scattering
routine,

e calls to MPBW: the number of calls to the multiphoton Breit-Wheeler pair
production routine. |

o calls to WWBW: the number of calls to the multiphoton trident pair pro-
duction routine.

« total calls: the total number of calls to all the multiphoton processes routines.

o total CPU: total CPU time measured in SLAC CPU seconds.
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Speed Optimizations

B P
Rrzogy’ Przey |” Emax [ Tz ¥ Raw
none | Ty 1091206 | =20 | 01 | =10°

N all | 225x107 jo56% | 956% [Q4T7%| 47%| 047%
Noweall | 466x102 | 998 % 986% [986%| 986% | 986%
Now tid | 247x10% [ 100 % %% |960%| 9%9%| 969%
Neo 0=t 1 iooneb |os7%| 7% [os7%| ss7%| es7%

{1920 GeV)
NQ-, n=2
{1415 GeV)
N, n=3
(9-10 GaV)
N, n=4
{6-7 GeV)

35910 | 994 % 893% |90% | 000%| 90%
14tx0° | 997 % 996% (995% | 994% ] 994 %

1.22x10' | 998 % 996 % 95% | 992% | 992%

calls to o %
NLCS 2162x10° | 204 % 361% |214%]) 1.23%] 1.23

calls 10
MPEW 483x10° | 537 % 405% laos%| 405% ) 225%
calls to
WWBW 131x10° | 236 % 063% |063% | 063% ! 063%

total calls | 2775x10f | 331 % a70% [240% | 168% | 138%

total CPU

25742 | 307 % 3T7% |249% | 180% | 1.56%
(SLAC sec)

Figure A.12: Effcct of the various speed optimizations on the precision and execution
speed of the simulation {from [62]).

The table in Fig. A.12 shows the results of such & study. Each column represents
a different optimization element introduced in the simulation, in addition to any
ones already introduced eaclier (this is what the symbol @ indicates) and it shows
the fraction of the monitored values with respect to their initial values when no

speed optimizations arc included. The optimization in the second column, rejects all
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STE's characterized by a low reaction yield, as discussed in section A.7.2. The third
column shows the additional effect of the optimization of the CPU intensive processes
P1.WWBW, P2_.NLCS and P2.MPBW, as discussed in section A.7.3. The fourth
and fifth columns show the individual effect of the two speed optimizations introduced
for the P2.NLCS process, as discussed in section A.7.4. Finally the last column
shows the effect of the multiphoton Breit-Wheeler secondary process optimization,
as discussed in section A.7.5. In brief the table shows that the introduction of the
speed optimizations does not affect any of the monitored values by more than 5% in
the worst case, while on the other hand it improves the CPU time by a factor of ~ 65.
Clearly the numbers presented in Fig. A.12 depend on the type of the simulation and
the input parameters used.

A.8 Saving Results

The principle simulation outputs are particle spectra for a variety of different pro-
cesses. Each spectru;n is stored in the form of an array sp[..] with dimension m
and an array index { within the range [0,m — 1). Each array element represents an
energy bin of width AE = E,,./m with E,,,, the upper limit of the energy spectrom ’
specified as an input parameter by the user. The most important of them, in terms
of the type of data taken and analyzed by the E-144 experiment are:

P1.NLCS : primary nonlinear Compton scattering,
P1.WWBW : primary multiphoton trident pair production,

P2NLCS : sccondary nonlinear Compton scattering,
P2.MPBW : secondary multiphoton Breit-Wheeler pair production.

The number of processes to be simulated is selected by the user and their final re~
sults are summarized in the form of energy spectra for all the photons, electrons and
positrons produced in the collision, Since a lot of the processes listed above are inter-

dependent, the final particle spectra contain the contributions from all the selected
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processes. For example, the Compton backscattered gammas from the P1.NLCS
process, can be used to produce e*e™ pairs under the secondary multiphoton Breit-
Wheeler process P2_MPBW and thus affect not only the positron but also the electron
spectrum.Similarly the resulting electrons and positrons can in their turn undergo
further nonlinear Compton scattering producing more backscattered photons, thus
affecting the photon spectrum efc..

In addition to the photon, electron and positron spectra, the combined spectra
of the produced pairs and the polarization of the backscattered photon beam as a
function of photon energy, are also stored in the form of arrays. Therefore the total
number of spectra calculated by the numeric integration for nonlinear QED (NLQED)

processes is:

phsp.nll..]) : total photon energy spectrum (NLQED),

elspnl(..] : total electron energy spectrum (NLQED),

pospni(..] : total positron energy spectrum (NLQED),

paspnl[..] : total ete™ pair energy spectrum {NLQED),
3

phponil..J : total photon polarization spectrum (NLQED).

Each STE is calculated independently of all the other STE’s for every primary process,

and therefore the total particle spectra are the sum of the spectra of each individual

STE
xxspall.]= Y stpxxspnll)], (A.71)
STEs

where stp_xxspnlf{..] stands for one of the following STE specific spectra for
NLQED processes:

stp-phsp.nll(..] : photon energy spectrum for STE (NLQED),

: electron energy spectrum for STE (NLQED),

: positron energy spectrum for STE (NLQED),

: e*e” pair encrgy spectrum for STE (NLQED),

: photon polarization spectrum for STE (NLQED).

stp_elspnlf..
stp_pospnll[..
stp.pasp.nlf..

e Aed Gt bd

stp.phponl(..
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Fig. A.13; shows the method for updating the various energy spectra in a simu-
Iation that includes the NLQED processes P1NLCS, P WWBW, P2.NLCS and
P2.MPBW, defined earlier.

The most effective way of storing and retrieving simulation dats, over a wide range
of input parameters, is by creating lookup tables. This method takes full advantage
of the numeric integration’s flexibility in handling different inputs and its speed of
exccution. The lookup tables are output data files in ASCII or binary form, that
contain energy spectra, like the ones described earlier, produced for a wide range of

the following seven input parameters:

1. leta: the laser field intensity parameter 7, varying between 0.01-1.00 in 41
equal logarithmic steps.

2. lare: the laser area in units of um?, varying between 10-50 pm? in 21 steps of
2 pm? cach. .

3. lwid: the laser pulse FWHM in units of ps, varying between 1-3 ps in 21 steps
of 0.1 ps each.

4. bsix: the clectron beam o, in units of um, varying between 10-60 pm in 21
steps of 2.5 um cach.

5. bsiy: the electron beam oy in units of um, varying between 10-60 pm in 21
steps of 2.5 pm each.

6. bwid: the electron beam bunch FWHM in units of ps, varying between 2-12
ps in 21 steps of 0.5 ps each.

7. toff: the electron-laser beam timing offset in units of ps, varying between 0-10
ps in 21 steps of 0.5 ps each.

The output data files can be merged in one master lookup table file, which can be
used cither directly via an interface program that reads and prints the simulation
predictions for a specific value of the above input parameters [63), or more conve-

niently translated into the form of ntuples and used by the analysis codes directly for
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Figure A.13: Schematic that shows the procedure for updating the various en-
ergy spectra for a nonlinear QED simulation that includes the processes P1_.NLCS,
P1.WWBW, P2.NLCS and P2.MPBW (from [62]).
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comparisons with the measured data. Since the plotting of the measured data rates
is done versus 7, its range was extended so that it covered three orders of magnitude

and consequently became the most important input for the creation of the lookup
tables.
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Appendix B
Event Selection

During the main chapters of the thesis and especially during the 46.6 GeV data
analysis, we discussed several cuts introduced to the data sample, aiming mainly at
improving the quality of the selected data. For this reason all those cuts were. applied
exclusively on the taser ON events. The number of events lost after the application
of those cuts was also discussed there. What was not mentioned in those sections, is
that the data sample on which all the data analysis cuts were applied, was selected
by an even larger data sample including both laser ON and laser OFF (the latter give
an estimate of the background levels) events, after introducing specific requirements
for the electron beam. This in fact was the first step for selecting the cvents that
were further analyzed. In this appendix a description of the event sclection based
on the electron beam requirements is given. In the following sections we tend to call
these requirements the beam related cuts, or more simply the beam cuts. One more
sophisticated beam related cut, the so called “shazam” cut is examined separately at
the end.
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B.1 Beam Related Cuts

The E-144 data acquisition system, in addition to a large array of other useful quan-
tities, also monitors a number of electron beam related quantities. These quantities
are called the electron beam parameters. Below follows a list of the electron beam

parameters, where each one is defined by the same symbol used also in the data

acquisition code:

o BCHA.: the electron beam charge (e~ /bunch).
o BENE: the electron beam energy offset with respect to the 46.6 GeV, or the
- 49.1 GeV when the beam energy was subsequently raised, nominal energy in

units of GeV.

o BXPO: the electron beam x-position at the interaction point (IP) in units of
m,

o BYPO: the electron beam y-position at the IP in units of pm.

o BXAN: the electron beam pointing angle in the x direction in units of prads.

o BYAN: the electron beam pointing angle in the y direction in units of prads.

o BPHA: the klystron 91 rf phase.

o BLOS: the difference of the beam charge between two toroids, located close to
the entrance and close to the dump of the FFTB line.

All the above beam parameters, with the exception of the beam charge related ones,
are reported by the accelerator feedback loops active during the data collection time
and their values are present on an event-by-event basis.

The sclection of the data sample for both the laser ON and the laser OFF events,
by looking at the beam parameters, is bascd on the fact that cvents with large fluc-
tuations in any of the beam parameters listed above, should be discarded. Large
fluctuations in the beam charge for example, mean that there is significant beam

scrapping on the accelerator pipe walls creating enormous background levels. Large
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Figure B.1: An example of the derivation of the beam cut value for the case of the
electron beam charge and for run 15323.The vertical lines show the limits of the +3¢
range, based on the Gaussian fit 0.

offsets in the position or the pointing angle of the electron beam at the IP can affect
seriously the spatial and temporal overlap conditions between the laser and the clec-
tron beams. Finally energy offsets, besides of introducing beam steering problems, it
can also seriously affect the event production rates. To avoid therefore large beam
parameter fluctuations, the 3¢ rule is introduced. For each run all the above listed
eight beam parameters are plotted separately and the statistical rms distribution is
extracted. The plots then are redrawn within the +30,,, limits around the mean
value and a Gaussian is fitted. The o of this last Gaussian fit defines the final 30
range within which the data events are kept. Fig B.1 shows such a plot for the case
of the clectron beam charge and for run 15323. An indicator, called the BFLA, is
assigned then to each data point. Events for which BFLA=0, are characterized by all

their beam parameters being within the £30 range, while events with BFLA>0, have
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Figure B.2: Distribution of the beam cut parameter BFLA for the total 46.6 and 49.1
GeV data sample. The shaded area corresponds to events for which at least one of
the beam parameters was not within the £30 range, as defined in the text.

at least one beam parameter that lies outside the 35 range. The value of BFLA in
this case is indicative of the number of beam parameters for that specific event, that
were found outside the 430 range and can vary between 1 (one parameter only is
outside) up to 8 (all parameters are outside). Only data events for which BFLA=0
are kept and subsequently analyzed. Fig. B.2, shows the BFLA distribution for all
the laser ON and lascr OFF events used in the 46.6 GeV and 49.1 GeV data analysis
described in the main part of the thesis. About 21,000 events are found to have
BFLA>0, which correspond to ~ 7.5% of the initial data sample.
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B.2 The Shazam Cut

There are data events that are characterized by high background levels, which can
be seen, for example, in all ECAL rows, even the ones far away from the beam pipe,
like rows 5, 6, 7, 8, which in principle are not supposed to see any signal at ail.
These background events have no laser origin, but are characteristic of poor electron
beam conditions; for example events where the linac energy feedbacks do not perform
well. From the accelerator operator’s point of view, they look like big electron flashes
hitting all over the accelerator pipe walls and producing background electrons of
positrons of various energies. We call these events the “shazam” events. Fig. B.3
shows the shazem events for the case of the 49.1 GeV data. The top three plots show
the signal of the center pads of row 5 of ECAL versus that of row 1, both for the
laser ON (left) and the laser OFF (center) events, It is clear from the laser OFF plot
that we have at least three events that ave characterized by high energy backgrounds.
These are scen much better when the distribution of the signal from row 5 of ECAL
is shown independently (right plot). The second plot triplet shows exactly the same
correlations, but now the signal from the outer pads of row 5 of ECAL is used.

Although the shazam events do not seem to be too many—they are usuvally en-
countered more often during the initial time of linac operation—we would like to cut
them away. The best way of doing that is by subtracting from the signal of the center
pads of row 5 of ECAL, the signal from the corresponding outer pads of the same
ECAL row, the latter being scaled by some factor, i.e. .

ECR(5) ~ o EOR(5) (B.1)

The scaling factor needs to be chosen in such a way so that the shazam events will
still be visible for the laser OFF events, but not for the laser ON events, when we will
try to correlate this subtracted row 5 signal to the signal from the center pads of row
1 of ECAL. If this is achieved, then we can introduce a shazam cut without hurting

any of the laser ON data. The best way of choosing the scaling factor is to find the
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Figure B.3: Demonstration of the shazam cut effect. This is a cut applied in order to
clean up events where the electron beam scrapes the accelerator pipe and produces
abnormal background levels.

slopes of the correlation plots shown on the left sides of the top and center triplets in
Fig. B.3, and determine their ratio. The resulting scaling factor found in this way is
a = 2.5. The bottom triplet in Fig. B.3 shows the correlation of the signal resulting

‘from Eq, B.1 with a = 2.5, with the signal from the center pads of row 1 of ECAL

for both the laser ON (left plot) and laser OFF (center plot) events, along with its

energy distribution (right plot). From this last plot we can introduce a shazam cut
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at £:20 GeV without loosing any of the laser ON events. The total number of shazam
events encountered in the whole data sample is ~ 10 and almost all of them belong
to the 49.1 GeV data sample.
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Appendix C

Nonlinear Compton Scattering

Results

In this appendix we briefly discuss the results from the nonlinear Compton scattering
data, taken during the August 1996 run. Although the main goal of that run was the
observation of positron events from multiphoton Breit-Wheeler pair production, the
experimental arrangement provided us also with the opportunity of simuitaneously
collecting data useful for studying the higher order Compton scattering processes [50).
The main reason for presenting the measured nonlinear Compton scattering data here,
is that their comparison with the simulation data, which are based on the input n
values, can check the validity of these values calculated from the lincar and nonlinear
monitor signals, as described in chapter 6. Although in that chapter we had a quick
glance at the ECAL data, only the analysis of the complete ECAL data sample can
provide us with the means of fully checking the reconstructed % values, since the
ECAL data probe higher orders of nonlinear Compton scattering than the nonlineag

monitors do.
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C.1 Experimental Setup

For the nonlinear Compton scattering process, the electron calorimeter (ECAL) be-
comes the primary detector. Fig. C.1 shows the experimental setup for nonlinear
Compton dats collection. Briefly, high energy electrons interact with the tightly

IP1

o > Iaser//_}/' photons COM1
e
| ’scaﬁe,e}u 46.6 GeV o's

electrons ECAL
= dump magnet |

Figure C.1: Setup for the study of the nonlinear Compton scattering.
focused laser beam, according to the reaction
e+ nwy — € +w, (C1)

as already described in the main part of the thesis (see for example chapter 1). The
laser is linearly polarized with a wavelength of 527 nm (green) and a pulse FWHM of
the order of 1.5 ps. The laser cnergies vary between 250 mJ and 750 mJ. The produced
high energy gammas, move forward and they can be detected by the forward gamma
Cerenkov detector, called CCM1. The scattered electrons are bent by the permanent
bending magnets, located after the interaction region (IP), towards ECAL. ECAL
itself is moving vertically during the runs, so that more than one orders of multiphoton
Compton scattering are measured. To avoid saturation of the detector, the upper limit
of its vertical motion is placed well below the kinematic edge of the n = 1 scattered

elect.mgns. Fuor these runs, only the signal from the top row of ECAL has been analyzed,

APPENDIX C. NONLINEAR COMPTON SCATTERING RESULTS 308

since this row shows the smallest signal reconstruction errors (for details about the
ECAL reconstruction method, see section 5.1.3). Consequently, onlyn=3andn =4
Compton electrons have been analyzed. In order to accurately compare the data with
the theory, the simulation needs a value for the laser intensity parameter 5 as an input
(see appendix A for a description of the simulation code). As already described in
chapter 6, the n values are reconstructed by the measured signals from the N1, N2
and N3 monitors which intercept first-, second- and third-order Compton scattered
electrons. If the  reconstruction on an event-by-event basis is done correctly, the
simulated data should be in good agreement with the data measured by ECAL, since
the last essentially also looks at Compton scattered electrons, albeit higher order
ones. It is important to stress here that agreement between the simulation and the
measurement does not necessarily indicate agreement with the theory describing the
physical processes, but merely the validity of the n reconstruction method. Older
data samples, for which n was'independently reconstructed by the measured laser
parameters, have already confirmed the validity of the theoretical description (see for
example [60], [50], [59]). For normalization to the n = 1 Compton signal, the reported
signal of the two Cerenkov counters that look at linearly scattered Compton electrons,
described in section 5.2, is used, instead of the gamma monitor CCM1 signal, which

for the reasons stated in that section, was used only during calibration measurcments.

C.2 Data Analysis and Results

Two main data samples were taken, the first one using an electron beam of 46.6
GeV, and the second one an electron beam of 49.1 GeV. We will discuss results from
both data samples. For a detailed description of the data analysis of the nonlinear
Compton scattering data shown here, see [50]. The event selection criteria were the
same for both data samples analyzed, so we wiil present them together here. Five

types of sclection cuts have been used:
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n

L~ ¥ Y
of the beam parameter

="

of their normal values (see Appendix B for a discussio

cuts).

2. Overlap cut. The ratio of the measured 4 flux over the simulated one without
jitter, i.e. Nugta/Nyim, needs to be more than 0.7.

3. DAQ cut. A cut on the DAQ trigger time difference, for both laser ON and
laser OFF events is introduced. This is to ensure that events that were wrongly
confused as laser ON or laser OFF cvents, will not be considered in the data

analysis (see a discussion of such a type of cut in section 5.3.3.

4. Laser cut. Only events for which the laser intensity parameter 7 is available,

and for which thexefore a simulation prediction exists, are considered.
5. ECAL cut. Events for which ECAL is saturated are discarded.

More than 5000 events are lect after applying the above cuts from the 46.6 GeV
data sample, and about 1000 events from the 49.1 GeV data sample. For both data
samples the ECAL rate is normalized to the measured n = 1 rate according to the
formula

1N,

ECAL rate = I_V; dp

where dN, the number of electrons detected within the momentum acceptance dp.

(C:2)

In the case of the 46.6 GeV data sample, the data were grouped in 9 5 bins with
A7 of 0,02 within the range of 0.14 < 5 < 0.32. The data within each of the 9 5 bins,
were further grouped according to their momentum, into momentum bins with Ap
of 0.4 GeV, in the momentum range of p,- =6-11 GeV. We have therefore a total of
~ 110 bins. Within each one of those 110 bins, the average signal (S) value is found
using the formula

w;S;

N .
) =2, — (C3)

=1 W
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PFigure C.2: Results on the nonlinear Compton scattering showing the scattered elec-
tron momentum spectra, using a linearly polarized green laser beam and a 46.6 GeV
electron beam. Solid circles show the measured rates, while open circles the simulated
rates.

where w; = 1 and N is the number of events in the bin, slong with the RMS value
of the signal distribution. Errors then are calculated as 242 for each bin. Fig. C.2,

shows the comparison of the measured nonlincar Compton rates in cach of the 8 7
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bins as function of the electron momentum, to the simulation data. The average error
from the 5 reconstruction is {42) = 11% and therefore the expected uncertainty on
the simulation data is of the order of 2. The measured data agree with the simulation
within this error, verifying the validity of the n reconstruction. The n = 3 platean
is clearly visible, while due to energy smearing the n = 4 is not. Fig. C.3 shows the
variation of the nonlinear Compton rates as a function of thé laser intensity parameter
7, for 9 different electron momenta. Again both the measured and the simulated data
are shown. In the n = 3 region the data follow an 7* power law. This is not exactly
the expected 7°*1) = p* power law (p** = 1° for n = 3 processes, “minus” n? for
normalizing with respect to the n = 1 signal), because the electron spectrum for
a fixed momentum range of ECAL changes with the field intensity 0, resulting to
the ECAL measuring different parts of the n = 3 energy spectrum for different field
intensities. For the same reasons, the n = 4 region follows a power law of n° and not
of 1%, as expected from the theory.

In the 49.1 GeV data sample the same procedure is applied. Again the data are
grouped in 9 n bins with n values in the range of 0.12-0.24 and with Anp = 0.02.
Within each n bin the data are arranged in momentum bins 0.4 GeV wide, according
to their electron momentum .-, in the range of 6-11 GeV. This arrangement results
again to a total of ~ 110 bins. The signal average values and the errors are calculated
in the same way as in the 46.6 GeV data sample. Fig. C.4 shows the measured and
the simulated data in each of the 9 n bins as a function of the electron momentum
Pe-. There is again good agreement within the simulation uncertainty of a factor of 2
that corresponds to an average error in the 7 reconstruction of (%‘z) 2 10%. Similarly
Fig. C.5 shows the variation of the simulated and the measured nonlinear Compton
rates with the laser intensity parameter 7, for 7 different electron momenta. Although
the agreement is not bad, it is worse than in the 46.6 GeV data sample, mainly due
to the lower statistics. The same power law behaviors, as the ones for the 46.6 GeV
data sample are observed here too.
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n n L}

Figure C.3: Results on the nonlinear Compton scattering showing the signal depen-
dence on the laser intensity, using a linearly polarized green laser beam and a 46.6
GeV electron beam. Solid clrcles show the measured rates, while the open circles the
simulated rates.

Independently of the previous discussion of the comparison of the measured ECAL
data with the simulation, looking at the electron spectra, does not provide us with a

clear cut between the nonlinear Compton scattering and the multiple Compton scat-
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Figure C.4: Results on the nonlinear Comnpton scattering showing the scattered elec-
tron momentum spectra, using a linearly polarized green laser beam and a 49.1 GeV
electron beam.

tering. The first process involves the scattering of a high encrgy electron entering the
intense laser field by more than one laser photons at the same space-time point and the

production of a high energy gamma, while the scattered electron as a result becomes
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Figure C.5: Results on the nonlincar Compton scattering showing the signal laser
intensity dependence, using a linearly polarized green laser beam and a 49.1 GeV
electron beam. .
much less energetic. It is therefore a coherent process, since more than one laser pho-
tons participate simultaneously. The second process on the other hend, iuvolves the

Compton scattering of the high energy electron off single laser photons, several times
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Figure C.6: Preliminary results that show the second order Compton <y energy spec-
trum.

during its traversal of the laser focus. It is therefore an incoherent process, since only
one laser phaton participates every time, It turns out that the kinematics for these
two processes are exactly the same, resulting in the same kinematic edges observed
in the scattered electron spectrum. Although, as it has been shown elsewhere [60],
their expected rate is fully incompatible with the observed scattered electron rate in
ECAL, only a look at the emitted gammas can provide us with an unambiguous way
of separating the “coherent” from the “incoherent” Compton scattering. The gammas
produced by multiple linear Compton scatierings, are less energetic than the gammas
produced in a single nonlinear Compton scattering. The CCD detectors described in
the previous section provide us with the means of measuring the energy spectra of
those 4's.
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As mentjoned in section 1.2, in order to measure the spectrum of the forward 7's,
a thin converter (foil or wire) was placed in the 0° line, and the produced electrons
and positrons were diverted horizontally by a bending magnet onto the four CCD
pairs, positioned on either side of the line. In view of the high event rate no attempt
was made to reconstruct the s, but the positron or electron spectrum reflects the

- spectrum of the parent gamma. Such a spectrum is shown in Fig. C.6 {64). Itis based

on the events of a single data run {run 15296}, where a total of 2578 events after the
selection cuts are used. Out of this number of events, 68 are found to be above the
30 GeV/c line, which characterizes the n = 1 edge in the case of a laser intensity
parameter 7 = 0.3 and they can therefore be interpreted as 7's produced by a second-
order Compton scattering. The dashed line shown in the same plot, represents the
expected theoretical spectrum, which as it can be seen, agrees well with the measured
data. We can conclude therefore that we have definitely observed nonlincar Compton

scattering, and this is verified in an unambiguous way by the measured 7y spectrum.
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