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Abstract 

vi 

We present the results of an experimental study on e*e- pair production during 

the colbsion of a low emittancc 46.6 GeV electron beam with terawatt laser pulses 

from a Nd:gla.ss laser at 527 nm wavelength and with linear polarization. The exper- 

iment was conducted at the Final Focus Test Beam facility in the Stanford Linear 
Accelerator Ccntcr. Results with a 49.1 GeV electron beam are also included. A 

signal of 106 f 14 positrons for the 46.6 GeV electron beam case and of 22 f 10 

positrons for the 49.1 GcV case above background, has been detected. We interpret 

the positrons es the products of a two-step process during which Iaser photons are 
backscattered to high energy gamma photons that absorb in tbeir turn several laser 

photons in order to produce a e+e- pair. The data compare well with the existing 

theoretical models. This is the first observation in the laboratory of inelastic Iight- 

by-Iight scattering with only real photons. Alternatively, the data are interpreted as 

a manifestation of the spontaneous breakdown of the vacuum under the influence of 

an intense externai alternating electric field. 
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CHAPTER 1. INTRODUCTIOh’ 

Chapter 1 

1 

Introduction 

1.1 Physical Motivation 

Quantum electrodynamics (QED) hss bocn tested extensively in the weak field regime, 
where the theoretical perturbative methods lead to results that agree to a fantastic 
accuracy with the measured data. In the cass of strong fields the application of 
perturbative techniques is of limited applicability and the different processes can be 
treated only within a semi-classical theoretical frame. This strong field region has 

traditionally been defined as the one for which external electrostatic fields approach 
or exceed the QED critical field etrcngth 

E nit =i d/e = 1.32 x lOI V/cm (A = c = 1) O-1) 

which is defined us the field for which tbc energy gain of an electron, when actelmted 

along a distance equal to its Compton wavelength, is equal to its rest mass. Devei- 

opments in intense “tabletop” laser technology, allow short light pulses to achieve 

&id strengths of the order of - 10 I’ V/cm over a small focal spot area. Such a 

laser, employed in au oxpcrimeut at the Stanford Linear Accclcrator Center (SLAC), 
achieved a peak field strength of 3 x lOLo V/cm. In the rest frame of a 46.6 GeV 

electrou, as provided by the twomile long iinac at SLAC, and for head-on collisions, 
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this is equivalent to 5.6 x 10” V/cm and very close to the critical QED field strength. 

In fields of this strength various nonlinear effects become dominant. 

The production of ese- pairs during the scattering wa8 of two real photons wr+ 

first considered by Breit and Wheeler: 

WI + c+ -4 e+e- 0.2) 

The cross section for this process was calculated to be of the order of 83, where re 

the classical electron radius [l]. Notice that this interaction differs from the Bethe 

Heitler process which involves one real and one virtual photon from the field of the 

nucleus [Z]. Interactiou 1.2 has never been observed in the laboratory, although it 

is believed to occur in astrophysical processes 131. Already in their paper Breit and 

Wheeler commented on the hopelessness of observing such a process in the laboratory, 

due to insufficient photon densities available experimentally and the smallness of the 

cross-section. 

The availability of strong external fields provided by intense lasers, led to a re- 
consideration of the Breit-Wheeler process by IZeiss [4] and others 151, [9). It i8 clear 

thut energy conservation dictates that the minimum cc&r-of-mass (CM) energy of 

the interacting photons for the production of one pair, must be at least 2m M 1 

YcV. This obviously precludes the production of a pair by two colliding laser be8ms. 

Nevertheless sufficient CM energy can be achieved if the laser beam interacts with a 

very energetic photon beam, like the one produced by the backscattering of the laser 

beam off a high euergy electron beam. For a green laser with wavelength X = 527 nm 

(2.35 cV), 8 minimum gamma energy of 111 GeV is necessary. Even at SLAC with 

a 46.G GeV electron beam, the maximum energy of the backscatterod gcunma from a 

527~nm laser is ouly 29.2 GeV. But in stroug electromagnetic fields, a8 the one that 

the ker mentionecl above can deliver, the initial stnt.c8 for the production of a pair, 

c8n invoivo more than out laser photou [4] aud in fact the number of the interacting 

photons becomes very large a8 the dimensionless invariant parameter r7 defined 88, 

(1.: 

approaches or exceedu unity. In Eq. 1.3 o~8 is the laser laboratory energy, EIM 

the rootmean-square of the electric field of the laser, A" is the &vector potenti 

and m, e are the mass and charge of the electron. For the peak electric field 

3 x lOto V/cm * E,,, = 2.2 x lOlo V/cm, for a 527-nm laser, 1) N 0.36. 

Therefore the pair production can be viewed a8 the result of a two-step prom 

iir8t the interaclion 

e-+iw-bd-fw, (1.1 

necessary to produce the high energy backscattered gamma w, takes place and it 

followed by 

w, + 7udo -4 e+e- (l.! 

which can be considered 8s the generalization of the singlc photon BreitWheel 
process. For a 29 GeV gamma and a 52?-nm laser, this last interaction becorn 

accessible for n 2 4 photons. The two processes c8n take place at two differ 

interuction regions; in the first region the high energy gamm88 are produced ar 
are then transported to the second region where the pairrr are produced. They CI 

also happen withiu the focal region of a single laser, where the energetic gamm: 

produced by the first interaction (by multiphoton Compton scattering) can intera 
with n laser photons, while still inside the laser focus, and produce pairs. In f8ct, tl 

lutter configuration is the one used to interpret the observed positron data reporti 

iu this thesis. A porwible background source in this case is the proces8 

(1.1 

to which wc refer 88 the trideat process For a 527”nm laser the trident proce 

requires n 1 5 laser photons colliding with a 46.6 GeV elcctrun beum. 
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Figure 1. I: Schematic of the experimental setup. 

In the case where the process of Rq. 1.5 involves many laser photons simultane- 
ously, we can consider it as an interaction with the field as a whole and not with 

individual quanta Then we can interpret it es a barrier penetration process, where 

virtual e+e- pairs become real when they are spatially separated by the external geld 

with the expenditure of energy. The potential energy necessary for this is e&Al 2 2m 
and for Al of the order of a Compton wavelength, it leads to the value of the critical 

QED field strength. The probability for penetrating a barrier with “thickness” AI is 
given hv 

4 CIiAPTER 1. lNTRORUC!PION 

1.2 Experimental Overview 

5 

P-exp(-~) =~p(~~) (h=c= I) (1.7) 

wv11clr! 

T = E*/Evi( (14 

an invariant and dimensionless quautity; E’ is the field as seen in the pair rest frame. 

These re;lctions will bc discussed extcnsivcly in the following chnpter, while the final 

comparison with the measured data is given in the last chapte! of this thesis. 
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Figure 1.2: Schematic of the FFTB dumpliue, where the El44 experiment is located. 

The experiment (SLAC,E144), was carried out in the Final Focus Test Beam (FFTB) 
line at the Stanford Linear Accelerator Center (SLAC). FFTB is a prototype beam 
line dcsigncd to study the focusing of high energy electron beams down to 50 nanomc- 

tcr spot &es, which is one of the major challenges that need be addressed in the Next 

Linear Collider (NLC) design 171. The exact location of the El44 expcrimcntal sotup 
is the FFTB dutnp or extraction line. A schematic of the magnets in that line is 

shown in Fig. 1.2. Fig. 1.X shows the fayout of the detectors and diagnostics used 

during t.ha data coilection. The electron beam is brought down to the’intcraction 

region (IP), which is located 12 m downstream of the FFTB Final Focus (FF), and 

is focused to a roughly 25 pm x 35 pm spot size. A set of 26 pm thick Al wires am 

used to measure the electron beam spot aixe~ at the I P. Electrons of energy 46.6 GcV 

or 49.1 GcV in 7 ps FWHM bunches containing 5-7 xl@ electrons, were delivumi 
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to the IP. The tuning of the electron beam and measurement of the beam size are 

described in more detail in chapter 3. 

476MI-l~ from Mac 

I %%JasS 
amplifier Z=-/ 

spatIaI filter 

t(DP 
crystal 

Lt 

compression 
stage 

1 J.1.5ps.O.527/un 
0.5Hz To electron beam 

Figure 1.3: Ovcrvicw of the laser system. 

The laser is a Table Top Terrawatt (Ts) laser, that opcratcs at a 0.5 Hz repetition 

rate. A schematic of the laser is drown in Fig. 1.3. It can deliver pulses at wavefength 

X = IO54 nm, or after frequency doubling at X = 527 nm (green) [8]. The polarization 
of the laser beam can bc chosen to be either linear or circular, using a liquid crystal 

polarizer. Both IR and green laser pulses have been dclivcred at the interaction point, 

with rnaxirnurn enerkieu of 2 J and 1 J rc~pc&ively. Tfm laser pulse is focused down 

to 2 times its diffraction limited area for the IR case, and 4.7 times for the green case, 

while the pulse lengths achieved are 1.5 pa for both wavelengths. Intensities above 
10’s W/cm* at the laser focus have been achieved. The laser is based on the Chirped 

Pulse Amplification (CPA) technique and consists of a modelocked Nd:YLF oscfHator, 

a Nd:glass regenerative amplifier, a two pass N&glass rod amplifier and finaIly a 

flashlamp-pumped Nd:glasz slab amplifier. Synchronizing picosecond long electron 

and laser pubes is challenging and is achieved by full utilization of the accelerator’s rf 

structure. The laser system, along with the timing of the two beams and their spatial 

alignment, is described in detail in chapter 4. 

After passing through the interaction point, the electrons continue downstream 

through the FFTB/El44 spectrometer, which consists of 6 permanent bend magnets 
(dipoles), with a mean field of 0.5 T. Four much weaker dipoles, are positioned around 
the IP, in order to reduce synchrotron radiation bachgrounds in the forward direction. 

The arrangement of all the dipoles is shown in Fig. 1.2. Electrons and positrons exit 

the spectrometer and are detected by two silicon calorimeters positioned as shown in 
the figure. The tracks followed by charged particles, produced at the interaction point 

arc also shown. The two calorimeters, referred to as ECAL and PCAL, are of similar 

construction 191. They consist of alternating layers of silicon and tungsten. Each layer 
in ECAL is divided into 12 rows and 4 columns, resulting in 1.6 x 1.6 cm’ active 

area pads. The longitudinal layers are grouped in 4 segmeuts. In the case of L’CAL, 

only 8 rows are used. In addition to the two calorimeters, an array of monitors and 

counters is also installed. The complete Iuyout is shown in Fig. 1.1. Two monitors 
detecting electrons from nonlinear Compton scattering are located in front of ECAL, 

they intercept second- and third-order Compton scattered electrons, and are referred 

to as the N2 and N3 monitors. The monitor signals are used for the reconstruction 

of the laser intensity parameter ‘I, as described in chapter 6. Both monitars are gas- 

Ccrcnkov dctcctors, due to the fact that this type of detectors is Icas sensitive to 

background radiation. Of similar design are the so called linear monitors [Ml]. There 
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Ecal, Peal: Si-Tungsten 

E-Cal: 3 towers 
P-Cal: 4 to 

1 tower = 
4x4 pads 

1 pad = - 
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of 1 x0 

Figure 1.4: Schematic of a typical El44 calorimeter. 

are two types of linear counters, the ones that look at forward propagating Compton 

produced 7 rw (CCMl), and the ones that look at Compton scattered electrons 
with two distinct energies 31 GeV (EC%) and 37 GcV (EC37). The linear counters 

are important during the first stages of the experiment, where laser-electron collisions 
are established. The electron linear count.crs, are also used in the estimates of r). All 

the dctcctors mentioned above, are described in chaptex 5, both in terms of their 

k&&al design WCI also in terms of their calibration and signal reconstruction. 

A pair spcctromctcr based on a dipole magnet with maximum transverse kick of 

4 = 250 GeV, is Iocated N 46 m downstream of the IP in the forward 7 line, and 

is used to detect e*e- pairs from converted Comptton $s. The dispersion is in the 
horirxx~lal plnno and the parti& are detected by using silicon CCD de&tom A 

A&is Magurt I - 

Figure 1.5: Schematic of the CCD 7 detector. 

schematic of the CCD detectors is shown in Fig. 1.5. There is a total of 8 CCD 
detectors arranged in 4 pairs. The first is about 7 mm away from the photon beam, 

while the other three arc 13 mm away. Each CCD consista of 770 x 1150 pixels, aad 
since the active arca per CCD is 17 mm x 26 mm, we get a pixel size of w 20 pm, 

with a resolution Q < 10 pm. More details about the data collected with the CCD’s 

are given in Appendix 3. A silicon calorimeter at the end of the gamma line is used 
as a redundant photon monitor. 

The triggers for the experiment are provided by a single PDW which is tunable 

both in time delay and in repetition rate, and is synchronized with the fiducial of tbc 

accelerator rf. The primary trigger is 10 Hz, which is subscqucntly subdivided to 0.5 
HZ to provide the laser trigger, and to a “3 Hz” trigger that fires every 209 ms, 400 ms 

and 2000 ms. The events collected arc classified as data events (laser ON), when both 

the Ia~r and c?lectron beams are present, background events when only the electron 
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Figure 1.6: E-144 Trigger Logic. 

10 

beam is prcscnt, and pcdcstal events, useful for the measurement of electronic noise 

in the detector signals, when no beams arc present at all. We collect twice as many 

background cvcnta as data events. A schematic of the trigger ckxtronics is sbown in 
Fig. 1.6. The modcrate eveut rate and data volume, allow for an inexpensive data 

acquisition (DAQ) solution, based on IBM compatible PC’s conncctcd by a local 

ethernet using the standard TCP/IP protocols. The main part of the DAQ system 

consists of a back-end (BE) computer and several frontend computers (FE). The 

back-turd controls and synchronizes the DAQ and provides the intcrfacc to the user, 
while the front-end computers collect the data and respond to comn~aud mcssagcs sent 
by the back-end. A third computer type are the display computers that provide for 

on-lint monitoring of the acquired data. A &cmatic of the data acquisitiou systctn is 

shown in Fig. 1.7. Once a trigger signal psw;scs through tho logic, further triggers arc 

blocked, uutil the logic is rebut by a ready signal from the back-end computer. L‘pou 

CHAPTER I. INTRODUCTION 

Figure 1.7: Schematic of the E-144 data acquisition system. 

1 

rccciving a trigger signal, each fro&end computer collects its assigned set of datl 

and transmits them over the ethernet to the back-end, where the data are asscmblec 

and stored to disk. Disks of 2 GBytc capacity can be used for data storage, allowirq 
for more thau 10 days of non-stop running. The back-end broadcasts the collcctec 

data to the display computers, as soon as it finishes proccseing the event. One display 

computer is normally installed in the accelerator’s control room for use duriug tba 
beam tuning. 
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Chapter 2 

Theory 

In this section the theoretical aspects of concern in this thceis are discussed. Where 
useful some quantitative examples of important parameters, based on the experimen- 
tal conditions, are given. In the first section the description of an electron inside an 

external field is glvefi and the parameter 9 first presented in the previous chapter, 
is formally introduced. Following that an extensive discussion of the multiphoton or 
nonlinear Compton scattering is done, where the cross sections and the event rates 
are explicitly derived. Thii is due to the fact that the subsequently discussed multi- 

photon Breit-Wheeler pair production is related to the nonlinear Compton scattering 

by crossing symmetry. In the last section of this chapter, the alternative barrier 
penetration picture of the pair production, which we also tend to call spontaneous 
vacuum breakdown, is finally discussed: An understanding of both the photon and 

the vacuum breakdown pictures is important, since the mcawrcd data are compared 
to the predictions of both. 

CHAPTER 2. THECRY 

2.1 Notation and Units 

13 

In the calculations presented in thii chapter we use the natural system of units for 
which A = c = 1. In order to go back to the CGS system of units recall that 

hc = 197.3 MeV * fm , 1 fm = lo-r3 cm (2.1) 

The classical electron radius, which we will very often meet in the subsequent formu- 
lae, is 

e* a 
f0=4rm=m 

1 197.3 MeV - fm = 2.82 x loafs cm 
= 3 0.511 MeV P-2) 

Similarly the Compton wavelength of an electron is 

X, = $ = 197.3 MeV - fm *es I 3.86 x lo-” cm (2.3) 

To derive cross sections in the normal units of area, we note that 

(tic)’ l( GeV )-* E (I GeV )1 = 0.39 mb , 1 mb = 10 -=crn* (2.4) 

For 4-vector products we use the metric pm = (1, -1, -1,-l). Then the dot 
product of two 4vectors a and b is dellnod as: 

(ub) = a,V = a& - i;b’ = a& - arbr - a&~ - a& 

= a,34 - Gb, - aybv - azba (2.5) 

where we denote regular bvectors as B and 6 The notation (ub) is used throughout 

this chapter for 4-vector dot products. For a particle with cl-vector momcatump, = 

(Ed = (E,pl,hw), we have 

wbcrc m is the rest frame mass of the particle. 
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2.2 Free Electron in an Intense Laser Field or since w = B/X, 

2.2.1 Classical Analysis 

The motion of a free electron in a plane electromagnetic wave is a well known problem 

in classical physics. The so called steady-state motion of the electron in the field of 

such a wave, can be easily calculated in the frame where the electron is on average 

at rest [12]. The calculation is further simplified if we consider a circularly polarized 

plane clcctromagnetic wave [ll]. For such a wave the electric and magnetic field 

vectors E and s’, have a constant amplitude and rotate at the angular frequency w of 

the wave, on a plane perpendicular to the direction of the wave propagation. In such 

a wave the electron motion is circular with angular velocity w, and with the electron 

velocity v’ parallel to the magnetic field vector 8. We can then write, 

p1w = e& (2.7) 

where pl the transverse component of the electron momentum, inside the field of the 

wave. AIlowing for the possibility of relativistic velocities, pl can be written as 

with T the radius of the circutar electron trajectory. We can now define the quantity 

1) as: 

Using IXq- 2.9, we cau rewrite the relativistic quantities 7 and 0~. as: 

P-9) 

(2.10) 

The radius of the electron’s circular trajectory cau bc c’asiiy dcriwd from Eq. 2.7 and 
Eu. 2.8 and is: 
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(2.12) 

Here X is the wavelength of the electromagnetic wave. It is convenient to rede&e the 

parameter f7 as 
2(&2) q* = - 
m2w2 (2.13) 

where the average is taken with respect to time. Clearly 9 is a dimensionless param- 

eter. 
The quantity q can be directly related to the laser intensity I. The intensity of a 

traveling electromagnetic wave is 

I = UC (2.14) 

where u the energy density of the electromagnetic field. It can be written as 

?L= $&*+ 
&@ 

(2.15) 

with so and m the permitivity and permeability of the free space. respectively. Using 

the definition of the speed of light 

and the fact that for an electromagnetic wave & = B/c, we can finally rewrite the 
laser intensity as: 

I = Eo&% = (2-m 

The quantity 2s is called the vacuum impedance and has the value 2s = 377 fl. Since 

& is the instantaneous electric field, it wilt be more useful if we average Q. 2.17 over 

time. Then WC find 

(2.X8) 

arid substituting in Eq. 2.13, we get finally: 

?I2 = 3.65 x 10""IX2 for I in W/cm2 and X in pm 
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As an example for peak laser intensities at the focus of w 1.3x 10” W/cm2, which have 

been reached during the El44 data runs using a green laser pulse with wavelength 
A = 527 nm, we can find from Eq. 2.19 that q 2( 0.36. 

One important consequence of the above analysis, is that a free electron executing 
a relativistic motion inside the electromagnetic field of a plane wave, appears to have 
an “incressed” mass. This can be easily seen. The total energy and the rest mass of 

an electron, are related to its momentum through the expression 

ln1zl?P--p2 (2.20) 

In general p’ = prL + d and so this last expression becomes: 

m’=E2-4-z (2.21) 

Using EZq. 2.9, we get: 

m2=E2-~-$m2~E2-~pl?=m2(l+~2) (2.22) 

What this last relation implies, is that the electron does not appear to execute any 

transverse motion with frequency w, but instead it behaves as having an effective 
mess 

ffr=m 1-f-q F (2.23) 

We will refer to thia mass “increase” as the masv shift. Although the mass shift has 

been derived here classically, it has first been noted in the so1ution.s of the Dirac 
equations for free electrons in a plane electromagnetic wave. We wit1 examine this 

last statement in more dotail in the next section. 

Up to this point we have treated the electron motion assuming the electron initially 

at rest. This is not a realistic assumption, since an electron at rest will be expelled 

from the strong iieltl region of the laser focus by the ponderomotive force [13]. There 
is a very strong analogy to the reflection of low frequency light off an electron plasma. 

prom the dispersion relation for light in a plasma we have 

w2= k*+#; (2.24) 
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where w, the plasma frequency. The photon inside the plasma has an effective mass 

Photons with frequencies w < + will not penetrate into the plasma. h the case 
of an electron in an intense photon field, we have seen that its mass increases by 
Ams - - ll*m*. If we consider the photon field as some kind of a photon plasma, then 

the quantity t&g plays the role of the plasma frequency. In this case electrons with 

initial momenta less than qrn, or equivatently, initial velocities such that 7fl < q, will 

be expelled from the photon field. Therefore we need relativistic electrons in order 
to probe intense photon beams. 

2.2.2 Quantum Mechanical Analysis 

Dir&s equation for an electron moving in a plant electromagnetic field can be solved 

exactly (14]. For our presentation here we follow [IS]. We start from Dirac’s equation 

for a plane electromagnetic field with a 4-vector /? (k2 = 0): 

bb-cA)-m)@=O (2.26) 

Hcrc A” is the $-vector potential which depends on the I-vector coordinator only 

through the combination 

4 = (kz) (2.27) 

so that we can write: 

A” = A”&) (2.28) 

Tbrougbout this section we assume that the Qvector potential satislies the Lorentz 

gauge condition, 

i?,,A” = k,,Ag = 0 (2.29) 

the prime denoting differentiation with respect to 4. Since differentiation of A with 

rcspcct CO d, returns A multiplied by some constant in front, we can omit the constant 
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and rewrite the Eq. 2.29 as 
kA=O 

Eq. 2.26 can be brought to the more useful form 

KP - eA)* - m* - $eF,,dPj$ = 0 

where. F,, the field tensor, 

F w = k#A; - k,A; 

and o,,, the antisymmetric matrix 4-tensor 

%w = ;wY - +fw 

We assume solutions of Q. 2.31 of the form, 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

rl = e+‘F@) (2.34) 

p being a constant 4-vector. Without any loss of generality we can impose on p the 

condition 

P’ = m* (2.35) 

In other WOI& p is the dcctron Cmomentum vector, when the field is removed. 
Substituting JI in Ek+ 2.31, with the cxprcssion in Eq. 2.34, we can solve for F(4), 

where u/&&j is an arbitrary constant Dirac spinor. Taking into account the fact 

that all the higher than the first powers of (yk)(yA), arc zero wc con expand the 

second term of the exponential aud find, 

Using this in the expression for F(4)), we can write the solution $ as: 

(2.37) 

(2.38) 

with 

S = -px - I,” [ +@A) - &A2 1 d# (2.39) 

The solution must satisfy the free Dirac equation at time t = -oo, when the waye is 

switched on and since A + 0 when kx -+ -oo. That means that u must satisfy 

(rp - m)u = 0 (2.40) 

Thus u = u(p) is the same as the bipinor amplitude of a free electron. 
If we define the kinetic momentum operator as p - eA = iB - eA, then its expec- 

tation value is: 

$‘(#’ - eA’)+ = &y”(p,, - eA@)# 

A direct computation of this last expression gives us: 

(2.41) 

--- + bmns with odd powers of A’ (2.42) 

The time average of the 4-vector, denoted by @, in E$. 2.42 is 

(2.43) 

We will call the cl-vector q” the quasi-momentum 4-vector. Defining the ‘Vfective 
mass” m. of the electron in the field as q* =i mf, we find that 

(2.44) 

Introducing the parameter 7’ = -e2(A2)/m2, we can rewrite Eq. 2.43 and Eq. 2.44 
II-S: 

(2.45) 

* = mdf + 7/* (2.46) 

It. is clear from the last expression that the dimensionless paramctcr 1) is a dimcnsion- 

less Lototrb invariant. In fact the expression for the electron mass inside tke field, 
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has exactly the same fotm I*I the one we derived from purely classica arguments in linttarly polarlsed plan0 wave (laser). Fbr a circularly polarized wave we Write: 

the previous section. Through the quantum mechanical description, the mass shift 
comes in quite naturally, as a direct consequence of the solution of Dirac’s equation. 

Using the quasi-momentum fl we can show that the normalization condition of the 
wave functions in Es. 2.38 becomes: 

I t+J$h = (2n)33s; - 8) 

2.3 Photon Emission by an Electron 

(2.47) 

A = ~lcos~+alsin~ (2.49) 

41 = (O,Q.O,O) 
(2.50) 

42 = (40,4,0) 

with Q = (tz) 

(2.51) 

(2.52) 

in the Field 

of a Strong Electromagnetic Wave 
Similarly for a linearly polarized wave we have: 

As before Y = (LJ, c) is the wave Cvector and we assume that the Lorentz gauge is 
valid, i.e. cl& = a& = 0. Obviously, 

u: = 4j = -a’, (4142) = 0 (2.53) 

2.3.1 Cross Section Calculations 

For the physical processes described in this section we follow the presentation of [15]. 

The application of perturbation theory to interactions between electrons and elec- 

tromagnetic fields, requites that the fields be weak, in addition to the already small 
coupling constaat a = l/137. In the cese of strong fields due to a plane elcctro- 
magnetic wave, the relevent quantity of the strength of the field, is the parameter 7 
defined in section 2.2.2 and which as a reminder we reproduce once more here: 

Again the averages arc tnken with respect to time, mnd A2 = A,A” the 4-vector prod- 

uct of the 4-v&or potential Ap of the electromagnetic field. In the theoretical study 
of the emission of a photos by an ekctron in this se&on, $1 can have any arbitrarily 

high value and therefore the perturbation techniques of QED are not applicable any 

more in order to calculate the S-matrix elements. Emission processes iu strong fields 

cau however still be trcatcd iu the Born approximation for the calculation of the S- 
matrix elements. In t.hls s&ion we will consider both the cases of a circularly and a 

A = 4lCos~ (2.54) 

41 = (O,~,~,O) 
(2.55) 

The wave function of an electron inside the field OF a plane electromagnetic wave, 

ls given by E& 2.38 and Eq. 2.39. It is convenient to change the normalization so that 
g(p) corresponds t .4 unit average number den&y of particles, in the same way that 
the wave functions for free particles are normalized to one particle per unit volume. 

Then the uormakation expression in Eq. 2.47 implies that the electron wave function 
needs to be multiplied by the fackr E, and so it becomes: 

where, as before, 

(2.56) 

(2.57) 

In the case of a circular wave, substituting in Eq. 2.57, the cxprevsion for A, and after 

pqrformisg the irrtegratian WC find: 

(2.58) 
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Again q” is the quasi-momentum aa defined in E!q. 2.43 and which now becomes: 

(2.59) 

We can therefore write the electron wave function as 

where 
(2.61) 

Similarly for the linearly polarized wave we find 

+,(P) = (2.62) 

with 
(2.63) 

The S-matrix for the transition of an electron from the state $@) to the state 
$(P’), with the emission of a photon that has a 4-vector d = (w, l?), and polarization 

4-vector c’ is 

SJi = -ic 
J 

&P’)($*)#(P)$&bz (2.64) 

This S-matrix describes the scattering of an electron in a field and uot the scattering 

of an electron off a photon. The electromagnetic field is treated semi-classically, using 
its 4-vector potential A”, while the electron wave functions are modified accordingly 

in order to account for the presence of the ekctromagnetic field. Substituting in 

Q, 2.64 the ckctron wave function for a circularly polarized wave from Eq. 2.66 and 

after some algebra, we find that the S-matrix becomes 

[(7f’*) + !i ( 
c (7d(7W7f”) + (7f’*)(7wY2) 

(ky’) @PI 

(raz)(7k)(7’“) + (7c”)(7~)(7cr?) 
W) M 

+~~*(~‘*wY~1) 
‘lPP)w) 1 @) & 

where 

For a linearly polarized wave the corresponding S-matrix becomes 

with 
a=e h) Wad , p 

( 
gm* 

w W) 1 =-T(&&) 

(2.65) 

(2.66) 

(2.67) 

(2.68) 

It is convenient for the rest of the calculations to rewrite the S-matrix elements 
for a circularly polarized wave as follows: 

sJi = -*, 
eW=H~~+W~)l e-icM&9p) c(p) 

[{7c’.j + 4 (bd;;;b? + ““‘~(7@)) cos# 

(74(7k)(Y”) + (7c’%7k)(7a*) 
W  (kp) 

(2.69) 

where 

c= J&ij,cos+~, sin& = 3 ’ (2.70) 

As we can set from the last expression for the S-matrix elements for a circularly 

polarircd wave, it contains three terms proportional to: 

e-iedn(0-90) 
, 
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We can expand these terms in Fourier series and write, 

e-icinU-40) = ngBo(c, n)C’fy 

cos+ ehc*in(4-&) = “~~B,(C,n)P~ 

si* 4 ,fisrW-bo) = mgm B&, n)evin4 

The coef?icients in the Fourier series expansion are: 

(2.71) 

&(c, ,,) E t I+‘&, &-j-+h)+i”+@ 
-r 

The functions inside the integrals of the lest expressions, arc periodic functions with 
a period of 2rr and so we can write, 

I ( 
-yd C-iealnW-44)t1n4)d~= einh [~~~d(e-icd”Y+in4’) =O,s$‘=&-&I 

and therefore, 
tr 

0 SZ 
I ( 

d e-fc~ rWt+c++in4 
-* 1 = -ic12rBI - ig2xB2 -C it&B, 

or, 
ci BI f Q& = nBo (2.73) 

The cocfficicnts Be, Ds and & in the Fourier series, cau be expressed in terms of the 
Btmel functions of the first kind, 

Bob. 4 = Jn(2)ei”bo, 

B&n) = i [J,+l(2)e+t1’6” + J,-l(2)eiln-1)*o] , 

B&n) - f (J*,+,(z)e’(“+‘~ - J,-,(t)e’(“-‘)q 

(2.74) 

where I = o, with c as d&red in Eq. 2.70. For circular polariaation the ctoss s&ion 

possesses cylindrical symmetry and it is therefore independent of the orientation of 
the coordinate system with respect to the electron scattering plane. We can therefore 
choose the Axis to be on the electron scattering plane, where & = 0, as detined in 

Eq. 2.70. Then the Fourier expansion coefficients Bl, I = 0, 1,2, can be rewritten as: 

Bob, 4 = J&h 
&(c,n) = ; &+I(4 + J”4(41, (2.75) 

&(c,n) = 5 Ml+* (2) - Jn-, (41 
Clearly Bo and B1 are real functions, while B, is imaginary. 

From the expression for the S-matrix elements in the case of liiear polarization, 

we can see that it contains three terms proportional to: 

e-ieda4+iDdn24 
, 

cm0 
e-iodn#tij?dn2& 

8 

cos2 0 e-iasin4+ibrIn24 

Expauding again each oue of the terms in Fourier series, we can write: 

e-faain4ti~dn29 = E At (a, P, n)e-“‘#, 
II=-CO 

-$e -iasia+tifhin2+ = n$twAda.An)c-w, 

C.2~e-ioda4+iLhin~ = 

where the Fourict coefficients are as before, 

(2.76) 

cm 

(2.78) 
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Prom these last expressions, it is clear that the coefkients At, I = 0, 1,2 are real func- 

tions, since the h&grands in the above expressions are odd functions of d. Therefore 

we can rewrite them in the equivalent form 

’ Ao(%A4 = G j+’ cos[(a - 21) cos 4) sin 9 - n4] 
1 -:* 

~%(a.B,n) = g j cos # cos[(a - 2Bcos 4) sin d - nd] 
--I 

A2hPsN = &j+% cos* q5 ~[(a - 20 cos 4) sin 4 - r@] 
-r 

As in the circular polarization case, we can show that they satisfy the equation: 

(n - 2fi)As - aAl + 4flA2 = 0’ (2.79) 

In the case of circular polarization, substituting the Fourier expansions into the 

expression for the S-matrix elements, we fbrd, 

where 

(2.80) 

$;) = -WP’) x J” 1 [ (7c”) + qkp)(kti) 
e*a’(c”k)(ral) + 

3 
f 

I 
l(7ad - ‘h;$l(7k)(7f”) + (7~‘*)(74 kw;l - i(ra2)l 

I 
A+1 f (2.81) 

e 
4 1 

bd + Al trW7U + (70(7k) [(rai) + 47a211 Jn-l 

@PI I I 

x u(P) 

But, 

/ 
$d+K-q-nk)rdfz = (2n)W(~ t K - q - nk) 

aud so fiually we can write the S-matrix as: 

(2.82) 

Similarly for the case of liacar polarization we find: 

2i 

where 

Mj$ = W) x [(7z’)Ao 

(7”1)~;h~tv’*) + (7c)(7Qdhk) 
(kP) 

(2.85; 

+~~a2W(7NA1 
2&PwP) 1 x &) 

The matrices ME’, for each of the two cases of circular and linear polarization 

as defined in Eq. 2.81 and Eq. 2.85, are the amplitudes for the emission of a photor 

K after the absorption from the wave of n photons with 4vector momenta k. The 

diffcrcntial probability per unit vohrme and time is then defined as: 

lPi?&ii’ 

dWn = I MK’ I2 c2xj6. w . 2qo. 2q~(W46%’ + k’ - nk - q) 
(2.86; 

It can be &own [llj] that we can replace 

ffQpi.2 Wu lP)(lf + k’ - nk - q)- -b - WI 
bow’ (1 -tt4)2’ U=(ktJ) 

(2.81: 

and so Eq. 2.86 becomes 

dddu 1 M:l’ 1’ dW, = - 32n2qr, (1-b u)~ 
(2.661 

In order to calculate the differential cross section we need to divide the differentia 

probability by the photon flux, ie. 

dun=%, j=cN7zN7 (2.89: 
.7 

where j is the photon flux density and IV, the photon density (l/cm3) in the electror 

rest frame. The photon flux is defined as 

and for the last step we used the definition of 9 from Eq. 2.48. Substituting it 

Eq. 2.89, we fiud 

do,= 2 1 ME) I2 +dlI r,$r;’ 1 1 ME’ I2 d&h 
32&j2m2(kp) (1 f u)~ -=ii&ij;;i e2m2 (1 t u)2 

(2.91) 
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where for the last step we have used r. = d/(Srm) = 2.82 x lo-l3 cm the classical 

elec%ron radius and that 

aw = (kp) (2.92) 

which is true in the rest frame of the electron. The computation of the amplitude 
1 ME) I2 involves averaging ovct the polarizations of the initial electrons and summa- 
tion over the polarizations of all the final particles. We can therefore write 

Here M, are the matrices in Eq. 2.81 and Eq. 2.85 and the factor of l/2 comes from 
averaging over the spins of the initial electrons. Substituting in the expression for the 

differential cross section, we find finally 

ma 1 1 .g& = 24--- ‘R [fi(w’ + m)Mh + 41 
(5-m2)$J1+u)2 4m2 

(2.94) 

In this last expression we have also used 

In the case of circularly polarized light, after computing the trace from Eq. 2.93, 

the differential ctoss section becomes 

(JL,b) + Jlt-, (4 - v34) 1 
(2.96) 

whcrc 

Sine& the case of circular polarization is characterized by azimuthal symmetry, we 

can immediately intcgtatc over d#. This is already done in Eq. 2.96. Similarly for 
the case of the linear polarization, the difkrential cross section can be written as 

. 
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In order to get the total cross section in both laser polarization cases, we have to sum 
over all the possible numbers n of initial field photons k that are absorbed before the 
emission of a photon K and also integrate ovet du, i.e. 

(2.99) 

When q < 1 we can expand the differential cross section 2.96 in powers of 1). For 

any number n of participating laser photons this leads to the expression: 

For the special case where n = 1, we find that the above expression becomes 

(2.101) 

with ~11 = 2(kp)/ttr2 = (s - m*)/m*. Integrating now over du from 0 4 ul, as 
suggested by Eq. 2.99, we find 

This result agrces. as it should be, with the Klein-Nishina formula for the scattering 
of a photon by an clectmn. We can similarly expand the differential cross section in 
Eq, 2.98 for linearly polarized laser light, in powers oft) when 7 < 1. The expressions 

are rather complicated and we do not reproduce them here. In the special case again 

of n = 1, the expression for linearly polarized laser light turns out to be identical 
to the oue shown in &. 2.101 for citcuiat polarization. This is expected since the 
Klein-Nishina cross section is independent of the laser pdarkation, and therefore our 

series mq>ansions in powcr~ of 9, should always reproduce the Klein-Nishina roMt, 

rcgardkss of the initial state of the laser polarixztion. 



CifA PTER 2. THEORY 30 

2.3.2 Kinematics and Rates of Nonlinear Compton Scatter- 

ing 

In the previous section we derived the nonlinear Compton scattering cross sections 

for both circular and linear polarizations of the initial photons. In order to perform 

the computations there, we interpreted such a process as the emission of a photon 

through the scattering of an electron ofT an electromagnetic field. Such an interprc- 

tation allowed for the computation of the S-matrix elements, by applying the Born 

approximation. The electron wave functions were modified in order to account for the 

presence of the electromagnetic &Id, while the field itself was treated semi-classically 
by using its 4-vector potential Ap. In this section we are interested in the kinematics 

of this process, in particular in the lab frame energies of the outgoing photons. For 

this reason we can describe the nonlinear Compton scattering, as the scattering of an 
electron off n laser photons, where n can have any integer vaiuc of 1 and higher. In 
other words we describe the process 

Ifere 7 is the produced high energy photon. WC dcnotc the initial and final photon 

4-vectors as nk’ and k’p rcspcctively. For the electron momenta WC have to use their 

corresponding quasi-momenta qP and q‘J‘, as they are defined in Eq. 2.45. Fig. 2.1 

shows a diagram of such a process. 

Energy and momentum conservation laws for the above process give us: 

7rP + q’ = k’p +. q”‘ (2.103) 

Multiplying bl. 2.103 with $, on both sides, and using the fact that K,qQ’ = r&q”, 

WC find: 

nkkkp + $,I$’ = nk,,q” (2.104) 

This last expression can be used to cakulate the energy of the scatwed photon in 
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Figure 2.1: Schematic of the nonlinear Compton scattering process. III the dii 
shown qfi and q’J‘ are the 4-vector momenta of the initial and final electron, nkJ’ a 
k’f’ that of the initial n laser photons and the final gamma respectively. The anI 
0 = A - a is the angle between the initial electron and laser beams. 

the laboratory frame. We find after some algebra: 

In the fast expression B = l? = r-a, where a is the direction of the faser propagati 

with respect to the electron beam in the laboratory frame, f? is the angle of t 

scattered gamma again with respect to the direction of the incoming electron bea 

finally p = v, where tl is the initial electron velocity and 7 = E/m, 6 and m bei 
tl!e energy and maSl of the initial high cncrgy electron. The angle 6’ is very small a 
of the order of I/T N 10eb radians. For au electron beam with 46.6 GeV, as it is t 

case at the Stanford Linear Accelerator (SLAC), B H 1, and so &. 2.105 becomes 

d = 
%$w( 1 f ~0s 0) 

cose’i(*+& (1 -sin8sinf?+cosOcosP) 
(2X 

It is clear that the maximum scattered photon energy occms for I = O” (whi 
corresponds tv 180” backscattering from the point of view of the incoming clectn 
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Figure 2.2: Kinematic edges for backseattemd gammas for 0 2 9 5 1 and for different 
number of participating laser photons IL. 

beam). and is: I. 

d- = 
2nyzw(l + cod) 

l+~(l+cose)+qz 

Equivalently the minimum energy of the recoil electron will be Emin = E,J-wk,,. For 

an incident electron beam of 46.6 GeV, the maximum gamma energies, for 0 5 9 5 1 
and for number of laser photons n = I,. . . 10, arc shown in Fig. 2.2. 

We would like to calculate the differential event rates per recoil electron ermrgy 
(dN/tiE) for the nonlinear Compton scettcring where a different number of initial 
lnser photons n is involved crrch time. We will call each of these processes individually 
as an n-th order Compton scattering process, the nonlinear cases corresponding to 

n > 1. In order to find the rates, we need to know the densities of the initial electron 
and photon (laser) beams. For both densities we assume J-dimensional Gaussian 
distributions, cyfiudrital for the electron beam and focused for the Iuser pulse. As it 

is shown in Fig. 2.1, the interacting laser and electron beams have an angle a = 1630. 
In order to dcscxibe the electron and photon densities, we de6ne two coordinate 
systems, the Laser Coordinate System (LCS) (a!, y’, I’) and the Electron Coordinate 

System (ECS) (z, y, z). The relations between the coordinates of the two systems arc 

xl = -zsina+zcosa (2.108) 

d=Y (2.109) 

2 = zcosal-xsina (2.110) 

The waist of a diffraction limited focused Gaussian laser beam propagating along 
a’ with a focal point at a = 0 is given by 1161 

r(II)=r0 1+($)2 
\I 

(2.111) 

where 

I-0 = &#A II (2.112) 

tn = ($f:X (2.113) 

and fj~ = f/D is the f-number of the focusing optic (f the focal length and D the 
diameter of the laser beam) and X the laser wavelength. As A result the diffraction 

limited spot size is: 
2 AU = ITT-; = (,)(/#A)2 (2.114) 

To accomodate for the csse that the focused spot area A is not the diffraction limited, 

i.e. the minimum spot sise achievable with the optics used, the factor a is introduced 
defined as Q = A/Ao, and in this case &. 2.111 becomes: 

r(2) = f-0 
\I 

a 4 (:,I 

Then the photon density can bc defined as: 

(2.116) 

1 
(2.116) 
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Here N, is the total number of photons in.the laser pulse and &) = c. t is the 

cantor of the laser pulse at time 1. The widths of the Gaussian distributions are given 

by 

(2.117) 

(2.118) 

where rl.rrr is the FWHM of the laser pulse. 

In the case of the electron density, we can write similarly 

where again iV, is the number of clcctrons in each beam bunch and p&(t) = c. f the 
center of the electron bunch at time t. The width a, is given by 

(2.120) 

with rbcom the FWHM of the beam bunch. 
Once we have computed the electron and photon densities, we can find the dif- 

fcrcntial rate for diffcrcnt orders of nonlinear Compton scatetring by applying t&c 

formula 

(2.121) 

where tl,d is the relative velocity of the laser and electron beams and du,,/dE clenotex 
the differential cross section for either circular or linear polarixation, as shown in 

Eq. 2.96 and EZq. 2.98 modified for the above as: 

da, 
dE (Ji+, (4 f J,‘.&) - 241(4) I 
&‘ 
dE -- (2.122) 

IS order to find these last cxpreesions we make USC of 

(2.123) 
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-40 
electron energy [OeV] 

Figure 2.3: Energy spectra of the scattered electrons for Compton scattering process 
involving 1, 2, 3, 4 laser photons. The vertical axis shows the electron rates per t 
GeV energy bins, normalized to the total number of the produced n = 1 (linec 
Compton 7’s. The horixontal axis is the scattered electron energy in GeV, found 
subtracting from the 46.6 GcV incident electron beam energy the produced 7 ener 
as it is given by Eq. 2.105. The plural scattering line accounts for multiple lint 
Compton scattorings. For this plot r) = 0.25 and A = 527 nm. The tar beam 
linearly polarized. 

which in our case is always true. In order to get the correct units, Eq. 2.121 needs 

he multiplied by the factor c/tic. Since, as already mentioned in the previous sectic 
the diffcrcntial cross section when 9 < 1 is proportional to rjSl’lnSS, the correspondi 

diffcrcdial rate is expected to be proportional to q”‘. This is because the phot 

density term k in Eq. 2.121 ‘can be rewrilten as 

(2.12 

introthrcing one additional q2 term in the expression for the differential rate. Fig. 2 

shows the scattered electron rates normalized to the produce. II = 1 gamtnaq, 89 
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function of the scattered ele&on energy E = & - J, with,Ea = 46.6 GeV and w’ 

given by Bq. 2.105. A linearly polarized green (X = 527 nm) laser pulse with a laser 

field intensity parameter q = 0.26 is used. The rates of the firet four orders of Comp 
ton ecattering are clearly visible. The spectrum of the plural Compton scattering is 
also shown. With plural scattering we mean two consequtive liiesr Compton scatter- 

ings performed by the same electron while still inside the la& focus, or three such 

linear Compton ecatterings, ot a combination of a linear Compton scattering and a 
second-order nonlinear Compton scattering etc.. For example, the differential rate 

for two consequtive linear Compton scatterings can be estimated from the expression 

The high energy photon is produced during the muhiphoton Compton scattering 

process 

mu-i-e -+yCe- 

For our study we would like to coneider the case of the maximum energy gamma 

(backscattered gamma) produced in such a process as given by Eq. 2.107. A schematic 

(2.125) 

The plural scattering rate is of the same order with the second-order Compton scat 

tering rate and has the same kinematics. Ciearly their rates increase with the t ime 

that the electrons spend inside the laser focus, or equivalently with the size of the 
laser focus. 

2.4 Pair Production in Light-by-Light Scattering 

2.4.1 Kinematics for Pair Production Process 

hl this section we will ccursidirr the process 

Figure 2.4: Schematic of the multiphoton Breit-Wheeler process. In the diagram 
shown nkfi and q are the 4vectom of the initial n Iaser photons and the initial 
gamma respectively, while & and ti the bvector momenta of the fiual c+e- pair. 
The angle 8 = ‘II - a is considered to be IT for the calculations in this section. 

rw+T-Je++e- 

which weea the multiphoton Breit-Wheeler process (MPBW), since it can be thought 

aa a gcncrakation of the usual Btit-Wheeler process where more than one photon 
interact simultaneously with a single high energy photon designated here by gatnma. 

For the calculations in this section we will denote the n-photon 4-vector as nkp, the 

gamma 4-vector as !ct and the e+ and e- 4-vector momenta ae g$ and $, where the 

reasons for using the quusi-momeuta expmious ae defined iu Bq. 2.45, are evi&nt. 

of the multiphotou Breit-Wheeler proces is shown in Fig* 2.4. We assume that the 

high energy gamma beam crosses the laser beam at an angle Q = R -0 = No, where 

the angles a and 0 are shown in Fig. 2.4. 

F&u momentum aud energy conservation we have: 

nk”+L~=g$eg! 

The alxw expression can bc brought to tbe equivalent form: 

nk& = k,,,gp + nk& 

(2.126) 

(2.127) 
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Ram this last equation, after some algebra, we can find that the energy spectrum of 
the produced electrons and positrons is bounded by the two roots of 

E c=- p7 I- 
\] 

2mq1-b 92) 
nwC+(l - cos Q) 

(2.128) 

where w, is the energy of the incident gamma and w is the’energy of each of the 

participating R laser photons. Obviously in Eq. 2.128 the square root argument needs 

to be positive and this requirement gives the expression for the enera threshold for 

pair production vla rt laser photons 

&pin = 2n?(l+ 92) 
7 nw(1 - cosa) 

(2.129) 

The minimum gamma energy for pair production depends not only on the number of 
participating laser photons, but also on the laser intensity parameter 9, because of 

the mass shift effect, discussed earlier. Fig. 2.5, shows the required minimum gamma 

energy for pair production for different numbers of participating laser photons and fdr 

different values of the laser intensity parameter 9, in the case of a green laser (A = 527 
nm, w = 2.36 eV). For example in the case of the backscattcrcd n - 1 gamma, 

W-l = 29.2 GeV and with 9 = 0.2, for the laser parameters used in SeCtiOn 2.2.1, we 

find that the minimum number of laser photons is 4. For higher 3 values, as can be 

seen from Fig. 2.5, the minimum number of photons is 5 or higher. Fig. 2.6, shows 

the most probable distribution of the number of laser photons contributing to pair 
production through the multiphoton BreitWheeler process. The laser paramctcr 9 

used in the simulation is 9 = 0.36. As Fig. 2.6 shows, the highest pair production rates 
are achieved by absorbing 5 photons, out of which 4 are low energy laser photons, 
while tbc fifth one is the cncrgetic backscattered gamma produced earlier through the 

aonlhicar Compton SCatt~iJlg. 
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Figure 2.5: Minimum gamma energy required for pair production for diffen?at num- 
bers of participating laser photons and for different values of the laser intensity param- 
eter 9. The maximum energy backscattered gammas arc also showu for comparison. 

2.4.2 Cross Section Calculations 

!n section 2.3 we considered the process 

tud+e’ -+ 7+e’ 

which we defined as the nonlinear Compton scattering, based on the fact that more 

than one photon, provided by an intense laser beam, is simultaneously participating in 
scattering off a singlc high energy electron. t lcre we denote as nP the initial n-photon 
4-vector, 8 the initial electron 4-vector momentum and as k'n the final high energy 
photon I-vector and q’* the final electron 4-vector momentum. For such a process the 

differential cross sections were derived for both linearly and circularly polariwd laser 
photons, by applying the Born approximation iu the calculation of the scattering 

mahx aud using the clcctroa wavefunction in the prcscncc of m deectmnqyetic 
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. 

mdun 

Figure 2.6: Distribution of the number n of photons participating in pair production 
through the multiphoton B&-Wheeler process. It is obvious that the highest rates 
are achieved by the absorption of 5 photons that include 4 low energy laser photons 
ph18 the energetic backscattered gamma produced during the earlier step of the non- 
linear Compton scattering process. The parameter r need not to worry us for the 
moment., since we will discuse it in more detail in section 2.5. Suffice to say here that 
for the plot shown the laser intensity parameter q = 0.36. 

field-the so c&d Volkov solution of the Dirac equation--, while the field itself was 
treated classically by using its 4-vector potential AN. In this section we would like to 
calculate the Cross section for the prow 

nu+y+i++e- 

which we defined as tho multiphoton B&t-Wheeler process. For the calculations 
in this section we will denote the n-photon 4-vector as nkj’, tllc gamma a-vector 

as kt and the e+ and e’ 4-vector momenta as q$ and e respectively. Under this 
representation, the di&rential crw sortions can be immediately derived from the 

ones for nonlinear Compton scattering in EQ. 2.96 and in Eq. 2.98 by substituting 
k’@ + -k; and fl+ -#+. 

In addition to the above substitution, implied by the fact that the two processes 

are related by crossing symmetry, we need to take into account the difference in the 

definition of u (for the multiphoton Compton scattering o is defined as in Eq. 2.97), 
and also the different final phase space states, spin statistics and normalization of the 
initial wavefunctions. In summary the necessary changes are: 

u2 
(u+ 1) 

+ -4u 

- + $ (massless initial particles) 
(+) 

(u+1)2-+- -r& 
(final state phase space) 

1 -+ 1 (the same spin statistics factor for unpolarized photons) 

1 + 2 {factor of 2 more due to the normalization of the initial states) 

Under these changes the differential cross section for the multiphoton B&t-Wheeler 

pair production using R circularly polarized laser photons becomes 

where 

and for linear polarization 

The total cross section for multiphoton B&-Wheeler pair production for both p&r- 

ization cases is found by summing up the diffcrcntial cross sections in Eq. 2-130 and 
in !Zq. 2.132 over all the possible numbcm n of participating photons, and integrating 
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over du, i.e. 
(2.133) 

where of course the summation starts from the minimum number of laser photons no 
that are needed to create an e+e- pair (see previous section). More conveniently WC 

.a 
IO F 

(2.134) 

where E, and w, the energies of the produced pair electron and of the initial high 

energy photon respectively. In order to bring the differential cross-sections in this 
last form we made use of the approximation 

(2.135) 

which under our experimental conditions is always true. Fig. 2.7 shows the differential 

Brei~Wheeler crces section as a function of the energy of the produced pair electron. 

A green (X = 527 nm) circularly polarized laser is assumed and the laser intensity 
parameter tf = 0.25. The backscattered initiai gamma has an energy of 29.2 GeV. 
Under these conditions we net.4 at least 5 laser photons in order to produce a e+e- 

pair. The contributions to the total differential cross section of the processes that 

involve n = 5,6,7,8 photons are shown. The differential cross section is normahzed 
to sr& where rs the classical electron radius, as defined in section 2.1. 

Up to this point we have assumed that the high energy photon that participates 
in the pair creation process is unpolarised. This is not a realistic assumption since 

the gamma is produced through the nonlinear Compton scattering, in which ease it 

actpdres the polar&&ion of the initial laser photons 117). This needs to be taken 

into account for a computation of the multiphoton BreitWheeler cross section 150). 

Let us consider the case of linearly polarized laser photons. We start by d&ring the 

polarization of the backscattered gamma beam as: 

t 
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Figure 2.7: Multiphoton BreitWheeler differential cross sections h/d& per pro- 
duced electron energy, in units of [Go!/-‘], as a function of the energy of the pair 
electron. The laser photons are circularly polarized and their wavelength is A = 527 
nm (green laser). The differential cross section is divided by xr$, where re the clas- 
sical electron radius as defined in section 2.1. The contributions to the total cross 
section of the proce.. that involve n = 5,G, 7,8 laser photons are shown. The laser 
intensity parameter r/ is kept fixed at 0.25, while the hackscattered gamma energy is 
29.2 GeV. Under these conditions we need at least 5 laser photons in order to produce 
an e+e- pair. 

can rewrite the differential cross sections for circular and linear polarizations in the 

ion11 

du,, 
xg 

= J,l(*) + $4 - l)(J,‘+*(%) + J,?_,(z) - 2&)) 
1 

(2.136) 

Here du,ll/du is the differential cross section.for a gamma produced through the 

nonlinear Compton scattering with polarization parallel to the polar&&on of the 

laser photons, and du.Jdu is the differential cross section for a gamma produ~nd 

with polarixatiou perpendicular to the polariration of the hnrer photons. It can be 
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shown (301 that those two differential cross sections have the expressions 

-2A:d+4q2(l+&)(A:-AoAg)] 

-2&l - d) + p’&A: - A,,Az) 1 (2.137) 

where the parameter d is defined as 

(2.138) 

while the rest of the parameters follow the definitions presented in section 2.3.1. It is 

clear from the last expressions that 

(2.139) 

the lest differential cross section being the one derived for unpolarized gammas, es 

it is shown in Eq. 2.98 of section 2.3.1. The fraction of gammas with polarization 

parallel to the polarization of the initial laser photons, wilt be: 

L@4d4 1+ P(u) 
pn(u) = &(do,,g/du) + ~,(&,,Jdu) = --ii-- 

(2.140) 

A generalization of the unpolarimd differential BreitWheclcr cross section in Eq. 2.132 

for the case of polarirzd gamma beam with polarization P(u) as defined in Eq. 2.136, 

is 

do,p -=2r2 m2 1 * d# 
du -a 0 u~&Fii I [2(I - p)G + 2(2P - l)u’$ + 4v*(u - P)(A; - AsAs)] 

r. - 

(2.141) 
where u’ is defined agaiu by the expression in Eq. 2.138. For the special cases of 
gammas with polarization parallel (P=l) or perpendicular (P=O) to the polarization 
of the laser photons, it can be written as: 

2 = 2re-? 272 s 1 I, *a 9 +& [2&’ + 4i’b - NA: - AoM] 
duni _ 2r2771= 1 ** da “7 / 0 7- - - 

,l u(u- 1) 
[2A;(l 0’) $ 4q2u(Af AoA2)] (2.142) 

It follows from the last two expressions that 

where the last differential cross section is the unpolarized crces section shown in 
Eq. 2.132. Although we have discussed the polarization effects on the multiphoton 
pair production essuming linearly polarized laser photoue, this effect is also impor- 

tant in the case where the laser photons are characterized by circular polarization. In 

such a case we cannot of course define the polarization of the produced backscattered 

gammas as being parallel or perpendicular to the laser polarization, but w can alter- 
natively introduce the concept of the produced gammas conserving or not conserving 

the hclicity of the initial circularly polarized laser photons. The helicity of a photon 

is defined. es the projection of its spin to the direction of the photon momentum g. 

Since photons are massless particles they are characterized by only two h&city states 

+l (positive) and -1 (negative). In thii case the polarization of the backscattered 
gamma beam can be defined in analogy with Eq. 2.136 BS 

(2.144) 

Since the data presented in this document are taken by using linearly poiarized laser 

photons, we will refrain from diiussing the circular polarization effects on the pair 

production cross sections. The interested reader can refer to [18], 1501. 
As a fiual remark we would like to mention, that tho differential cross sections for 

Broit-Wheeler pair production, can bc shown to vary as $“-’ when q Q: 1, for both 

linear and circular laser polarizations. As a consequence the cotresponding differential 

rates will vary & 71~“. 

2.5 Spontaneous Vacuum Breakdown 

In Eq, 2.131, we have defined the invariant u, as 

u1 - VW 
27ire 

(2.145) 
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with 4 the 4vector of the high energy gamma and kfi the Cvectot of each of the 

participating laser photons. We can now introduce the invariant IC 

(2.146) 

where Fp the electromagnetic field cl-tensor and the average is again taken with 
respect, to time. Substituting E!q. 2.146 into Eq. 2.145 we find: 

(2.147) 

Also the quantity I, from Eq. 2.131, can be rewritten es: 

For the cese of the nonlinear Compton scattering WC can introduce in analogy to K 

the invariant T, which we can define as 

where I? the Cvectot for each of the participating laser photons, 7 the 4-vector 
momentum of the probing electron. The average is taken again with respect to time. 
Substituting this lest expression in the quantity t from Eq. 2.97 we find 

It is clear that the two expressions for the quantities z for both the noniincar Compton 

scnttcring and the mutiphoton pair production have similar forms, which outlines 

once mote the fact that the two processes ure related by crossing symmetry. More 

important is the similarity in the definitions of the two invariants IC and T, that have 

exactly the same form with the only exception of the different I-vector momentum 

used for the probing particle (electron for nonlinear Compton scattering, high energy 

gamma for multiphoton pair creation). WC can move one more step ahead in the 

definitions of K and Y and perform the 4-vector products for each one of them. 

Making USC of tbc definition of the laser intensity parameter n 
fz& mm t7 = 
mu 
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and taking also into account the geometry of the two processes as shown in Fig. 2 

and Fig. 2.1, we obtain: 

- cosu)w7 n= 0 m3 ?)= ‘l-yY5 (2.15 

r = (1 - C~4~-Y 
m v- 

(1 - cosu)yE,, E’ e?! 
&& ===2 (2.15: 

Here o is the angle between the directions of the initial particles, w the energy 0 

each of the participating laser photons, u., the energy of the high energy gamma, 

the energy of the probing electron, E,,, the tms electric field strength at the las 

focus, 7 = E/m the Lore& factor, E’ the electric field at the laser focus as vievn 
at the electron test frame and finally & = ma/e the quantum electrodynami 

(QED) critical field strength. Physically E -iI can be interpreted as the field strengt 

for which the energy gain of an electron accelerated over a Compton wavelength : 
defined in Eq. 2.3, equals the electron rest energy. For example using a = 163’ v 

find that for a 46.6 GeV electron Y = 9.821~ and that for a 29.2 GeV backscatten 

gamma n = 0.51~. 
The importance of introducing the QED critical field E,+r will be revealed imm 

diatcly. The quantum field theory ground state (“vacuum”) is characterized by qucu 

turn fluctuations during which short lived ‘Xrtual” e+e- pairs are created and tin 

anihilated again. In the presence of a strong external field, the vacuum can becon 
unstable and the short lived pairs can be separated spatially and become real perticl 

in exchange to some energy expenditure provided by the external field. In this c1y 

the work of such a field in a distance of one Compton wavelength of the electro 
should provide the energy of 2m; hence e&/m N m and therefore & * m*/e = &d&l 

QED critical field introduced earlier. This phenomenon has been calculated by 

Schwinger 1191 for the case of an intense static electric effect (an effective Lagrangit 

for such a process was first proposed by W. Heisenberg and H. Euler IZO]). The ea: 

of a purcty static electric field can be described in terms of a quantum-mechanic 

tunnding of a positron from the Dirac sea through the classically forbidden xone + 
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width 2m under the inlluence of an external potential energy V(s) = eEz 1211. The 
probability of such a process ls 

Mxp(-2[~~dx)=exp(-l~;q(f)dl) (2.154) 

with x+ the points where p(z*) = 0. Then we can rewrite the. last expression as 

where in the last step WC have used the definition of T provided earlier, but substi- 
tuting the peak to the RMS value of the electric field. The expression in &. 2.155, 

is essentially the probability for producing one pair. A careful calculation (as in i19)) 

yields 
(2.156) 

where the succesive terms in the summation can be interpreted as the individual 
probabilities for producing 1.2,. . . ,n pairs. 

In our experimental conditions where the e+e- pair is produced via an intense 
external laser field, the assumption of a purely static electric field is not valid. In 

addition the peak electric field in the laboratory frame is only & w 3 x 10’s V/cm and 
approaches the critical value only in the rest frame of the 46.6 GeV incident electrons 
(&’ N 27Ez 1.8 x 105&). Nevertheless Bresin and Itsykson [22] have shown that pair 

production can also occur in vacuum under the influence of an alternating field. Some 
simplifying assumptions are made, namely that the individual laser photon energy 

o is much smaller than the rest mass of the electron (w g m) and also that Y is 
sufficiently smaller than I. The first assumpttion is readily fulfilled in the case of 
8 green laser where w = 2.35 cV, while the second is approximately satisfied in our 
cxpcrimcntal setup, where T reaches a maximum value of 0.3 when d&ned in the 
rest frame of the incident electron. Under these assumptions only the probability for 

the production of ono pair is significant. It is important to stress the fact that no 
assumptions for the laser intensity parameter v are made, although the oscillating 
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Figure 2.8: Plot of the function g(u) as defined in Eq. 2.158. 

field is assumed to be constant in space. The final expression for the probability of a 

single pair production is then found to be 

J&e I g(2) +;rd(+) axp Gg(4 
where g(z) is a smooth and monotonically increasing function defined as 

(2.157) 

(2.158) 

and is plotted in Fig. 2.8. The normalization of g(z) is chosen so tbat g(0) = 1. 
Notice hare that Y is defined in the rest frame of the produced e+e- palr and the 

peak value of the external electric field is used. 

It is interesting to check the low frequency limit (t < 1 * n > ‘1) of Eq. 2.157. 

Then 

g(z) = x - ;2 f O(2), Z<l (2.159) 



CHAPTER 2. THEORY 50 CHAPTER 3. THE ELECTRON BEAM 

and keeping only the first term Bq. 2.157 becomes 

(2.160) 

which agrees with the static Geld result of Eq. 2.156, when only the first term in 

the snmrnation is kept, except of a factor of l/n. We also check the low field limit 

(z > I =+ q < 1). In this case the Geld induces only a weak perturbation on the 

vacuum state and we expect that the response will be expanded in powers of the 

perturbation. Then 

g(z) = (4/na) ln(22) + O(I/z), 2 > 1 (2.161) 

and keeping again only the first term, we can rewrite Eq. 2.157 as: 

(2.162) 

The exponent 2m/w can be interpreted as the minimum number of laser photons 

required to product the pair. The general formula in Eq. 2.157 interpolates between 
the two limits. 

Chapter 3 

The E lectron Beam 

5: 

This chapter examines the electron beam aspect of the experiment. As it has beer 
already mentioned in the previous chapter, the experiment wee carried out at tht 
Stanford Linear Accelerator Center (SLAC), and in particular in the FFIB line 

Fig. 3.1 shows a schematic of the linear accelerator at SLAC, whiIe Fig. 3.2 shows the 

location of the FFTB line with respect to the other existing lines at SLAC. FFTB k 
at the end of the Zmile long linac, right atter the area that the c- and e+ beams an 
directed to the arcs that carry them to the SLC collider ha11 (the BSY line). FFIX 
does not introduce any further accekaration of the electrons entering from the linac 
but it is a purely beam optics line, designed for the focusing of ekzctron beams dowl: 

to submicron level spot s&e. Such a tight focusing of a charged particle beam, i 

one of the main characteristics of the design for the Next Linear CoIlider (NLC) 

It is the existence of such a capability in the FFTB line, that makes it the ides’ 

location of an experiment that studies the pair production from true ligheby-lighl 

zattering, such ae the El44 experiment. Small focal spot sizes for an electron beam 

increase the number of electrons that traverse the focal region of an equally tightly 
focused 1-r beam, and therefore ttte corresponding event rate. In this chapter some 

important characteristics of tho cl~tron beam in a linear ace&rotor are discussed, 

rnd the concept of the beam emittance is introduced. Then a brief description of 
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Figure 3.1: The Stanford Linear ColJider (SLC). 

the FFTB line is given, followed by the beam tuning necdcd for the pair production 

experiments 

3.1 Genera1 CharacteAstics of the e- Beam 

3.1.1 Beam Charge and Bunch Length 

b a linear coJJidcr, like tire SLAC acc&rator, tJte beam of the acc&ratcd charged 

pilrticlcs, in our case clcctrons and positrons, consists of bunches of particles, that 

traverse the liuac and tllen are dclivcrcd down to the experimental area. The number 

Figure 3.2: Location of the FFTB line with respect to other existing accelerator line! 
at SLAC. The straight line right before the big “triangle”, denotes the SLAC Jinac 
The lines marked as SLC are the two arcs that send the e’ and e+ beams to thl 
collider hall, as it is shown in Fig. 3.1. FFTB is at the end of the 2-mile long Jhrac. 

of bunches that are accelerated by the linac in every second, define the operatim 

frequency of the accelerator. In the case of the FFTB, this operating frequency i: 
30 As, while for the pair prodnction studies in true light-by-light scattering (EX4 
experiment), the operating frequency drops down to 10 Hz. The laser fires at a ratb 

of 0.5 Hx, or once every two seconds, and therefore only one every 20 electrou bunche 

interact with the Iaser beam. In addition two more electron bunches, from the sam 

2-second period for which no laser puJse is present, arc used for background eatimater 
Bunching of an electron beam is necessary for the efficient acceleration of the electron 

in an RF accelerator, like the SLAC linac. Due to the oscillating nature of the RJ 

field, not all the particles of a constant (cw) beam would have been acceJerated. A 

SLAC the initial bunching of the electron beam is done right after the electron sourc? 

usJng J>rebuncJrers, that &ablish bunches with a FW of 13 ps. This bunching need 
to be re-established after the electrons exit the damping ring (we win discr~ss th 

Jmrpose for using damping rings later in this section), since the bunch length tend 

to increase with the time that We electrons are stored inside the damping ring. TJd 

is achicvcd by using the so called North Ring to Linac (NRTL) compressor, Jucato 
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right after the damping ring in the line that transports the electron beam from the 
damping ring to the main linac for further acceleration. Fig. 3.3 shows the north 

Figure 3.3: The north RTL compressor voltage settings during the August 1996 data 
run. The horisontai axis is time in days and the vertical axis the compraor voltage 
in MVolts. 

dumping ring compressor voltage during the period of the El44 data run. There is a 

direct correlation between the high voltage applied to the compressor and the resulting 

beam bunch length. The calibration of the North RTL compressor at SLAC, where 
the RMS value of the bunch length is correlated to different applied high voltages, 

is shown in Fig. 3.4 (231, while Fig. 3.3, shows the compressor high voltage settings, 

during the positron data taking period. Using the calibration and the compressor 

voltage setting history plot, we can derive the RMS value of the bunch length of the 
&ctron beam used, during the data taking period. This is summarized in table 3.1. 

The number of particles in a single bunch ddine the beam charge and can be 

mcaziurcd by using toroids. These are consisted of a magnetic ring of known magnetic 
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Figure 3.4: The north RTL compressor calibration curve. The RMS bunch length of 
an e- or a e+ beam down the linac in units of m m  is shown. 

Table 3.1: List of the Nor&h RTL compressor voltages and the corresponding eleetrou 
beam bunch lengths using the calibration shown in Fig. 3.4. We need to scale the 
above numbers by 2.355 in order to translate them in FWHM. 

permeability p, around of which an N-turn coil is wound. When the electron beam 

passes through the ring an emf voltage is induced which acts to oppose the magnetic 
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field of the beam. The combination of the m&e& core, the coil and the electrical 
resistance R of the coil, combine to produce a current transformer. The current & 

measured on the coil, is directly related to the beam current lb by: 

The sensitivity of such a device is, 

where wl = z R and L the coil inductance, defined as, 

L 
N2pA 

=--l-Y 

Here A is the cross sectional area and 1 the circumference of the magnetic core. The 
volw across the coil is 

IbR -(f)t V(t) = Fe 

It is clear from &. 3.2, that in order to reduce the low bandwidth cutoff, we need to 

reduce ~1. On the. other hand this reduces the signal amplitude, as it is evident from 
JZq. 3.4. A balance between those two requirements needs to be established. 

Although there are many toroids in the linac and in the FFTB line, only two 
of them are directly integrated to the data acquisition system, and read out on a 

pulse-to-pulse basis. Those are toroids 16 in the FFTB entrance and toroid I7 in the 

F??TB dump line. The second toroid is calibrated by injecting a 60 ns pulse of various 
amplitudes and reading the output number of ADC counts. The resulting calibration 

in unite of 1O’O e- per pulse isz 

Nc- = 3.250 x lo-’ (ADC - 85.01)“.*939 (3.5) 

The avcrsgc pcdcstal in this calibration is 86.29 with a readout-to-rrx+dout RMS of 7 

ADC counts. Toroid 16 has not been directly,calibrated, but it can always be cross- 
calibrated using toroid 17. The result of such a cross-caiibration is shown in Eq. 3.6 
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again in units of 10Lo’e- per pulse. 

Ne- = -0.9419 x W2 + Oz6288 x 10-s I6 (3-G) 

Here I6 is the number of ADC counts from toroid 16. The pedestal is 151.4 counts 

with a reado&t*readout RMS of 11 counts. In general during the 46.6 CeV runs 
the average beam charge wag foutid to be N 7 x 10’ e’, while during the 49.1 GeV 
the beam charge was a little smaller at m 5 x log e- per bunch. 

3.1.2 Beam Emittance 

Each particle in an el&ron beam, or for that reason in any other charged particle 

beam, can bk repmmted by a point in the six-dimensional phase space with coordi- 
nates (z, p+, y,p,, Q., Es), where pt and pr are the transverse momenta (the electron 
beam propagates along the %axis), a; is the RMS bunch length, and Es is the elec- 

tron beam energy. Very often instead of the beam energy the relative cncrgy spread 
AE/& is used. In the same way the slopes of the particle trajectories 2’ and go’, which 
are proportional to the transverse momenta, are also used instead. For the purposes 
of this section we will concentrate on the transverse motion of the particles in an 

electron beam, defining a four-dimensional phase space with coordinates (z,z’, y,d). 

The region occupied by the beam electrons itl thii phase space is called the beam 

anittance and it is generally denoted with E. It is obvious that we can define two 

emittances e, and Ed, each corresponding to one of the two transverse directions x 
and y. The concept of tho beam emittance provides us with a practically useful tool 

in describing an electron beam in a transport line consisting of drift spaces, dipoles 

aud quadrupoles, siuce knowledge of the area occupied by the particles of an electron 

beam at the beginning of the line, enables us to dctcrmine the location and distribu- 

tion of the #&on beam at any other location of the same transport line, without 

having to calculate the trajectory of each individual particle separately. Furthermore, 

for beam transport lines, where the Lorentx force is tile only acting macroscopic force, 
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Liouville’s theorem can be proved to be true. This theorem states that particles that 

are within a closed boundary in phase space at one point of the beam transport line, 

will remain within that closed boundary at any other point of the same beam line. 

The area occupied by the particles of the beam in phase space is an ellipse do- 

scribed by the equation: 

7x2 + 20x2’ t flxozn = E (3.7) 

Here a, /J, 7 and t are ellipse parameters. The area enclosed by that ellipse is of course 
XC. EZq. 3.7 is exactly the definition of the beam cmittance. Although it is written 

for the r,z’ plane, a similar relation holds also for the y,~’ plane, allowing US to 

introduce two beam emittances, one for each transverse plane as aiready mentioned 

earlier. Fig. 3.5 shows the beam cll’lpse in the (y,fr’) plane, and gives a geometric 
interpretation of the parameters Q, p and 7. It is obvious from that picture that 

,/,i% represents the beam extent in the s(v) direction and therefore is a measure 

of the beam size, while fi is the beam divergence. ‘I’hc coupling parameter a 

becomes zero at a beam waist. All three ellipse parameters a, /l, 7 are functions 
of the distance s that the beam travels along the beam transport line, and in this 
respect they are often called the betatron functions, since they were first introduced 

to describe the oscillatory motion of charged particles in betatrons 1241. Restricting 

ourselves for simplicity in the (z,z’) plane, we can write the expression that gives the 
trausformation of the particle trajectory from an initial point s = 0 at the beginning 
of the beam lint to a point s # 0 further downstream as: 

(3.8) 

The 2 x 2 matrix shown in Eq. 3.8, is the matrix product of the 2 x 2 matrices 

characterizing each of the elements--drift spaces, dipoh, quadrupolcs etc.- that 

make up the beam transport line. Using Eq. 3.8 and the fact that the arca of the 
I~imsc spacn! ellipse is invariant, we find that the transformation bc%;vm the ellipse 
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Figure 3.5: A drawing of the beam ellipse, here in the (9, J) plane. The area enclosed 
by the ellipse is equal to xe. Clearly a is the extent of the beam in the y direction 
and therefore gives us the beam sive, and ,/jZ is the beam divergence. The coupling 
parameter o is 0 when the beam is at a waist position in the transport line. All three 
parameters Q, 0 and 7 are functions of the distance s along the beam line, and in 
this respect they are called the betatron functions. 

paramctcrs ao, p0 and 70 at the initial point s = 0 and the parameters a, B and 7 at 
the final point s is given by: 

P 

i) ( 

c -2% s2 PO 
a I -CC’ (S’C+SC} 4s atI 

iii , 

(3-9) 
7 Ca -2S’C S” I 

The paramctcrs Q, j3 and 7 are better known as the Twiss parameters, and sat* 

bhc very important idmltity: 

or-a*=1 (3.10) 

Although the area of the beam ellipse remains the same as the beam travela through 
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Figure 3.6: A drawing that shows how the the beam ellipse transforms through a 
transport line. The top plots show that in the case of a drift space. The beam starts 
with a waist at point s = 0 and then it gradually diverge8 as it travels along the 
drift distance. The cllipticity and the orientation of the ellipse change continuously 
and the ellipse rotates clockwise. The second plot shows how the beam ellipse varies 
wheu the beam pa- through a focusing quadrupolc magnet. The initially diverging 
beam becomes now converging (notice the change in the ellipse orientation) and it 
eventually reaches a waist. Then it starts to diverge again until another focusing 
quadrupole is met (from Particle Accelerator Phyaies by H.Wiedemann). 

the tramq,ort line, the ellipticity and orientation on the other hand, continuously 
change. This is shown very clearly in Fig. 3.6. A vertical ellipse indicates a beam 
waist. An ellipse rotated counter-clockwise indicates a converging beam, while an 

ellipse rotated clockwise indicates a diverging beam. 
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The equation for an n-dimensional ellipse can be written in the form: 

UT u-l u= 1 

61 

where the symmetric matrix u needs to be determined and u is the coordinate vector 

defined by 
id 

z’ 
tr= Y 

ur being the transpose of u. Applying Eq. 3.11 to the two-dimensional phase space 

we get for the ellipse equation: 

Comparison with Eq. 3.7 defines the 2 x 2 matrix CT as: 

(3.14) 

The matrix Q is called the beam matrix. The volume of the two-dimensional phase 
space area is: 

v, = x detu d-- = njGGq = AC (3.15) 

This is consistent with our earlier definition of the beam emittance. 

3.1.3 Measurement of the Beam Emittance 

As it is clcnr from the previous section, the beam emittance is a measure of both 
the size and the divcrgcnce of the particle beam, and thcrcfore we cannot measure it 

directly. If however we measure the beam size at different locations of the beam line, 

so that diffcrcnt elements of the heam m&rix am probed, the beam emittance can be 
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determined. We follow tho procedure described in 125). Using the definition of the 

beam matrix from Eq. 3.15, we have: 

Ulle2 - i?:g = t2 (3.16) 

and we can therefore measure the beam emittance if we find a way to determine the 

beam matrix u. In order to determine the beam matrix at the point Ps of the 

beam transport line, WC need to have at least three beam size monitors, like wires, 

downstream of that point at locations PI, Ps and Ps. A typical wire scanner used 

in the SLAC linac, is shown in Fig. 3.8. A horizontal, a verticai and a skew wire 

arc mounted on the same yoke. The wire is moved by a stepper motor through the 

electron beam, the horizontal wire if we are trying to measure the vertical beam width, 

the vertical wire otherwise, and bremsstrahlung $I are produced. A downstream 
detector measures this signal as a function of the wire position. The signal should 

have a Gaussian shape, and its RMS value gives us the beam size, after quadratic 

subtraction of the wire size itself. From Eq. 3.9 and 3.14 we can write for the beam 
sizes found at the locations Pi, three equations of the form: 

Ui.11 = CaLI + 2SiCiUl2 + SfU22 (3.17) 

or in matrix form, 

Here Ci and Si are the elements cf the transformation matrix from Ps to Pi and ui,jk 

are the elements of the beam matrix at Pi- Eq. 3.18 can be solved for the beam 
matrix elements U$j at tlie point Ps 

E- X EMITk*ElMAG 

E- Y EMITN=GMAG 

Figure 3.7: History curve of the emittance measurements in sector 28 of linac during 
the data run. The vertical curve shows the emittance in units of lo-” m-rad, while 
the hnrisoutal axis is time in days. 

The matrix M, is known from the clcmcnts of the beam transport line between the 

points Ps am1 Pi- The solution vector can bc used in Eq. 3.1B to calculate finally the 

beam cmittancc. 

The above method is utilized in the emittance measurements performed in the 

linac. There arc thrcrr locations that thii is done: the first is right after the extraction 
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Figure 3.8: Schematic of a typical SLC type wire, where a horizontal, a vertical and 
a skew wire are mounted on the same yoke. 

from the damping ring in sector 2; the second near the center of the linac in sector 
11; and the third near the end of the linac in sector 28. The first measurement is 

important, since it checks the operational ef?%ency of the damping rings. The main 

purpose of a damping ring is to reduce (damp) the emittances of the incoming electron 
beams in all plan&r. Due to the emission of synchrotron radiation, the emittance of 
the electron beam is reduced in circular accelerators according to 

@;(a e uTje-(? + &  1 [ -e-(e)], withj=z,y (3.20) 

where ui,j the injected into the damping ring beam size, u,j the equilibrium beam 
size, and rj the damping time. It is clear that the longer an clectron beam is stored in 

a damping ring, the smaller the emittarxxs will be. The measurement in sector 28 is 

the most important measurement in terms of the FFTB line setup, since it is the one 

made closcet to the FFTE line itself. Fig. 3.7 shows the variation of the emittanccs 

measured in sector 28 of the linac with time during the El44 data collection run [26]. 

h both cases normalized emittancee (76) are shown, in units of 10-s mrad,since those 
remain invariant under accclcration. To translate into the laboratory frame we have 

to divide the normalized cmittances by a factor of 9 x l@, and therefore we use 

units of IO-r0 mrad. The FFTB design emittances are 7~~ = 3 x lo-’ msrad and 

7% = 3 x 10m6 mrad. As is shown in Fig. 3.7 during the El44 run the horizontal 
emittance tends almost always to be higher than the design for the FPTB, while the 
vertical emittance for most of the time is class or even below the de&n value. 

3.2 FFTB Line Setup 

In principle FFTB can be divided in six distinct regions, each one of them serving 

a specific purpose, as it will become apparent as we go on describing them [ZS]. 

~---13,9m+4m - --.. +-.1&..+29,7m --.-.- 
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BSY line 
Figure 3.9: Schematic of the Beam Switch Yard (BSY) line right before the FFTB. 
The dark BPMs are used by the FFTB Launch Redback described in the text. 

Right in front of the FPTB line, is the Beam Switch Yard (BSY) line. Although not 

part of the FFTB proper, it contains modules important for the FFTB operations. 

A schematic of the RSY line is shown in Fig. 3.9. The important elements from 

the FPTB point of view are the Beam Position Monitors (BPM) 30 and 50 that 

measure the position and angle of the incoming electron beam, and the corrector, 

pairs A3DX/Y and A4DX/Y that are used by the launch feedback described later, to 
correct the orbit measured by thaw two BfMs. The bending magnet 50B1 needs to 
he off (degaussed) during the FFTB operations. The main FFTB line follows right 

after and it is showu in Fig. 3.10. The Beta Match Line is the first optical module 



CHAPTER 3. THE ELECTRON BEAM 66 

y-ChromatIu Cormctton Line 

Plnal lWoocopo Une 

Figure 3.10: Schematic of the five main optical modules of the FPTI3 line described 
in the text. 

in the FFTB Iinc. The five quadrupolc magnets in this region are used to match the 
parameters of the incoming beam to those desired at the Focal Point (FP). The exact 

procedure for doing this will be dwribed in the next section. The wire shown in 

the line is used to mcawre the incoming beam parameter, which wc need to know 
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Dump Line 
Figure 3.11: Schematic of the FFTB Dump line. Its purpose is to guide the electron 
beam to the dump. The electron lsser interaction point is shown with the name IPl. 
The bending magnet% around it, actually depict pairs of soft bending magnets, while 
BOB stands for a series of 6 permanent bending magnets. 

in order to properly perform the beta match. The next three linea are used for the 

chromatic corrections needed on the incoming beam. If we define the chromaticity 

of a beam as the measure of the change in focusing power with the energy spread of 

the focused electrons, then it can bc shown that the focused size of an elcetroa beam 
with a finite energy spread is: 

(3.21) 

Here f; is the chromaticity, ai = E+~&. the focal beam size of a zero chromaticity 
beam, and Q the beam energy spread. WC can I#X that the existence of chromaticity 
cnlargcs the focal beam size and we riced therefore to eliminate or at least minimize 

it [28]. This is what the chromatic correction linen do. The sextupolcs shown are 

the ones primarily used for that purpose. In order to correct mainly the horizontal 

chromaticity in the CCSX line, the optics are adjusted so that p= > /3r, at the SF 

sextupoic locations. Exactly the opposite condition needs to be established at the 

SD sextupoles in the CCSY line, in order to correct the vertical chromaticity. Thin 

“exchange” of betn functions is done in the middle line called the Beta Exchanger. 
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During this the beam reaches a horizontal and a vertical waist at the locations of the 

two wires WS2 and WS3 respectively, that are shown in the line. The measurements 
of the two wires are useful for checking the validity of the established beta match. 
We come therefore down to the Final Telescope line which, as its name implies, is 

the main focusing element in the FFTB line. The most important magnets here 

are the three final quads which perform the main focusing. The sextupoles and the 
skew quad shown, can be used to correct residual saxtupole abberations and coupling 

due to rolled quadrupoles before the focal point. The dump tine is the ilnal region 

in the FFTB and is used to guide the electron beam to the dump. The electron- 

laser interaction point is located here as Fig. 3.11 shows. The BPMs shown are used 

for beam energy measurements and energy feedbacks as it is explained later in this 

section. 
Prior to tuning the ekctron beam to the configuration required for E144, the 

beam needs to be brought to the FFTB line and then steered down to the interaction 

aroa Several parameters of the incoming beam, such as its position and angle, and 
also its energy need to be measured, adjusted and maintained in such a way so that the 
beam quality at the interaction region is optimal, In addition, the beam backgrounds 

need to be adequately reduced, before any further beam tuning is carried out. After 

an extensive petiod of FFTB running a apechic procedure has been introduced, which 
is genarally known aa the beam to dump procedure 1271. Also before any FFTB/E 
144 run the FFTB line is surveyed using mechanical techniques and the magnets are 

placed with an expected accuracy of 100 w in the horizontal plane and 50 pm in 
the vertical plane. 

Incoming poaitiou end angle jitter to the FFTE line are translated through the 
FFTB optics to focal point jitter, whether that focal point is the FFTB finaf focus or 
the focal point further downstream at the El44 interaction area. For El44 this jitter 
affects the spatial overlap between the electron and laser beams, resulting in large 

variationa of the uonlincar Cumpton scattering and positron production rates. To 
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alleviate this problem the FFTB launch feedback is introduced 1281. This system u8ea 

BPMs 30 and 50 in the BSY line separated by 86 meters to reconstruct the position 
and angle of the incoming beam, and a pair of correctors (A3DX/Y, A4DX/Y) in each 
plane, located in the same line, to hold the BPM readings to some reference values 

(see Fig. 3.9). The incoming electron beam is steered through the BSY line so that 

all the obstacles are avoided and collimator PC90 is adequately cleared, based on the 

evidence of the loss monitors in the area. The readings of the two BPMs 30 and 50 for 

which the beam skirted all the obstacles, are the reference values used in the launch 

feedback and are known as the FFTB launch Criterion. Assuming that the BPM 

errors are uneorrelated and that the BPM resohrtion is 1 pm, the expected resolution 
of the position and angle at the first BPM is 1 pm and 0.016 pad. The primary 
function of the launch feedback is to correct slow drifts and to decouple the FFTB 

steering from slow and/or DC effects upstream (such as quad strength changes,etc..). 

Because of the arrangement of the FFTB line, the energy related properties of the 
electron beam can be measured more easily at the FFTB’s extraction line 1281. A 
wire scanner (ESM) and a cluster of BPMs can be used to provide information on the 

pulse-topuke energy jitter and on the energy spectrum. The BPMs are separated by 

drift spaces and/or bend magnets (see Fig. 3.11), reauitlng in the simplest possible 

system that can be used to reconstruct the beam energy. The last BPM of such a 
system will have the highest resolution of both the incoming vertical angle and the 
energy, and the energy measurement will be correkted to the vertical angle. An 

en~zgy feedback can then be introduced which uses lhe readings of these BPMs ami 
klystrons at the end of the linac. Beam steering co~~fuses the energy feedback, and 

therefore it is disabled during such an operation. The energy jitter measured at the 

extraction line is of the order of 6E/E = 10” or 7 MeV. Since the Iinac contains 

240 klystrons, cvou a single kiystton failure (cycling) can result in cncrgy excursions 
of 35 times the RMS vaIue quoted earlier. Under snch conditions the last BPM fails 

complctoly and the cncrgy feedback fails to restore the uominal energy- ‘lb prevent 
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this, a low resolution BPM has been installed between the bend magnets and the 

last BPM. Its messurcment is weighed slightly during the energy fit and it becomes 

important only when the last BPM fails. Its role is to rescue the energy feedback 

and make it restore a nominal energy value that will enable the last BPM to read 

properly. 
in linear accelerators the constant production and extraction of particle bunches, 

requires a vigorous beam collimation system in order to eliminate particles at large 

excursions from the average position, angle, or energy. FFTB’s primary set of collima- 

tors consists of the Iinac collimators lo&cd at the lsst 300 m  of the accelerator. The 

tirat set (sectors 28-29) perform the primary collimation, while the second set (sectors 

2%-30) removes the particles that have scattered off the first set of collimators. The 

linac collimators do not remove large energy oscillations and they are inadequate for 

areas chr8ctcrizcd by very large betatron functions like the FPTB 1281. FFTl3 itself 
has two sets of collimators. The first consists of a pair of horizontal momentum jaws. 

Particles for which the added geometric and dispersive oilse~ are large enough so 
that they hit the jaws, are removed. Still this system is not adequate for the csse of 
particles for which their geometric and dispersive offsets, though large enough, are of 

opposite sign. Therefore 8 second set of movable jaws, one horizontal and one vertical 

pair, are placed further downstream at a point where the dispersion is equal to the 

one at the location of the first set, but which are separated by optics that have the 
effect of inverting the sign of the geometric offset. Particles whose geometric and 

disln-zalve oflket~ are canceled out at the position of the first set will be eliminated 

here. In general setting up the FFTB collimation is a long procedure that requires 

considerable amount of trial and error. The two silicon calorimeters that look at 

the electron and positron signal provide the best background monitors during this 

procedure. 
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3.3 Beta Match 

3.3.1 Reconstruction of the Incoming Beam 

.O 1 1 
-140 -1to 444 442 440 

Quad Q5 Strength FG] 

Figure 3.12: Measurement of the a; of the electron beam when the strength of quad 
Q5 is being varied. The vertical axis shows the horizontal spot size measured by a 
vertical wire downstream of the scanned quad in pm. The horizontal axis shows the 
quad strength in kGauas, defined as the integral of the field gradient over the whole 
magnet length. 

The FFTB does not exercise full control over the 3 km linac and the BSY line. That 

means that the incoming beam parameters (/I, u) will not necessarily be equal to the 

FFTB’s design vdnes. In addition no reliable coupling measurement csn be made by 

using the sector 28 wire scanners. Therefore the FFTB uses its own set of wires for 

reconstructing the incoming beam’s phsse space. These nre the x, y and v yokes of the 

WSI, near the end of the first section of FPTB, the Beta Match line (see Fig. 3.10). 

The method used in this case differs from the one described in section 3.1.3 and 
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Figure 3.13: Measurement of the ov of the electron beam when the strength of quad 
QS is being varied. The vertical axis shows the vertical spot size measured by a 
horizontal wire downstream of the scanned quad in pm. The horizontal axis shows 
the quad strength In kCauss, defined as the integral of the field gradient over the 
whole magnet length. 

reqnires the focusing of the electron beam to a waist on the wire scanner, and then 
measuring the beam sise as a function of the strength of an upstream quadrupole. 
In the case of no coupling between the x and y planes the situation is very simple. 
Suppose we want to meaanre the emittance and the Twiss parameters (p, Q) at some 

point PO, with our beam size monitor placed at the point 9; a quadrupole of variable 

strength k is located between Pe and PI. In this section and for the rest of the 
chapter, we define the quadrupole strength as the integrated field gradient over the 

whole length d the magnet, assuming a constant pole tip lield. This is true when the 

magnet length is much larger than its aperture as it is the case for FFTB. Then we 
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can write for the quadrupolc strength 

k Bol X2- 
a 

73 

(3.22) 

where Ho is the pole tip field at the center of the quad, and I, o are the length and 

the aperture radius of the quad. The units of a quadrupole magnet strength, as it 

is defined in E-q. 3.22 are therefore kG. By varying the quad strengths we measure 
the beam size or,rr at PI as a function of the quad strength and compare it with the 
theoretical expectation: 

a,11(k) = C2(k)a,, + 2C(k)S(k)o12 + S2(k)u22 (3.23) 

By fitting the parameters urr, ars and uzz to match the measured curve, one can 
determine the beam emittance (see Eq. 3.16). This procedure does not automatically 
guarantee the measurement of the cmittance with adequate precision. For the fit to 
be accurate, we need to vary the beam size at the wire scanner significantly, SO that 

the nonlinear dependence on the quadrupole strength becomes apparent. Experience 

shows that the beam size at the point s should be large and preferably divetgcnt. 
In this case the variation of the quadrupole strength will drastically change the beam 
size at PI, from a large vahte when the quad is underfocusing, to a smali foeal spot 

size when it is on tune, and back to a large value when it is overfocusing 1251. In the 
case of the FFTB, the incoming beam is focused on the wire scanner WSl with five 
quadrupole magnets on the wire scarme WSl. Then the strength of the first of these 
quads (Q5) is varied while a beam size measurement is performed at each different 

magnet strength (see Fig. 3.10 for the arrangement of the quads and the wire scanner 
in the Beta Match line). 

However, the z and y plancs of the incoming beam are not uncoupled. This 

has been observed repeatedly during earlier FFTB runs. For example the normalized 

vertical emittance measured in sector 28, tends to be at least a factor of 2 smaller than 

the same quantity measured at the entrance of the FFTB. As alredy mentioned, the 

wire system in sector 28 cannot resolve xy coupling in phase space, and therefore the 
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Quad Q5 Strength [kG] 

Figure 3.14: Variation of the spot size of the electron beam when the strength of 
quad Q5 is being scanned. The vertical axis shows the spot size measured by a 45” 
skew wire downstream of the scanned quad in Jim. The horizontal axis shows the 
quad strength in kGauss, defined as the integral of the field gradient over tbc whole 
magnet length. 

measured emittances are certainly underestimated. The first quad in the FFTB line 

is a weak skew quadrupole (QSMI), which when turned on changes the correlation 
between J and d; it changes the y’ values, which are proportional tc z. l3y scanning 

the strength of this quad aud measuring the y size of the beam at WSI, (and then 

the emittancc as described earlier), we find that for QSMl strengths of around 1 kG 

the measured emittanccs at WSl become very close to the ones measured by the wire 
system in sector 28 of the linac. 

Even when most of the xy coupling has been reduced by the use of the skew quad 

QSMl, it is still desirable to reconstruct the whole 4 x 4 beam matrix iu (z, zJ, y, y’). 

Since this matrix is symmetric thcrc are only 10 indcpendcnt parameters that are 

needed to be calculated. The in-plane elements (urr, at,, op, for the z,z’ plane and 

us.,, as,, u44 for the y, g’ plane), can always be.calculated using the method described 

earlier by just measuring the horizontal and vertical beam sizes at WSl using a 
vertical and horizontal wire respectively. Two such scans are shown in Fig. 3.12 and 

Fig. 3.13. In order to find the coupling terms urs, al+, ~23 and ~4, we need to use a 

45” skew wire, usually denoted as the v wire, and mounted on the same wire scanner 

WSl,as Fig. 3.8 shows. We perform two different wire scans, either by varying the 

strengths of two upstream qusdrupoles, or by varying the same quadrupole in each 

case, but using different magnet configurations. Such a scan is shown in Fig. 3<14. 

The method employed in this case is called the 4-D Quad Emit procedure and it 

has been deveIoped by W.L.Spence [28], [29]. The algorithm uses the thick lens 

approximation to describe the beam line, and returns the beam matrix, the normal- 
mode and projected emittances, the Twiss parameters and the coupling parameters. 

Therefore the 4-D Quad Emit can be used to measure the residual coupling after 

the skew quadrupole QSMl  has been set to minimize the projected emittance. The 

incoming projected emittances thus measured are cz = 3.43 x lo-r0 mrad and cr, = 
0.21 x lo-r0 marad. 

3.3.2 Implementation and Verification 

Once the incoming beam has been reconstructed, it is rather straightforward to com- 
pute the quadrupole strengths needed to produce the correct beam parameterrr at the 

FFTBk focal point. A host of different beam-optics programs (SAD, COMFORT, 

DIMAD, TRANSPOBT) have been used successfully to that end. For the needs of 
the positron run, the de&red &, at the FFTB focal point are 30 m m  x 10 mm. Thii 

is a slightly divergent beam and it is used in order to ensure low background levels. 

Table 3.2 shows the strengths of the FFTB P-Match region quadrupoles necessary to 

achieve the &, mentioned above. 

Once the P-Match has been irrrplemented, it needs to be verified. The wire scanner 
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Quad Number Quad Strength 

BGI L 
QsMl 0.64 

Q5 -153.20 

Qf3 157.70 

_ 90 -2.23 

Wl 181.37 

QA2 -317.72 

_) Tabie 3.2: List of the quadrupole strengths in the FFI’B @ -Match line. Those are 
computed with the requirement that the & at the FFTB focal point should be 30 
m m  x 10 mm. The quadrupofe strength is the integrated field gradient, as it is 
defined in the text. 

WSl cannot be used any more in this case, since the dual image of the focal point on 
it disappears. Wrther downstream images can be provided for verification purposes, 

at the wire scanners WS2 (horizontal waist) and WS3 (vertical waist). The ultimate 
verification of course will be the spot size messurement at the FFTB focal point itself 

(wire WSGA). A much bigger image of the focal point further downstream can also 

be checked using wire WSGB. Table 3.3 shows the beam spot sizes predicted at those 

four locations. WS2 measures a t7= = 12.81 p, while WS3 measures up = 7.36 
pm, not too far off from the predicted values, although g does seem to be somewhat 

mismatched. The vertical spot size measurement at WS6A is very much off being 

at 2.2 pm. Several things can be done to improve that. First we can turn the two 

sets of sextupoles on in the FFTB line, which will help to remove any second order 

abberations (chtomaticity). Second we can try to remove any residual coupling in the 

electron beam caused for example by tolled quads upstream from the focal point. This 
is added using one more skew quadrupo1e (QS3) located a few meters upstream of 

the final focus (see Fig. 3.16 for the arrangement of the magnets in the FFTB final 

telescope). We can again scan the strength of that quadrupole and measure the spot 

‘&ble 3.3: List of the electron beam spot sizes at different image locations in the 
FM’B line. The actually measured values are shown in brackets. 

x-Waist Knob Step [cm] 

Figure 3.15: Scan of the position of the x-waist at the PFTB focal point using a waist 
knob that affects only u,. 

sizes at. the wire scauuer WSGA. Third and last we can use the waist knobs which 

control the three I& quads in front of the focal point to move the x or the y waist 

independently, by spcci6c distances upstream or downstream. Such waist scans in 
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Figure 3.18: Scan of the position of the y-waist at the FFTB focal point using a waist 
knob that affects only us. 

both the LZ and y direction are shown in Fig. 3.15 and Fig. 3.16 respectively. After 

this tuning procedure is completed, the y spot size at the focal point is measured 

to be N 1.6 pm, as it is shown in Pig. 3.17; the z spot size is measured to be 

N 4.8 pm, and the beam size at the WSGB wire 64.9 pm x 35.6 pm. Although 

things have been improved thcrc is still a serious discrepancy in both dimensions and 

especially in y. At this point an emittance measurement in sector 28 has to bc made. 

Surprisingly the measurement returns projected emittances of c, = 4.3 x lO-‘O mrad 

and cy = 0.4 x lo-” mad. Both arc much bigger than the ones measured during 
the &Match procedure and are compatible with the corresponding focal spot size 
measurements at WSGA. 1 Once the P-Match has been implemented and verified, 

“IMag d the linac elnittaucea toward8 lower values can he a time cmlsurning proms and the 
etnittan*rr re*nain~d that high for several days during the positron run. When they were findly 
brought down to lalu~r chc to the ouca ~nwsrrrod during tltc &Match the spot size at the hat 
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Figure 3.17: Measurement of a, in pm at the FFTB focal point. The size of the wire 
has already been subtracted. 

we can go ahead and start the procedure for eatabliihing a small spot size at the 
electron-laser interac%ion area (PI), located - 12.5 m downstream of the FFTB final 

focus. 

3.4 IPl Spot Tlhing 

3.4.1 Tuning Procedure 

The tuning for a small spot size at the laser-electron interaction point (IPI), k II 

procedure for transferring the waist already achi,eved at the FFTB final focus 12.5 m 

downstream. The procedure is not as simple as it may sound. For one, there are very 

few quads between the two locations, and the so called dump line quadrupolea, operate 
focus w1111 n~casurcd to be - 0.8 pm. 
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at or almost at their maximum strength. This means that we have to use further 

upstream quads and therefore tba waist at the final focus disappears.’ Furthermore 
the apertures of the dump line quads are very tight making it impossible to use my 

high divergence optics, since it would produce intolerable levels of background at the 

primary positron detector (PCAL). Clearly the beam spot sise at If1 can not remain 
as small as it is at the final focus. We do not want to touch any of the &Match 

quads, no matter how significant their e&t might be, because this will result to a 

complete. mismatch of the incoming electron beam to the FFTB lattice. Rrthermore 
the FFTB line should not be altered too much, since traditionally a positron run 

precedes or follows an FFTB run. We are left therefore with very few degrees of 

freedom that we can use. 

The computation of the quadrupole strengths needed to focus the electron beam 

at IPl is done by using TRANSPORT and the results have been cross-checked with 

the SLC online version of COMFOBT and with DIMAD. able 3.4 shows the required 

magnet strengths. Fig. 3.18 shows the spot sizes at different points in the last two 

sections of the FFTB line., that surround IPl. Although the /I-Match used in the 

plot is different than the 30 mm x 10 mm that it is finally used; it still disprays the 

main characteristics of the small IPl spot tuning, since it utilizes the same magnets 
as shown in table 3.4. The predicted spot size at IPl is 20 p x 25 /cm, in t and 
y respectively. Waist knobs that utiiire the last quad doublet in front of IP1 (one 

verticaliy and one horizontally focusing quad), can also be used to move the z or 

the y waist around IPl. The knob settings are found by performing waist scans as 

discuaved in section 3.3.2. ’ 

3.4.2 Measurement of the IP1 Spot Size 

IPI contains a system of x, y and v Al wires 20 Ilrn thick, that can be remotely 
inscrtexl in lhe beam path, using stepper motors with pm accuracy. A very accurate 

way of calibrating the x, y and z positions of the wires is necessary, since it is expected 
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Table 3.4: List of tbe quadrupole strengths needed to give a waist at the IPl. Again 
integrated quad strengths are used following the definition given in table 3.2. The 
first two pairs are sextupolc doublets that have the same strength. The last magnet 
is a quadrupole located in the FFTB extraction line. 

to measure fairly small beam spot sizes. Although the self cdibration of the x and 
a motors is accurate enough, this is not the case with the y motor which seems to 

move much faster downwards under the inducnce of the weight of the flag (for a 

schematic of the IPI Rag see section 4.4 of the next chapter) on which the wires 
are attached. For tbis reason the vertical position of the IPl wires is measured 
using a Linear Voltage Distance ‘Dansducer (LVDT). LVDTs can be easily calibrated 

in the lab, with submicron accuracy. The calibration line which is fit with a low 

order polynomial, relates the voltage that the LVDT outputs to the actual position. 
Fig. 3.19 shows the calibration of the LVDT used in 1Pl for the vertical wire position. 

Two different methods to measure the IPl spot size can be used. Both give 
compatible results. The first method scant the electron beam ncross the vertical or 
the horizontal 1Pl wire, using the dither correctors closest to IPl. This method is easy 
to integrate with the rest of the SLC (SLAC Linear Collider) control program (SCP) 
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Figure 3.18: Simulation of the IPl electron beam spot’s uz and a, using TRANS- 
PORT. Although it is b& on a different B-match than the one finally used, it 
neverthclcss displays all the characteristics of a small IPl spot tuning since it utilizes 
the same magnet configuration that has eventually been used. 

and it is repeatedly used during the smaltbeam tuning procedure. In the second 

method the vertical or the horizontal IPl wires are stepped through the ekctron 

beam. The second method is part of the main data acquisition system for E144, but 

it is not part of the SLC control program. Fig. 3.20 and Fig. 3.21, show the IPl beam 

sirs at the end of the beam tuning. There is a discrepancy between the predicted 

and the actually measured values especially in tho y direction, and the projected 

emittances during this measurement have turned out to be bigger than expeclex3. 

Table 3.5 shows the mcasurcd spot sizes using any of the two methods mentioned 

above, during the 46.6 GeV run period. -As the table shows frequent tuning of the 

FFTlJ line and/or the linac itself is necessary in order to sustain reasonably small 

beam sizes. The continuous disagreement between the predicted and mcasurcd y beam 
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Figure 3.19: Calibration of the IPI wire vertical mover. The position indicator is 
an LVDT that follows the functional expressIon shown and which is used in the wire 
scan algorithm. 

Run Number a, u,, 

fml Id 
15100-15322 23.97 36.31 

15323-15371 24.80 47.85 

15470-15515 25.67 33.55 

Table 3.5: List of the measured electron beam spot sizes during the 46.6 GeV data 
runs. 

sixes during the whole period of the 46.6 GeV data run, indicates come considerable 

p mismatching. 

Once the beam tuning and steering is done, we need to maintain the posisitinn, 
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Figure 3.20: Mcasurcment of a, of the spot at IPI for a 46.6 GeV electron beam. 

angle and energy of the electrons that reach the interaction’region. One more feedback 

loop is thus activated, the El44 feedback. The energy feedback is done in exactly 
the same way as described in section 3.2. For tbc position and angle, both in x and y 
directions, the BPMs around IPI are read and compared to come set valuee, that have 
been acquired at the end of the steering, when the background tuning is satisfactory. 
The necessary corrections are done with the help of x and y dither correctors closest 

to IPl,. At the end of the spectrometer section there are two distinct l ines emerging. 

The first one defines the electron path as they are bent down towards the dump by the 

bend magnets. The second one defines the -y path, for the high energy 7’s produced 
at IPl, which follows a straight line towards the CCD detectors. ‘Bming the clcctron 

beam and setting tbe El44 feedback on, dote not necessarily guarantee the proper 

propagation of the producecf -y’s down the 7 line, without causing any undesirable 

background levels, especially whsl they encounter the tight apcrturcs located in their 
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Figure 3.21: Measurement of a, of the spot at IPI for a 40.6 GcV electron beam. 

path. The collimators, introduced in the 7 lint to reduce the syncbrotron radiation 

light on the CCDs, can be aligned prior to the runs by shining a %-NC laser from the 

end of the line up to IPl. The s&ring of the 7’s is done by inserting a foil in 1Pl and 
changing the pointing of the electron beam at IPl. The easiest way that this can be 
achieved, is by changing the set points in the El44 feedback. A silicon 7 detector at 
the end of the 7 fine provides us with a diagnostic during this alignment procedure. 

Some special care is always needed, eepecially in order to completely eliminate the 

synchrotron light. The pointing of the electron beam is what matters here and it 

can be always adjusted with the dither correctors. The El44 feedback needs to be 
loft undisturbed for come time after every beam tnning change, in order to “catch 
up”. Since most of the collimators in the 7 fine arc not movable, such a correcting 

procedure to protect the CCDs is always needed. 
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Figure 3.22: Measurement of a, of the spot at IPI for a 49-l GeV electron beam. 

It is interesting to study the nonlinear Gompton and positron rates in higher beam 

energies. The linac itself can deliver beams of up to 55 GeV, but the FFTB design 
limits the beam energy to about 50 GeV. The FFTB line itself has never been t&cd 

for electron energies higher than 46.6 GeV, so it is also interesting to check the 

cxperimentrtl limits for FFTB In principle a successful scaling of the energy of the 

electron beam that still keeps it on the same path, requires the scaling of all the 

magnet strengths in the electron line by the same amount. In our case this is not 

quite straightforward, since several magnets in the FFTB line, especially the ones 

in the dump Ike, are already at almost their maximum strength with a 46.6 GcV 
electron beam. Therefore the FPTB optics need to be rearranged first in such a 
way so &hat all the magnet strengths can be scalable to higher valuca, while the sise, 

position and pointing of the dectron beam at IPI remains the same. Only then can 
we try to increase the energy of the electron beam, steer it through the FFTB line 

and reestablish a small spot size at IPl snitable for positron data taking. 
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Figure 3.23: Measurement of a, of the spot at IPI for a 49.1 GeV electron beam. 

Two magnet configurations, one at 46.6 GeV which is t&able to higher energies, 
and another at 50 GeV produced by scaring the strengths of all the magnets in the 

FF’TB line by the ratio of 50/46.6 = 1.073, were prepared by using the online beam 

simulator DIMAD. These two configurations are used by a knob that will at the same 
time gradually scale the ciectron energy in the linac and the magnet strengths in 

the FFTB hue by the same scaling factor, starting from the 46.6 GeV configuration 

and moving towards the 50 GeV one. After each scaling step the electron beam has 

to be steered so that it always makes it to the dump. The real restriction to thii 
procedure is the fact that the main dump line bends thet guide the eicctron beam to 
~11s clump, are permanent magnets with strcugths designed for 46.6 GeV electrons, 
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and therefore the electron beam needs to be overbend in their entrance and at the 
same time clear them adequately wcil 80 that the radiation levels measured by the 
loss monitors are much lower than their trip values. There are four soft bend magnet-s 

4 in front of the permanent ones, that can be used for this purpose. The whole scaling 
process therefore is limited by the maximum field strength that the power supplies 

for these magnets can deliver. Eventually 49.1 GeV ~88 the highest electron energy 

achieved, with N 5 x 10’ elections per bunch. We can then tune again for small 
IPl beam sizes as usually. The predicted spot sizes are 30 pm x 30 p, and the 
results of the wire scans at IPl at the end of the tuning are shown in Fig. 3.22 and 

* 
Fig. 3.23. The setpoints of the El44 feedback become an adequate tool for steering 
the 7 line as described in the previous section. On the less bright side of this process, 
the background ICVCIS increased by a factor of 5-10 and repeated steering helped to 
bring them down to about a factor of 4 higher than the 46.6 GeV case, as described 

in more detail in chapter 7. 

Chapter 4 

The Laser System  

4.1 Laser System Description 

The laser is based on the Chirped Pulse Amplification (CPA) technique [30], (31). It 

consksts of a mode-locked Nd:YLF oscillator, a Nd:glsss regenerative amplifier, a two 
pass Nd:glm rod amplifier and finally a flashlamppumped Nd:glass slab amplifier. 

A schematic of the laser system is shown in Fig. 4.1. 

In order to collide a laser pulse with an electron bunch, the oscillator is locked 

to the accelerator rf. For this purpose, the 476 MHz drive frequency needs to bc 

transported from the accelerator master clock to the laser room, as is described in 
section 4.3. After frequency dividing by 8 this signal is used to drive the acoustboptic 
moddocker of the cw-pumped oscillator at 59.5 MHz, while the phase of the laser 

pulses with respect to the reference rf is maintained with the help of a phase-locked 

feedback loop. The low-0 modelocker [32] is driven by the 59.5 MHz rf after it is 

amplified to 4 W. The Q of the modelocket can be measured by shining a He-Ne 
laser through its center and using a fast photodiode to mwure the light after the 

O-th order Bragg reflection. The driving frequency of the modelocker is varied using a 
synthcsizct operating around 59.5 MHz. The photodiode signal is fed to a spectrum 

analyzer. Fig. 4.2, gives the fractional modulation depth of the He-Ne light. We can 
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A phasestabIlIzed, CPA laser system delivers -1018 WIcm2,Od pm or 1 pm laser 
pulses at 0.5 Hz wilh 145 ps timing jm 

ExoJblcfa~ 
476UUt 

Figure 4.1: Schematic of the laser system. 

see that the peak is at je = 59.47 MHz, while the FWHM is Af = 85 kHz. Then the 
quality factor can bc calculated to bc: 

(4.1) 

The modelocker needs to be kept at a constant temperature during operation and 

for this purpose a cooling system with less than 0.5% variation has been employed. 

The Q measurement shown in Fig. 4.3 corresponds to a modelocker temperature of 
36.5”C. The optimal tcmpcraturc that the modelocker needs to be kept, is defmd to 

be the tcmpcrature at which the refiectai power from the modclockcr is minimum. 

Figure 4.2: Frequency response of the modelocker (ML) crystal. The estimated Q = 
1400. 

Every t ime that the cooling system is changed the optimal temperature needs to 

be determined again. This was the case right before the August 1996 data run. 

Fig. 4.3 shows such a measurement of the optimal modelocker temperature, after the 
installation of the new cooling system. The modelocker power is kept at 4 W  while 

the cooling temperature is varied and the rctlccted power from a forward coupler 

is monitomd. Notice. that the optimal temperature has changed to about 29.6-C. 

Then also the optimal frtxlucncy that corresponds to maximum modulation depth 

also changes and it is found to be et 59.5 MHz. The quality factor did not change 

significantly. 

The oscillator produces a 119 MHz pulse train .of 50 p pulses at a wavelength of 
1654 mu. The pulse train goes through a Faraday rotator to cnsute minimal reflection 

back to the oscillator cavity, and thcu through two waveplates, chat cau be adjusted 
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Figure 4.3: Temperature dependence of the reflected power of the modelocker (ML) 
crystal. The reeonanco frequency ie f = 59.5 MHz. 

to vary the polarization and power through the optical fiber. The fiber is - 1 km 

long, ringle mode with a 9 pm core (331. Inside the fiber the pulses undergo stretching 
in time and $50 chirping in frequency due to the effects of Self Phase Modulation 

(SPM) and Group Velocity Dispcmion (GVD) [34]. A spectrometer in the diagnostic 

tine, where part of the laser beam is ecnt, is used to measure the bandwidth around 
the 1054 nm wavelength. The spectrometer consists of a narrow vertical slit to allow 

only a fraction of the laser pulse through, a lena to match the distance to the detector 

and a grating with 1000 lines/mm with its grooves positioned verticahy. The detector 
is a reticon [3b] with only horizontal resolution. It is 14 mm long and it is located 33 

cm away from the grating, therefore the maximum angular divergence is 4.24 x IO-* 

&The grating equation is: 

sinf+ + sinBo = n X 
D (4.2) 

Figure 4.4: A mcasure.ment of the oscillator pulse bandwidth after dispersion in the 
optical fiber. The width at FWHM ia shown to be 846 p and using the calibration 
factor of 3.8 A/l06 /.IS we get a bandwidth of 32 A around the 1054 nm wavelength. 

Figure 4.5: A meaauramcnt of the oscillator pulse width using a cw autocorrelatoc 
The puIse is compressed with a grating pair. ‘&king into account the autocorrelator 
calibration this mcaoumment corresponds to 1.1 ps FWHM pulse width. 

where 81 = 23O and 60 = 80° are the input tid output angles of the Iaacr on the 

grating measured with respect to the pcrpcndicular to the grating surface, n=l is the 
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order of dispersion, X the wavelength at 1054 nm and D the groove spacing on the 
grating. After differentiation of J?q. 4.2 and substitution we find: 

dX = de, codoD = i%h (4.3) 

On the other hand the total length of the reticon corresponds to 1.85 ms on the scope. 
Therefore we have a calibration of 3.8 A/IUO M for the spectrometk measurement, 
as it is displayed on a scope. Fig. 4.4 shows such a bandwidth measurement. Using 

the calibration factor of 3.8 A/l00 p, we get a bandwidth estimate of 32 A around 
the 1054 nm wavelength. In the same diagnostic line with the grating spectrometer, 

there also exists a cw autocorrelatot that measures the oscillator pulse width, after 

it has been tecompreaaed with a pair of‘gratings. The compression is done in order 

to ensure compressibility of these pulses before they are transmitted through the rest 

of the laser chain. Fig. 4.5 shows the measurement of a 1.1 ps pulse after taking into 
account the calibration of the autocorrelatot. As mentioned earlier, only part of the 
laser beam is going through the diagnostic line, while the rest of it is sent directly 

through the main optics chain. There the laser pulses undergo a further expansion 

by a pair of expansion gratings. Their pulse width can be measured with a streak 

camera and their pulse width is found to be approximately 700 ps. Expansion of the 
laser pulses in the frequency domain is important, because it allows compression in 
the time domain, as CIwAt = 1 suggests. 

At this point the energy of the laser pulse is only about a nanojoule and it is ready 

to be injected into the regenerative amplifier. Every 2 seconds one pulse out of the 

119 MHz pulse train is sekcted by a Pockels cell and then is sccdcd into a Q-switched, 

regenerative ampliflet. The amplifier medium is a 0 mm, 160 mm long Nd:glass rod. 
The pulse train out of the regen is shown in Fig. 4.6. One more Pockels cell is used 

to select one of these pulses every 2 seconds and it therefore sets the repetition rate 

of the la.%. The selected laser pulse has N 1 mJ of energy, 700 p pulse width and 

repetition rate of 0.5 Hz. This repetition rate is limited by the cooling requirements 

of the later amplificatiou stages. Therma\ effects on the amplifier material can induce 

Figure 4.6: Regenerative amplifier pulse train. The missing pulse has been selected 
by a Pockels cell and it continues through the rmt of the laser system. 

a preferred axis for the laser polarization. If the polarization of the incoming beam 
does not coincide with this preferred axis, depolarization ef&cts occur that lead to 

distortion of the laser pulse wavefront. Therefore sufficient time needs to be allowed 
for cooling. An important effect to consider is the gain narrowing that occurs during 

the amplification (36). At the end of the regen amplification the bandwidth has been 

reduced to about 12 A, which can result in a shortest pulse width of - 1.3 ps after 
compression. An air spatial filter upcollimates the laser beam before the double 
psss Nd:ghrss amplifier. Due to depolarization effects when the amplifiet operates at 

high voltages, the maximum energy is kept at IO mJ. A 1 m fang vacuum spatial 

filter with equal focal length lenses, is used to clean the laser pulse from any intensity 

variations due to scattering from optics imperfections or air particles, after the second 

amplification. At the focus of the first lens a 400 pm pinhole is placed that cleaim 

most of such noise, while still 99% of the initial intensity remains [SO]. The pressure 

inside this filter is kept to the level of lo-” Tort, in order to avoid ionization of air 

molcculcs at the focus of the laser pulse. 
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Figure 4.7: Simulation of the current through one of the four flashlamps used to 
“pump” the slab active medium. 

The last amplification stage copsists of an Nd:glsss slab amplifier. A characteristic 
of the slab geometry is the Brewster angle input and output faces. In order to extract 

ss much energy as possible from the slab we need to expand the beam anamorphicalljr 
with an aspect ratio of 4:l. This is done by using prisms, that take advantage of the 

Brewster law to give a magnification factor equal to the refractive index of each 

prism [60]. There are 4 prisms made of fused silica which has a refraction index of 
1.41. Therefore the magnification achieved is (1.41)’ N 4. A Galilean telescope further 

expands the beam by a factor of 2. The slab geometry [37], [36] has the advantage 

of excellent phase front transmission, while retaining high gain and repetition rate 
in a compact unit. This is due to more efficient cooling compared to a rod of a big 

diameter. Depolarization effects arc eliminated if the electric field is perpendicular 
to the Iarge surfare. of the slab. In our case the aperture cross section is 1.1 cm 
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x 6.5 cm, so that large beams can be used, reducing the peak intensity and related 
nonlinear effects. The laser beam passes three times through the amplifier in a bow-tie 

configuration, while the Brewster angle input window, internally reflects the beam in 

each pass 12 times, increasing the optical path in the active medium.N&glass is more 

preferable in our case, due to its availability in high optical quality and large sizes, and 
also to its ability of storing high energies before reaching its saturation fluency. The 

ID 
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Figure 4.8: Slab (top plot) and Zpass (bottom plot) gains, as a function of flashlamp 
voltage setting. 

slab active medium is Upumped” by fonr fiashlamps, that discharge a high voltage 
with peak energy of 1.6 kJ per lamp. The discharge lasts for approximately 200 ~LV 

and is regulated by each lamp’s current pulse forming network (PFN). The current 

running through each of the four flashlamp can be approximated by the expression: 

(4.4) 
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where Q = R/2L and w = (&@I. Fig- 4.7 shows a simulation of the lamp current 

for the indicated parameters. An actual measurement of the current agrees well with 

the above approximation [60]. For the case of 6 kJ of flashlamp energy, the small 

signal gain is measured to be ss high as 300. Under normal operating conditions a 

19-15 mJ input laser pulse at 1054 nm can be amplified to over 2 J of energy. Fig. 4.8, 

shows the slab gain (top plot) and also the 2-pass gain (bottom plot) as a function 

of the Aashlamp voltage settings. 
After the siab the laser beam needs to be recircularized. A pair of cylindricsl 

lenses is used for that purpose. Their alignment is critical to the wavefront quality of 

the beam further downstream, and especially to the astigmatism introduced to the 

beam. Both the cylindrical lenses and also a Galilean expansion telescope that follows, 
increase the size of the beam at the end to about 4.5 cm. A waveplate positioned in 
between rotates the polarization from vertical, required for the operation of the slab, 

to horizontal as required by the compression gratings later. A 2.7 m long vacuum 

spatial filter cleans the pulse once more and it further expands its size to N 7.5 cm. 
The filter again is maintained to a pressure of lOus Torr. The laser pulse is then 

directed through the compression stage, which consists of two 1760 lines/mm, gold 

coated 160 mm x 220 mm holographic gratins [49], used in the near Littrow, double 
psss configuration with a separation distance of 164 cm. They compress the laser 
pulse to 1.5 ps. After the compression tbe laxer pulse is frequency doubled wing 

a 4 mm or 8 mm thick Type Ii KDP crystal. Although the theoretically expected 

efficiency is 50 %, during the August 1996 run an efficiency of N 40% ~8s achieved. 
After the laser pulse is transported down to the interaction point (IP), it returns 

back to the laser room for further diagnostics. The laser energy is measured at the 

end of the transport line, with an energy monitor appropriately calibrated in order to 
take into account, the energy losses through the transport line, so that the cnorgy of 

the input pulse can be deduced. Fig. 4.9, shows the laser energy fluctuations during 

the whole data taking period. Laser pulses with energies as high as 750 mJ have 
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Figure 4.9: Laser energy at the interaction point, ss a function of run number. Each 
point in the plot represents energies averaged over a large number of laser pulses. On 
a pulse-to-pulse bssis, events with energy as high aa 750 m.J in the green (527 nm) 
have been observed. 

been observed. The laser p&e width was measured with a single shot autocorrelator 
but not on a shot-by-shot bssii. Such a measurement is shown in Fig. 4.10 and 

corrcsponds to 1.5 p pukse width. 
The focal spot size at the interaction point is measured indirectly using the Equiv- 

alent Target Plain (ETP) method. The returning laser beam is focused with a 4 m 
lens and attenuated by reflection off the surface of glass flats, by a factor of 10”. 

Further attenuation is provided by neutral density filters. The focus is imaged with 

a IO x microscope objective into a CCD camera that has 753 x 244 pixels with 

dimensions 11.5 pm x 27 /im. The signal in each pixel is proportional to the light 

iutensity on it. The widtb of the laser pulse in both the x and y directions is deduced 

in two ways. The first is the so called geometric method. During this method the 
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Figure 4.10: A measurement of the green pulse width (FWHM) after it has returned 
to the laser room from the IP, using a mn single-shot autocorrelator. After taking 
into account the autmorrelator’s calibration, the measurement shown gives a FWHM 
of w 1.6 ps. 

background is estimated by measuring the signal levels in a 3 pixel wide area around 
the edges of a square 150 x 150 pixels wide that surrounds the peak of the signal. 
Clipped pulses that hit the CCD camera on the edge, are thrown away when the ratio 
of the bottom of the clipped edge to the peak is 5 0.67, ie. when most of the clipped 

side is lost. The peak of the laser pulse is determined as the average of thd four pixels 

around the one with the highest intensity. The difference between tlie background 

and the peak defines the pulse height. The width in each direction is then found by 

counting the number of pixels in which the signal is hiiler than (&)-I of the peak 
signal. The area is determined by multiplying the two widths by 2 r. The second 

method defines the width in each direction by assuming a Gaussian distribution and 

fitting accordingly. Events with really bad x2 are not considered. Again the area is 

determined by multiplying the two widths by 2 lr. Fig. 4.11, shows the spot areas 

predicted by the two methods. The geometric method gives on average a larger spot 
siz by 23 %. In arty c&ye the laser area remains fairly constant over the whoIe fun 

Figure 4.11: The laser spot size at the inter&ion point as measured using the ETP 
method. Two different procedures, the geometric that simply counts pixels above 
a certain background threshold, and a method that assumes Gaussian distributions 
of the beam intensity on both the x and y directions and fits accordingly, can be 
used to extract the laser spot size. The top pIot shows the areas derived using this 
iast method, as a function of the data runs (run time). The second plot &OWS the 
difference in the predictions of the two methods. It is clear that the geometric method 
can give bpot sizes him by 23 % of those found by the fit method. 

period and between 30-40 pm* for most of the time. The ETP method is very sen- 
sitive to outside conditions like air curronta. Furthermore the quality of the beam 

wavcfront dctcrioratcs sharply with the number of refiections off the mirror surfacee 

and by going through fiiters. Thctefore the errors assigned to it are really big. If 

we d&e tbe focusing optics by their / number (js), which is the ratio of the focal’ 

length of tho focusing lenses over the limiting aperture of a parallel Gaussian beam 

that corrcsponds to the l/e* of the beam intensity, we find that in our case f# = 6. 

The wavelength for a green laser pulse is X = 0.527 pm. Therefore we can define the 
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diffraction limited spot area for a green laser to be: 

A = 5 (f&i)’ = 6.4pm2 

From the above we can conclude that the measured spot sizes are w 4.7 times the 

diffraction limited ones. Astigmatism is the most obvious reason for this difference, 
along with misalignments in the optics in the transport Iine and inside the IP box, as 

it is discussed later. 

4.2 The Laser Transport System and Interaction 

Point 

l%om the laser room the laser beam needs to be transported 12 m further into the 

FFTl3 tunnel and to the interaction point. The laser beam is raised to a height of 

2.5 m using a periscope inside the laser room and then it passes through a glass 

window coated for antirektion in green, before it enters a 10 m long pipe that 
transports it into the FFTB tunnel, that is under high vacuum, the same maintained 

in the electron beam pipe (lo-* Torr). There the beam is reflected downwards by 

a 45O mirror, which ia placed on stepper motors that can be remotely controlled 
from inside tho lsser room. The mirror is located in the upper deflection box (UD), 
which also contains the return mirror, which is also placed on remotely controlled 

motors. After been deflected by 45” the laser beam travels downwards until it enters 

the iukraction region. There it is deflected horizontally by another 46 mirror and 

focused by an Off Axis Paraboloid (OAP) mirror with 30 cm focal length onto the 

incoming electron beam. The laser beam is then re-collimated using another OAP 

and d&&d upwards with a 45’ mirror. All the optics inside the IP are mounted 
on an invar plate in order to reduce the effects of tempcraturc variations on the laser 

path length, The laser beam crosses the electron beam at a 17’ angle. A schematic 

of the IP optics is shown in Fig. 4.12. The IP box is placed on magnet movers that 

Figure 4.12: Drawing of the optica inside the intektion point box; dimensions are 
in inches. The focusing of the laser pulse is done in such a way so that it crosses the 
electron beam in a 17” angle. 

can move it in the x (horizontally transverse with respect to the electron beam) and 

in the y direction (perpendicular to the electron beam) and also rotate it in the xy 
plane. The three motors are interfaced to ihc SLAC Control Program (SCP) and are 

used to scan the laser focus with respect to the electron beam, since the laser path 

is fixed with respect to the IP box. Some stabillty issuea are of concern, especially 

since the 1P box is on top of a column that sits on the concrete Boor of the FFTB 

tunnel. Long term drifts of the order of pm have been measured and they in fact 

becam evident during the lsst run. They are due to diurnal thcrmd expansion df 

the tunnel. Frequent y-scans of the IP box position had to be performed in nrdet to 
establish optimal vertical overlap between the two beams. 

Good wavefront quality of the beam returning into the laser room from the in- 
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teraction point, indicates that the alignment of the OAPs is correct and that the 

pointing of the beem incident on the first OAP coincides with the OAP axis. To 
maintain the alignment a frequency stabilized cw He-Ne laser la used in a Mach- 

‘ Zehnder interferometer configuration. A beam splitter sends part of the HaNe beam 

down to the transport line and after its return back to the lsaer rcom, it interferes 
with the other part that went through the beam splitter. The absence of any fringes 

or the presence of at most one indicates a very good alignment of the transport line. 

The OAP alignment can be done independently in the lab prior to their installation 

into the IP box by using the same method. There are 5 degrees of freedom OYIX which 

the OAPs must be aligned to each other: 3 displacements so that their focal points 
will coincide and 2 rotations to set the optical axis parallel to the OAP axis. After 

the OAP installation inside the IP box, the rest of the transport line can be aligned 

using the h4ach-Zehnder interferometer described above. The input and return mir- 
ror in the Upper Deflection box (UD) can be used for final adjustments. A set of 
quadrant diodes behind the two 45’ deflecting mirrors inside the IP box can be used 
in order to set the laser beam on a perfectly horirontai line as it propagates through 
the transport line on both directions and also on a normal direction of incidence on 
the first OAP. 

4.3 Laser-Electron Timing 

One of the most important technical challenges for the experiment is the synchro- 

nization of the laser pulse with the electron beam, in order to acbicvc collisions at 

the interaction point 1391. Since the laser pulse has a pulse-width (FWHM) of N 1.5 

ps and the electron beam a bunch length of N 7 ps, we need to control their relative 

timing at the 1 ps level. The strategy used is showu in Fig. 4.13. A sub-multiple of 

the master accelerator frequency drives the mode-locker (ML) of tho laser oscillator 
that sets the timiug of’ the Iascr pulse lauucdring. An electronic feedback locks the 
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Figure 4.13: Overview of the timing system for the syncbronixation of the laser pulses 
with the electron beam (from [60]). 

phase of t!le oscillator to the accelerator rf, by adjusting the phase of the rf driving 

signal of the ML. The electron-laser line timing is found by scanning with an optical 
delay line, while at the same time the products of the laser-electron interaction are 
monitored, Ce. the linear Compton scatrered electrons into the linear monitor, or 
the even more sensitive signal of the nonlinear scattered electrons into the nonlinear 

counters or the electron calorimeter (ECAL). The b& timing overlap is at the peak 
of the interaction yield when it is plotted as a function of the timing delay. 

4.3.1 Experimental Setup for Laser-Electron Timing 

The accelerator master oscillator located in the injector area, 3 km from the laser 
room, provides 20 Watts of rf power at 476 MHz. A 300 Hz fiducial is superimposed 
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on this signal, which provides the firing trigger for the linac klystrons. This signal 
is transmitted via the Main Drive Line (MDL) [40), a rigid coax cable that runs the 

whole length of the accelerator’s klystron gallery, and is the source of both the rf drive 

and of all the reference signals for the klystrons and rf devices in the linac. The 476 

GJ x6 
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Dslc:r 

Figure 4.14: Schematic of the SLAC main drive IiRe (from [60]). 

MHz internal frequency is multiplied by 6 in each sub-booster in order to produce 

the rf necessary for S-Band systems, as it is shown in Fig. 4.14. The performance 
of the accelerator is sensitive to any drifts in the phase of the rf provided by the 

MDL, so a feedback loop is employed to compensate for any changes in the electrical 

length of the MDL. This loop is controlled by the software tools that support all slow 
feedback loops in the SLAC Control Program (SCP), and is a feed-forward loop, i.e. 

the environmental effects that are responsible for any phesc instabilities of the MDL 

are not controllable and can only be compensated for. The meesurcment of the phase 

length of the MDL is done with a single interferometer by introducing a modulated 

reflection of the rf at the end of the Iinac (sector 30), allowing instrumentation in 

the front end (sector 0) to compare the phase of the reflected rf with that of the 
source. Thus, the accelerator rf signal which is used to synchrouize the laser with 

the clcctrons, contains, in addition to the main 476 MHz signal, a sideband (~1 750 

Hz (originating from the interferometer) , and sidebands at the harmonics of 360 Hs 

(originating from the fiducial). 

The 476 MHz signal is amplified by a low noise rf amplifier and is then fed into a 

Fiber-Optic Transmitter (F/T) 141). The rf modutates the current into a distributed 

feedback diode (DFB), which in turn produces en intensity modulated opticalsignal at 

1300 nm wavelength that is coupled into a temperature stabilized optical fiber 1421, 

and transported 600 m  to the Laser room. The fiber solution is more preferable 

than an rf cable due to low? losses, lower dispersion, and smaller length variations 

resulting from ambient temperature fluctuations. In the laser room the optid signal 

is detected by a Fiber-Optic Receiver which utilizes a fast photodiode to convert it 
to the 476 MHz reference signal. The transmitter/Meiver setup is interfaced and 

monitored by SCP. The 476 MHz signal from the F/O Receiver is amplified and used 

to drive the Fiducial Output module (FIDO), which contains electronics that extract 

the fiducial pulse (T-zero) from the reference signal and othcra that produce the 4th 
sub-harmonic at 119 MHz. The output of the FlDO consists normally of a 119 MHz 
sine wave with a missing half cycle to indicate the T-zero. An externally supplied 

circuit inhibits the fiducial, so that a cleaner 119 MHs pulse is produced. Fig. 4.16, 

shows the spectrum of the I19 MHz pulse. The 360 Hz and 750 Hz sidebands can 

also be seen clearly. 

The 119 MHz rf is then sent into the timing stabilizer (‘l’s) module 1431. A 
simplified block diagram of the timing stabilizer is shown in Fig. 4.16. The output of 

this module is a 69.6 MHa signal in phese with the reference 119 MHz, which after 

amplification to 4 W  drives the oscillator’s modelocker. The oscillator produces a 119 

MHz pulse train, which is collected by a 2 GHz bandwidth photodiode, afte.r it has 

undergone chirping and expansion tlrlaugh the fiber and again compression through 

the diagnostic line compression gratings. The photodiode signal is phase compared in 

the TS to the reference 119 MHz signal. The output signal of the phesc comparator 

controls the phesc of the rf sent to the modelocket. The positioning of the diode 

.- ,. ,“̂  - _. 
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Figure 4.15: Power spectrum of the laser reference rf at 119MHz. 

is critical, since both signals that are phase compared must be close to their zero 
crossing in the time domain. Tbe diode collects the light after the I km fiber used 
for chirping, so that are compensated for any changes in the optical path length due 
to temperature variations. The diode is placed after the compression gratings where 

the FWHM of the pulse is N 2 ps and therefore the timing information of the rising 
edge of the pulse is more accurate. With thii setup the oscillator pulse train is locked 
to the master accelerator clock. Every 2 seconds one of the pulses in this train is 
picked for further amplification and eventually is sent down to the interaction region 

to collide with one of the electron bunches. 

Fig. 4.17 shows the arrangement necessary to set the relative delay. The relative 

timing of the laser pulse with respect to the electron beam is set by the last Pockels 

cell in the laser path, which defines the switch-out time for the rcgcnerative amplifier 
pulse train. The timing of the other two Pockets cells earlier in the line, is then 

adjusted relative to the switch-out Pockehr cell, so that good amplification and good 
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Figure 4.18: Timing stabilizer block diagram (from 143]).’ 

&rglc pulse contrast is achieved. The Pockefs cell triggers are based on the software 

defined SLC triggers, which arc also synchronized to the master accelerator clock. 

Them triggers can be adjusted as to repetition rate and delay, from a starting point 
Ts which coincides with the injection of the electron beam. The laser trigger starts . 

as a 10 Hz trigger and its delay can bc adjusted with a Pulse Delay Unit (PDU) 

interfaced with SCP. The finest time step of the PDU is 8 ns. The PDU signa! is 
frequency divided to 0.5 Hz and is then fed into two commercial delay units 144) that 
can be timed in picosecond steps. The first of these units is used for the triggering 
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Figure 4.17: Experimcntai setup of the timing system. Different ways of synchronizing 
the electron and the laser beam and the corresponding cable delays are shown. 

of the regenerative amplifier’s flash lamps and is irrelevant for timing purposes, since 

the lamp flash lasts for approximately 200 ~18. The second unit is used to trigger the 

three Pocheis cells in the laser path. 

After the switch-out time the laser pulse travels through tbe rest of the laser 

system and eventually enters the input periscope of the optical transport line, to be 
delivered to the interaction region (IP). The light leakage from the first mirror in the 
input periscope, is collected by a photodiocle permanently positioned behind it and 

is used as the timing reference laser pulse (TRLP). Assuming that -no path length 

changes take place in the optical transport, is compared to an electron beam based 

signal. The clcctron beam based signal is provided by a ringing cavity ins%alled in the 

Figure 4.18: Schematic of the ringing cavity (from [SO])- 

electron beam line 2 feet downstream of the IP. A schematic of this cavity is shown 
in Fig. 4.18. It has a resonant mode at 2856 MHz (characteristic of S-band systems), 

and a quality factor Q = 1306. It is made of copper and it normally operates at a 
temperature of 116” Fahreneit. The length of the cables from the ringing cavity to 

tlie laser room as well as of those from the diode, are measured using Time Delay 

Refiectometry (TDR). The optical transport length is measured by sending the laser 
pulse through the transport line and using two photodiodcs to measure the relative 

delay between the input and output signals. The TFUP signal is time compared to 

the one from the ringing cavity using a 400 MHz oscilloscope and a coarse timingpf 

the laser and beam is set by using the PDU. By this method the synchronization can 

bo set to f 0.5 ns. Table 4.1 and Fig. 4.17 shows the cable and path lengths in units 
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of ns for all the relevant timing elements, as they were measured prior to the August 
1996 data run. Fine tuning of the relative laser-electron pulse timing is achieved 

Table 4.1: List of the cable and path lengths for the timing method used for the 
laser-electron pulse synchronization. The units are in ns. Proper subtraction of the 
cable lengths results to a relative time difference of 4.04 ns. 

by using the variable optical delay line. This line consists of a prism positioned on 

a stage that can be moved with pm ptecision either manually or through an GPlB 
interface of the stage driver, with a PC. Since the stage is 25 cm long it can cover the 
range off 0.5 ns, The whole setup is integrated with the rest of the data acquisition 

system, and therefore the correlation between the laser optical delay and the yield of 

the products of the laser-electron interactions can be monitored. Fig. 4.19 shows such 
a timing scan. It is clear that optimal timing overlap corresponds to a time delay of 

“8ps. 

4.3.2 Timing Jitter and Long Term Drift 

11~ the spectrum of the refmnce 476 MHz rf frequency, any sidebands can translate 

into phase noise. An estimate of the phase noise, or equivalentty of the time jitter, 

can be obtained from an analysis of the power spectrum 1451 of the examined rf. The 
spectrum of a narrow pub of frequency wb contains a11 higher harmonics of y at 

frx?quencies m plus ascries of amplitude noise sidebands S&-m& and phase noise 
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Figure 4.19: A typical timing scan curve. The vertical axis shows the number of 
ckxtrons detected in the top row of the electron calorimeter @GAL) as a function of 
the time delay introduced by the variable optical delay line. 

sidebands n2d& (W-M). At harmonics of sufficiently low order the amplitude noise 
sidebands dominate, while the phase noise sidebands, which are proportional to n*, 
become important at the higher order harmonics. The relative power of the sidebands 

of a high n-th harmonic over the power of the n-th harmonic itself, determines the 

spectral density S&) of the timing jitter of the signal. Then the RMS timing jitter 

is given by - _ 
g: = - 1: c” SJ(W’)&f 

I.. 
where we have set w’ = (w-~0). The lower limit must be chosxzn so that 4WAT N 1, ’ 

where AT is lhe duration of the wrperimcnt, but often it is imposed by the resolution 
of the spectrum analyzer and can vary from 50-200 Hz. The upper limit is taken as 25 

kfiz, although frequencies above 2 kHz contribute littlo to the timing jitter integral. It 
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Figure 4.20: Power spectrum of the laser oscillator pulse train. 
Figure 4.21: Measurement of the timing jitter in the time domain. 

is obvious that it will be more appropriate to measure the time jitter of the 119 IMH~ 

signal at one of its higher harmonics. Since, as we have mentioned in section 4.3.1, 

the ringing cavity has a resonance at 2866 MHz, we can use the 24-th harmonic to 
calculate the timing jitter. The power spectrum of the 24-th harmonic of the laser 

pulse tram is shown in Fig. 4.20 and it can bc used for such a measurement. An actual 

measurement performed in some earlier stages of the El44 experiment, gave an RMS 

estimate of w 2 ps [60]. A theoretical treatment of the phase stability of microwave 

oscillators is given in [46j. Time jitter measurementa can also be performed in the 

time domain, by displaying the fast photodiode signal of the laser pulse tram on a 

sampling scope [47]. A 7 GHz bandwidth photodiode is used for that purpose. The 

scope is triggered with the 119 MHz reference rf. The diode is positioned after the 

compression grating in the lsser pulse diagnostic line. In order to reduce the effecta 

of amplitude fluctuations, the lower part of the rising edge of the larcr pulse has to 
be studied. Fig. 4.21, shows such a jitter measurement with a result of 0,:: = 7.3 

pa However, the trigger jitter needs also to be taken into account. This is done by 

gcncrating both the trigger and the signal from the 119 MHa reference tf, using a 

power splitter. This measurement gives a trigger jitter of fld@r = 6.8 ps. After 

quadratic subtraction, we find that the teal jitter of the laser pulse is dx = 2.8 ps. 

Such a method is characterized by a big error usually of the order of N 1 pa. 
Another diagnostic of the timing stability of the system is a direct phase com- 

parison of the laser pulse train and the drive rf. This is done at the linac frequency 

of the 2856 MHz. The 476 Mlfs output of the optical fiber is multiplied by 6 and 

fed to one arm of a Double Balanced Mixer (DBM). The other arm has as an input 

the 24-01 harmordc of the 119 MHs tsser pulse train. This is selected by using a 
2856 MHa Bessel filter. The signal is amplified by 60 db, before it is input to the 

mixer. When two signals of the same frequency but difTerent phases, are applied to 

the two inputs of a balanced mixer, the output is a DC voltage whose amplitude is 

proportional to the phsse difference of the two input signals [48]. The mixer output 

is 9lterstl for DC using a low-pass 60 MHz glter, in order to avoid any leakage of both 
the main 119 MHz drive d and its subharmonic of 59.5 MHz. The output can bc 

fed either directly into a sampling scope, or through a CAMAC to the SLC Control 
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Figure 4.22: Block diagram of the laser pulse phase noise measurement setup 
(from [60]). 

Program (SCP). The whole setup is shown in Fig. 4.22 The calibration of the mixer 

is done by shifting the phase of the input laser frequency by a known amount using 

a phase shifter, and reading the mixer output through a scope or through SCP. Such 

a calibration curve is shown in Fig. 4.23 and results to a conversion factor of 0.79 
ps/mV. The voltage output of the mixer as a function of time with an RMS fit, is 
shown in Fig. 4.24. The RMS is shown to be 1.426 mV. Using the above calibration 
it translates into a timing jitter of urn’* E 1.13 ps. The mixer’s internal phase noise 
turns out to be small enough and needs not to be taken into consideration. This last 

measurement was performed right before the beginning of the August 1996 data run. 
The phase oomparison technique described here, can also provide us’ with a tool to 
perform a measurement of the !ong term drift. Fig. 4.25, shows the results of such a 

measurement over a time period of 17 minutes. The time step size is 2 seconds. The 
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Figure 4.23: Calibration of the phase noise measurement setup taken by shifting one 
of the arms of the mixer with respect to the other. 

slope of the straight line shown, gives us the drift in units of mV per 2 seconds. Using 
the conversion factor of 0.79 ps/mV we find that the long term drift is 6 p per hour. . . 
This is a considerable drift and can cause the complete loss of the laser-electron pulse 

synchronization, and therefore frequent scans of the faser’s optical delay are needed 

to reestablish optimal timing overlap. When the timing stabilizer loop is deactivated, 

drifts of over 100 ps in a time scale of minutes are evident, ss Fig. 4.26 shows. The 
stability of the electron beam with respect to the reference rf can also be checked (60]. 
Very briefly the results of the measurements indicate that variations over a time scale 

of 30 minutes are less than 2 ps, while diurnal effects that change the length of tbc 

linac do chauge the electron timing on a timescale of hours. 

Several sources can be identified as contributing to the timing jitter measured 

previously. One is the fiducial sidebands in the power spectrum of the 476 MHs 

refcrcnce rf at 360 and 750 Hz and their harmonics. Its efkct on the oscillator pulse 

train is immediately noticed on the photodiode that monitors the leakage from the 
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Figure 4.24: Phase noise measurement of the laser oscillator pulses with respect to 
the reference RF. The vertical scale is the voltage output of the mixer in mV. The 
horizontal axis is time in seconds. The RMS fit error can be translated to a time 
jitter using the calibratiorr results of Fig. 4.23. 

curved oscillator cavity mirror, ss it is shown in Fig. 4.27. The 360 Hz fiducial signal 

dctunes the modelocker causing the appearance of the spikes shown. The solution to 

this problem is to inhibit the fiducial generating circuit inside the FIDO module, ss 

it has already been mentioned earlier. Unfortunately the 750 Hz sideband can only 

be inhibited with oxpensive Phased Locked Loops (PLL) and it is not corm&d for in 

this experiment. An important contribution to the timing jitter, when the stabilizer 

loop is deactivated, arises from fit&rations in the modelocker temperature. The 

thermal stability of the modclocker is critical to its performance and subsequently 

to the timing jitter of the oscillator pulses, as shown in Fig. 4.28 . The top plot 

shows the mixer outpul in mV as a function of time. In the same time period, the 

modelocker temperature in “C is also recorded in the bottom plot. Both quantities 
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Figure 4.25: Measurement of the long term drift of the laser pulses with the accelerator 
reference RF. The 8Xet1 are the same as in Fig. 4.24. 

show the same periodicity of N 17 minutes. Thermal effects on the osciBator cavity 
icngth itself are less important, since the cavity is established on an invar plate. On 
the other hand, mechanical vibrations of the invar plate, can introduce noise in the 
frequency spectrum of the oscillator pulse train. This source of jitter, along with 

amplitude fluctuations in the applied high voltage to the flashlamps are examined in 

more detail in [SO]. The main source for Iong term instability in the laser-electron 

timing, is the IP box motion due to ambient temperature variations, which trauelatee 
into timing drift between the two beams. 
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Figure 4.26: Effect of the timing stabilizing feedback on the phase drift measurements. 
Initially the feedback was turned on and then during the course of the measurement 
w8s turned off. 
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Figure 4.27: Signal from the fest photodiode that monitors the leakage from the 
curved oscillator cavity mirror The 360 Ha 6ducial signal detunes the modelocker 
causing the appearance of the spikes shown. 
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Figure 4.28: Variation of the phase of the laser oscillator pulses with respect to the 
accelerator rcfcrence RF when the timing stabilizer feedback is deactivated. There 
is a periodicity in this variation which is directly correlated to the temperature fiuc- 
tuations of the water used for cooling the modelacker, as it is shown in the bottom 
diagram. 
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4.4 Lasw-Electron Spatial and Temporal Overlap 

In the previous section we discussed extensively the timing of the electron and the 
laser beam at the picosecond level. Although the synchronization of the two beams 

is the most challenging condition that we need to satisfy in order to have collisions, 

we also need to accurately place the laser focus at the path of the electron beam. 

Figure 4.29: A schematic of the IP flag-The top part is the fluorescent screen used to 
view the dcctron beam. In the middle three Al wires are mounted used for electron 
beam measurements and also for aligning the flag at the location of the laser focus. 
The bottom part contains a Al foil used during the detector calibration. 

This task is made easier due to the fact that the electron beam dimensions arc much. 

bigger than those of the laser at the focus, by at least a factor of 7. A coarse spatial 

overlap can be established visually, by using the structure shown in Fig. 4.29 and 

which is conventionally rcfcrrcd to as the IP flag. The flag can be remotely controlled 

with a S-axis stepper motor, mounted on the top of the IP box. As mentioned earlier 
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in section 4.2, a H&e laser ls co-injected along with the main laser pulse. The IP 

flag can be tIC8nned along the z-axis (the axis along the electron beam path), aad 

positioned at the He-Ne focus (which coincides in position with the main laser pulse 
focus), ‘lb find the ex8ct location we make use of the wires mounted on the flag, and 

take advantage of the fact that the !UI pm thick wires are much bigger. than the laser 
focus, which is only a few microns wide in both the x and y directions. That means 
that when we are exactly at the laser focus, the wire will completely block any He-Ne 

light to come back into the laser room, and the Mach-Zehndex interferometer image, 

described in section 4.2, will be black. Once we have longitudinally positioned the flag 

at the lsser focus, we can use the fluorescent screen on top of the wires, to view the 

electron beam, with the help of a CCD camera. The HeNe beam is also visible with 
this camera. when the fluorescent screen intercepts the electron beam, the repetition 
rate of the electron bunches has to be dropped tempowrily down to 1 Hz, from the 

normal value of 10 He during the data collection period to avoid high radistion levels. 

Since we can now view both the electron and the He-Ne beams, we can steer the 
electron beam, using upstream dither correctors, so that it overlaps with the He-Ne. 
The II’ box movers can be used for finer adjustments. The final positioning of the 
electron beam 8t the laser focus is done by scanning the wire cross-hair across the 

cleWon beam. When the cross-hair intercept the electron beam, bremsstrahlung -y’s 

are produced and can be detected by the gamma monitors downstream. The peak 
of their signals indicatefz the beat spatial overlap conditions. It is obvious that this 
procedure needs to be repeated whenever the electron beam steering is modified. We 

can now remove the flag from the path of the electron beam and let the main laser 

beam down at the interaction point. Due to thermal effects, long term drifts of the 

II’ box position, can lead to loss of optimal spatial overlap. As long as steering of the 

electron beam is not involved, the situation is remedied by scanning the IP box in the 
x and y directions and looking for peaksat the signals of the detectors and cspccially 
of those of the nonlinear monitors. Moving tho lP box in the x and y directions, 

Figure 4.30: Geometry of an XT-scan.Two electron beam bunches of&et with respect 
to tbe laser pulse either in x or in r(time) or in both, will go through different parts 
of the laser pulse. The bottom one which is ‘right-on’ will see the laser pulse when 
it is at its focus. The top bunch will miss the focus resulting in much lower rates, 
especially for the higher order pm~zsscs. 

While the y-overtap is unambiguous, the x-overlap depends on the relative timing 

of the two beams, es it is indicated in Fig. 4.30, Thus it is necessary to carry out 

2-dimensional sc8ns in both the IP box x-position, and the relative time delay of 

the electron and laser pulses. This is called an XT-Scan. Fig. 4.31, shows such a 

scan, from the pcrspcctive of both 8 linear and a nonlinear monitor Compton signal. 
The lcit plot is the linear Compton rate plotted 8s a function of Ax and At. The 
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is equivalent to moving the laser focus in the same directions, since the laser path 

in the interaction region, is ilxed with respect to the position of the IP box. Once 
the laser and electron beams begin to spatially overlap, and assuming that they axe 

not OK in time, Compton scattering will occur. Since the nonlinear Compton signal, 

which is very sensitive to the laser intensity, will occur only when the laser focus is 
centered on top of the electron beam, it is clear that we need to look at the signals 
of the nonlinear monitors. Optimal spatial overlap corresponds to the peaka of their 

signals. This ls the main principle underlying the so called X- and Y-Scans and is 

very similar to the timing sc8n procedure described in section 4.3. 
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Figure 4.31: Comparison of the linear to the nonlinear (n = 2) Compton scattered 
signal as detected by the linear gamma monitor CCMl and the top row of ECAL, 
during an older data run. 

correlation bctwcen the two offsets, 

AZ 1 1 
sina +- =cAt tana > (4.7) 

is evident. The right plot shows the n = 2 Compton rate, as it is detected by the N2 
monitor. Here a large signal is obtained only when the electrons cross through the 

laser beam at the focus. Therefore by performing such a scan we can determine the 

location in space and time, where the laser intensity is at its highest. XT-Scans are 
also useful to separate the unwanted linear Compton scattering backgrounds from the 

desired higher order ones, as it is discussed in more detail in chapter 5. XT-Scans are 
preceded by a Y-Scan in order to establish optimal vertical relative positioning of the 

&&-on and the Iascr beams, and are followed by a timing scan, to verify collision 

stability. 
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Figure 4.32: An alternative to the XT-scan is a l-dimensional scan that follows the 
slope of the signal shown in Fig. 4.31. The two top plots show the signals of two linear 
monitors, whiIe the two bottom ones the corresponding signals from two nonlinear 
monitors that look at different order clectrona Not&e how much clearer the peaks 
ate in the two last plots. 

A serious drawback of the XT-Scan is that they are time consuming. This can by the gamma and the electron linear monitors respectively, while the two bottom 
be alleviated in part by introducing a one-dimensional scan across the diagonal on plots, the rates observed by the two nonlinear monitors N2 and N3. The optimal 
the XT-plane. That means that every lime we change the IP box x posilion by some position in the XT-plane corresponds to the peak of the two bottom plots. This 
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specific amount we also automatically change the timing offset by: 

At = -3.345 Ax (4.8) 

Such a scan is shown in Fig. 4.32. The top two plots show the event rates detected 
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type of scan is called the z-prime scan @P-Scan). It is important that a timing scan 

fs performed before the ZP-Scan in order to find the peak in the linear Compton 

scattering rates. At the end of either an XT-Scan or a ZP-Scan the IP box x position 
and the relative time delay between the electron and laser beams, are set to the values 

of peak interaction rate. 

CHAPTER 5. DETECTORS 

Chapter 5 

Detectors 

In the previous two chapters we discussed about the electron and the laser beams 

that are brought into collision at the interaction point (IP). A set of detectors needs 
to be utilized in order to measure the results of such interactions, Ii& Compton 
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5.1 Calorimeters 

5.1.1 Genera1 Description 

As it has already been mentioned in chapter 1, there are two calorimeters, one 

that detects the scattered electrons @CAL), end the corresponding one that de- 

tects positrons (PCAL). Both calorimeters are of similar design. They are made of 

center 

1 module = 
4x4 towers 

1 pad = - 
1.6x1.6 cm2 

outer pads” 

Figure 5.1: Schematic of the electron and positron calorimeters. 

alternating layers of silicon and tungsten; each tungsten layer is one radiation length 

thick and each silicon layer 300 Irrn thick. Thus the resulting sampling fraction is 
1.1%. Each calorimeter Iayer is divided into 12 rows and 4 columns with’ 1.6 x 1.6 

cm2 active arca pads. Every 4 rows are separated by a gap made of 1.5 mm of inactive 

silicon. A schematic of the calorimeters is shown in Fig. 5.1. The longitudinal layers 

of each tower- groups of 4 pads in the same column- are arranged in 4 segments. 

While all 12 ECAL rows are read out, only the bottom 8 rows of PCAL are read out. 

The calorimeters are read out by using the Redundant Analog Bus Based Information 

nansfer (RABBIT) system which reads the charge collected by the silicon pads and 
amplilies it using LACAMP modules. The gain in ECAL is set so that a single 10 

GeV clcctron would be detected, while at a t&d incident energy of 10 %V in a single 

tower, the readout is saturated. The gain in PCAL is 30 times higher thaq that in 

ECAL since only individual poyitrons are detected by it. Electrons and positrons 

produced at the IP, can normally hit only the two center columns in either PCAL or 
ECAL, so that we can use the outer pads for background subtraction. The calibra- 

tion is done by sending a test beam through the FFTB line, characterized by a low 

electron flux and variable, but controllable, particle momenta. Using the calibration 
data the resolution of the calorimeters can be deduced and it is found to he [50], 

u; = (0.19)% + (0.4)s + (0.05)2&s (W 

where & is the electron energy in GeV. 

5.1.2 Momentum Map and Acceptances 

It is of paramount importance for the whole data analysis to be able to determine the 
momentum acceptancca of both ECAL and PCAL. This relies on the correct tracing 

of the trajectories of the electrons and positrons of different momenta produced at 
the interaction poiut, as they traverse through the bending magnets of the expti- 

merit’s spectrometer. As already mentioned, the spectrometer resides at the so calfed 

dump line of the FFTB and starts at about 4.5 m downstream of the electron-laser 

interaction region (II’). It consists of six permanent magnets with a mean field of 4.48 

kGauss across a 2 inch by 336 inch poleface, providing a transvenx kick of 816 MeV/c 

in the vertical plane on a 46.6 GeV electron. Air core “soft bends” of 0.5 and 0.05 

milliradians (at 46.6 GeV) are positioned on each side of the IP in order to IV&W 

synclrrotron radiation in tbe direction of the forward 7’s. Fig. 1.2 in chapter 1, shows 
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the FFTB line around the interaction point, using the PCS coordinate system. A 

computer program that simulates the paths followed by positive or negative charged 

BOSA 76.10062 324.03250 -5.35763 1.0 

B05B 76.08794 f 326.40897 i -5.42234 1.0 

1 B04B 1 76.08190 1 327.51294 1 -5.66927 1 1.0 1 

B06A 76.06986 329.50711 -7.24453 0.944 

BO6B 76.08094 330.55106 -9.96544 0.944 

B06C 76.04917 331.59500 -12.68632 0.944 

B06D 76.03457 332.63889 1 -15.40721 0.944 

1 B06E I 76.01711 1 333.68274 1 -18.l2810 1 0.944 [ 
1 B06F 1 75.99683 1 334.72656 1 -28.84899 1 0.944 1 

able 5.1: Positions and dimensions of the ten spectrometer magnets in the SLAC 
Coordinate System. 

particles that go through the spectrometer magnets, has been developed 151). The 

main inputs to this tracking program are the magnet positions, their field map and 
the positions of the two calorimeters. The coordinate system used for the FFTB line, 
is a cartesian coordinate system, called the SLAC Coordinate System (SCS), and 

has its origin at station 100 located at more than 300 m upstream of the FFTB’s 
Final Focus (FF). In this coordinate system the FF is at jlsoe = 76.15526 m and 

4o.v = 312.6728 m. The electron beam propagates in the zsoa = 0 plane and at the 

FF points downwards at an angle of -0.2755 degrees with respect to Z&S. For con- 

venience the actual tracking of the charged particles is done by utilizing a carte&an 
system, called the Private Coordinate System (PCS), that places its origin at the FF 

and has its ipos axis parallcl to the beam trajectory at that point. The coordinate 

transformation from SCS to PCS is given by the following expressions: 

XPCS = xscs (5.2) 

YPCS = (YSCS - AY::;) cos(Qs&) - (WCS - Adpc,s) sinV%) (5.3) 

ZPCS = (YSCS - AY%..) sW%) + (ZSCS - AZ,“) cosO%%) (5.4) 

Here Ay,,$ = 76.15526 m, A$88 = 312.6726 m and @$ = -0.2755 degrees. 

Table 5.1, shows the position and orientation of the spectrometer magnets in the SCS 

coordinate system, along with their respective lengths, 

Fbr the permanent dipole magnets (the last 6 magnets in table 5.1). the % 

component of the B-field has been measured in the symmetry plane at s = 0. A 
seventh permanent magnet was also measured, but it was never installed due to some 

damage on its tight hand side (looking downstream) pole. The quoted precision is 

N 0.5%. The range and step size of these measurements are shown in table 5.2. The 

Table 5.2 Range and step size of field measurements for the 7 permanent magnets 
in the spcctrometor, as well as their order of installation in the FM’B dump iine. 

rest&s of these measurements ate presented in Fig. 5.2 and 5.3. From those it is 
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Figure 5.2: Magnetic fields of the 2 first permanent magnets of the FFI’B dump line 
(plots 2 aud 3), and of one more permanent magnet (plot 1) that was never installed, 
due to damages on one of its poles. These results are based on the calibration of the 
magnets before having them installed in the FFTB tunnel. Note the FFTBl has 
been mapped in a more extensive area than the one shown here. 

very clear that the measured arca for the magnet8 installed in the FFTB line is not 
sufficient for accurate determination of the off energy charged particle trajectories. 

The field strength along the boundary is still N 10% of the peak value. This can be 

remedied by using the field map of the first magnet, for which the field strength at 

the boundary drops to less than 1% of its value at the peak. This is valid since all the 

permanent magnets examined here are designed and constructed in exactly the same 

way. Unfortunately the first magnet shown in Fig. 5.2, is the one with the damaged 

pole mentioned earlier, and this can be seen in the plot as an edge in the surface lines 

drawn there. But due to the symmetry of the dipole field around zero, Le. 

&(Y,Z) = &(-y,~) for z < -0.35 m aud y < 0.01 m, and (5.5) 

Figure 5.3: Magnetic fields of the 4 last permanent magnet3 of the FFTB dump line. 
These results are based on the calibration of the magneta before installation in the 
FFTB tunnel. 

Bt(O,4 = &(O.Ol,z) for f < -0.35 m (5.6) 

we can still USC the mcasurcmcnts on the other pole and therefore the field mape of 

the installed dipoles can be extended to a range of f25 cm in the mi and f85 cm in 
the 2 axis, rosuiting to a more accurate tracking of the charged particlea Fbr the 
soft bend magnets the curreut is increased when running at 49.1 GeV. In this higher 

electron beam energy, the strength of these magnets needs to be increased in order 

to beud the hiiher energy charged particles by the same amount that they do in the 

46.6 CeV case. Table 5.3 shows the field strengths of the first 4 dipoles for the irpo 

different energy electron beams uwxi. 

Once the ticId strengthe and exact positions of the dipole magneta are spe-cifed, 
WC can track the charged particles through the spectrometer and define their vertical 
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Table 5.3: Field strengths for the so called soft bend dipoles located around the 
laser-electron interaction point, for the two different electron beam energies during 
the data run, in units of kGausa. 

location at the two calorimeters ECAL and PCAL. ECAL can be moved vertically 

so the momentum range that it sees varies with its vertical distance from the beam 
pipe. Considering the top row of ECAL, and taking into account the fact that ECAL 
moves between positions located at -76 mm and -164 mm below the beam pipe, we cnn 
specify an ECAL momentum acceptance between 6 GeV and 11 GeV for a 46.6 GeV 
electron beam. This acceptance shifts slightly towards higher momentum values for 

the 49.1 GeV case. Such momentum acceptance allows electrons from third or fourth 

order Compton scattering to reach the top row of ECAL. For PCAL the situation is 

much simpler, since its position is fixed at 55.3 mm above the beam pipe. As already 

mentioned, only the bottom 8 rows of PCAL are read out. Because of the positioning 
of PCAL in the FFTB line, its bottom row (row 8) is completely shielded from any 

positron signal due to the presence of the vacuum chamber. Therofore only 7 rows 

contribute to the signal reported and the momentum acceptance of PCAL, for those 

7 rows only, is between 6.8 GeV and 21.5 GeV for a 46.6 GeV electron beam. In the 
wee of the 49.1 GeV electron beam it changes slightly to values between 7.4 CcV and 

23.6 GeV. 
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5.1.3 Signal Corrections 

The signal measured by one row in ECAL differs from the real energy of the particles 
incident on that row. The following factors contribute to such an.efTect: 

1. Leakage from adjacent rows into the row under consideration, increases the row 
signal. 

2. Leakage from the row under consideration to adjacent rows, reduces the row 

signal. 

3. Backgrounds due to scattered electrons result to an increased row signal. 

The signal leakages between adjacent rows in ECAL are related to electromagnetic 

shower spreading in the calorimeter. Using the calibration data, the enorgy response 

of a specific ECAL row as a function of the electron position with respect to the 

center of the row, can be plotted. This energy response is fairly independent of the 

incident electron energy. ff we denote the response function as Si(y)n where y is the 
vertical position at which the electron enters ECAL, we can write it in terms of a 
kernel function K(y, g’) as follows: 

(5.71 

The kernel function is the energy fraction deposited by an electron entering ECAL 

at position y, in a vertical slice &I’ located at a height p’ in ECAL. Using a Monte 
Carlo simulation the kernel function cart be parametrized so tbat it fits reasonably 

well the data, and such a parametrization for the central ECAL rows has the form: 

The values of the three constants br, 9, W, for the three first longitudinal segments 

used in the analysis grouped together, are 1.94, 9.6 and 0.703 respectively. In the 

cask of the outer tows, the kernel function paratnettization becomes: 

L(y,y’) = c&J-*) 
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Here the normalization factor C is 0.0713 and corresponds to the total leakage of the beam pipe. Second the background levels are. higher in the center cohunns than in 

showor to the outer columns of the calorimeter. In the center rows the normalization the outer columns. The ratio of background in center/outer columns tends to I as 

factor is set to 1. The constant b now becomes X6.9. one examines lower rows in ECAL. 

We still need to correct the signal for backgrounds. There are three souc~es of Two correction procedures of the background in the ECAL signal bave been de 

backgrounds on ECAL: veloped 1521,153). They give results compatible with each other. They are both based 

The iron window of the vacuum chamber. The n = 1 Compton electrons that 
go through it are scattered and the onea emerging in angles smaller than 30” can 

reach ECAL. This background is the dominant factor in the first longitudinal 
segment, of ECAL. 

The beam pipe above ECAL.n = 1 electrons hit the walls of the pipe at a small 

angle of I”. The produced scattered electrons can hit the top of ECAL at angles 
N 90’. This is a sorious background source in the top row of ECAL. 

n = 1 electrons exit the beam pipe and hit other materials behind ECAL. Back- 

splash of such electrons reaches ECAL mainiy in the last longitudinal segment. 

Changes in the beam pipe and the vacuum chamber window, lead to a reduction of 

the background from the first two sources in the above list to a level of less than 

an order of magnitude of the real signal. Pb-bricks stocked behind ECAL reduce 

the background from back-splash electrons. In addition the last longitudinal segment 

is not used during the data analysis. The background due to back-splash is fairly 

uniform and can be subtracted easily. The way the ECAL is positioned, the real 

signal can appear only in the center columns, while the outer columns report mainly 

background with an additional signal due to the shower leakage from the center rows. 
Thcrcfore subtracting the signal of the outer rows from the contcr rows, eliminates 

effectively that background source. Rackgrounds due to electron scattering on the 

beam pipe walls or the vacuum chamber window, are less uniform and special care 

weds to be taken for their subtraction. The background in ECAL has two important 
characterislics. First iL decreases exponentially with the distanlr! of ECAL from the 

on the fact that the nonlinear Compton scattering produces an energy spectrum f(y) 

of scattered electrons hitting the ECAL at height y. Because of fluctuations in the 

electron-laser overlap, this spectrum varies from pulse to pulse. The general strategy 

is to reconstruct the spectrum f for each pulse. Of course a continuous spectrum 

such as f cannot be reconstructed from data in a detector with a 6&e number of 
rows. What can be reconstructed is the integral Fi of the spectrum over the row i: 

(5.10) 

The energy D* observed in tow i is related to the Compton spectrum f by 

Di = ldyr M r Kb,bMr’ = j&f Web) (5.11) 

recalling Eq. 5.7. The index i runs from 1 to 4, corresponding to the top four rows of 

ECAL. Then the observed energy Di is related to the desired spectrum Fi by 

Di = TMijFj 

and by inverting the last one we get: 

(5.12) 

fi = C &jDj where &j = MC’ (5.13) 
j 

The matrix R+ is the solution to the problem. The two reconstruction methods move 

in different ways to achieve this goal. We follow (541 in order to give a brief description 

of their basic characteristics. 

In the first method Ek+ 5.13 is combined with Eq. 5.11 to write 
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where 

du) = piA4Y) (5.15) 
i 

CornParing Eq. 5.15 to Eq. 5.10, we see that the & (called ‘aperture functions”) 
should obey: , 

9ib) = 1 
1, & < I < %+I 

4 otlletwise (5.16) 

The matrix I& for a given configuration of ECAL, is calculated by a x*-minimization 

where the deviates are evaluated at m spaced 1 mm apart. Some care in choosing 
the errors is required, The background energy in row i is written as Bi and it is 

determined by using the XT-Scans. The reconstruction matrix & should produce 
no signal when applied to the background vector: 

(5.18) 

This condition is enforced by adding one more term to the ,$ in F,q. 5.17 which now 
bcoomev: 

xs = c (Cj Rij%$k) dUk))* + Ej niiBf)’ 
iC fk 4 (5.19) 

Again the tolerances d must be carefulIy chosen. 

The second method starts directly from EQ. 5.12. Let’s for convenience desig- 

nate the energy deposited by electrons in front of ECAL (signal electrons) with S 
and that deyoaited by the background electrons (predominantly backsplash electrons 

meutioned earlier) wit11 B. Then the observed energy Dt in the center rows can be 
written as a vector with the row index i suppress&z 

DI = .4.s + DI,H (5.20) 
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Similarly the deposited energy in the outer rows is a combination of backsplash energy 
and energy leakage from the center rows. If we denote it as DO we can write: 

Do z Doa -t DO&B (5.21) 

Just as the Compton signal Dig, in the canter rows can be related to the Compton 

spectrum vector F by Eq. 5.12 rewritten in matrix form as 

Dig = MF (5.22) 

in terms of matrix M, there exists a matrix N such that the ComPton leakage signal 

Do,3 in the outer rows can be written as 

Do,s = NF (5.23) 

The two reconstruction matrices M and N can be found directly by an iterative 
process in which the integrals in Eq. 5.11 are performed analytically for a “polyhne” 

approximation to spectrum j derived from the Fc of the previous step. The initial 

hypothesis is that F+ = Di for both the center and outer rows separately. The key 
. 

assumption in order to perform the background subtraction, is that the background 
energy in the center and outor rows are related according to: 

DI.B = ‘%,B 

The matrix I. is diagonal and its diagonal e1cmcnt.s are determined by XT-Scans when 

the time offset is such that then 12 signal has vanished, but the n = i signal, which 

is less sensitive in such an offset, still remains. ECAL needs to be positioned so that it 
detects no&near Compton scattering of n 2 2. Once the matrices L, M, and N are 
known, the reconstruction is almost complctcd. The observed energies in the center 

rows can now be written: 

Dt = 4.s + D1.s = MF + LDo.it (5.25) 
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Similarly far the outer row9 we can write: 

Do = Doa + DO,B = NF + Do.3 (5.26) 

On subtracting L times Eq. 5.26 from Eq. 5.25 and noting EZq. 5.24 we have 

Df - LDo = \M-LN]F ' (5.27) 

and hence 

F = [M-LN]-I(&-LDo) (5.26) 

Although the two methods have certain differences, especially in the way that perform 
the background subtraction by calculating the matrix R, certain relations between 

their corresponding results exist as it is noted in [54]. 

In the case of PCAL, we do not have to worry about the background levels that 
WC have encountered in ECAL. This is due to the fact that the positron signal is 
minimal. We do have in PCAL positrons that, are not produced by the electron-laser 

interactions, but the cleaning up of the PCAL signal from that type of background 

is more of a data analysis subject and it will be discussed in the following chapter. 
There is nevertheless an important thing that needs to be done with the PCAL signal 

and this is the coherent noise subtraction. With coherent noise we mean essentially 

the electronic noise that is added to the normal data signal. As we have already 
mentioned in section 5.1.1, the ieveis of the expected positron signal are normally 

very low and for that reason the gain of PCAL’s readout electronics is set very high. 

This has as a side effect that the dectronic noise is of the same order of magnitude 

as the real signal. 

The idea behind the coherent noise subtraction procedure is the following: Ek- 

tronic noise is a characteristic of every PCAL pad that is read out, and there i8 no 

correlation between the coherent noise of two different pads. Due to ita random na- 

ture, it results to a higher RMS value for the signal distribution of one specific PCAL 

pad, from which it is not properly subtracted. If we can find one SpcCifiC PCAL pad, 
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Figure 5.4: Signal correlation of pad (4,2,1) of PCAL, to the rota1 signal in the outer 
pads of row 8 of PCAL, for run 15323. It is clear that it has a linear form, as it is also 
domonstratcd by the lit performed in the top right plot. The two bottom ploti show 
the difference between the uncorrected and the corrected for coherent noise signal 
distribution of the same pad respectively. Notice how much narrower the second 
distribution is. 

or a group of pads, for which we are pretty certain that they contain only electronic 

noise, wo can then correlate to it the signals of all the other pads. The type of corm 

lation between the signal of one PCAL pad, to the signal of a PCAL pad with only 
electronic noise @new, higher order polynomial, etc.), provides US with the type of 

correction that needs to be applied. For convenience we denote each PCAL pad pith 

the triplet (i, j, k), where i = 1.. .8 is the row number, j I 1,. .4 is the column 

number and k = f . . .4 is the segment number. PCAL is positioned in ahe FFTB 

tunnel in such a way that the bottom row (row 8) is completely shielded from any 
positron signal. &sides, only the center columns are hit by positrons. Therefore the 
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Figure 5.5: Ditdbution of the two coherent noise subtraction coefficients derived 
from a linear fit, as described in the text, and of the x2 of that At. 

total signal of all the outer pads of row 8 in all the longitudinal segments, i.e. 

we = &dQ w f Pad(8,4,k) (5.29) 
ki 

is just coherent noise. The correlation of every other pad(i, j,k) signal to this turns 
out to be of a linear form and by a fitting a line we find the corresponding slope 

I&, j, k) and the offset, a(& j, k). Thii is shown in the top two plots of Fig. 5.4, where 

pad (4,2,1) of PCAL is used. We can then subtract from pa&j, k) a coherent noise 
fraction as follows: 

pad&j, kL = pad(iljvk)dd - 44 j, k) - W, i, k) oyr8 (5.30) 

We can then again find the distribution of the new coherent noise corrected pad 

signal and recalculate the new RMS value. By iterating several times we can find the 

values of the offset a(i, j, k) and of the slope b(i, j, k) that give us the miuirnum RMS 

value and these are the oneg that are used for the final coherent noise subtraction. 
The difference between the uncorrected and the corrected for coherent noise sigh 

distribution of pad (4,2,1) of PCAL, is shown in the two bottom plots in Fig. 5.4. 

This procedure needs to be repeated for dl the PCAL pads, for every data event and 

for all the data runs. Fig. 5.5 shows the distribution of the two linear parameters 

along with the x2 of the fit, for 811 PCAL pads. Only the corrected PCAL data is 

used for the positron analysis. 

5.2 Linear Monitors 

5.2.1 General Description 

There are two types of linear monitors, which are detectors that measure the rates 
of the linear Compton scattering. The first type is an air Cerenkov detector that 

intercepts the forward 7’s produced during the linear Compton scattering, and it is 
generally referred to as CCMl. A schematic of the forward T monitor is shown in 
Fig. 5.6. The forward linear -y’s are passing through a shower converter made of 0.2 
radiation lengths of Al. The e+, e- pairs produced in the radiator, emit Cerenkov 
radiation as they traverse a 25 mm long air tube, located behind the Al converter. 

A 45O mirror made of polished Al directs the &renkov light downwards before been 
deflected once more by a similar mirror into the photomultipliu tube. The total light 

path thus, is about 1 m long. The cross section of the initial light channel is 25 mm x 
25 mm and it is increased after every deflection in order to retain light rays within a 

P solid angle. Thii design places the PMT far from the electron beam and aRows the 

placement of lead shielding to reduce backgrounds. The walls during the first few uq 

of the light pipe are painted flat black. Beyond that they are made highly rcffective 
by applying aluminized Mylar. The photomultiplier has been operated between 1500 
and 1800 Volts with a gaiu of l@. A filter, made of Al with a regular patteru of 

36 holes, can be inserted into the light path inducing an attenuation of a Burtor of 
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Figure 5.6: Schematic of a Monitor that looks at the 7’s from the linear Compton 
process. 
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the second .one intercepts 31 CcV electrons and is called the EC31 counter. These 

two monitors are the principal linear counters, while CCMl is still useful for the cross 

calibration of EC37 and EC31. 

5.2.2 Linear Monitor Calibration 

We can easily calibrate the forward 7 monitor CCMI, by inserting an Al foil into the 

path of the electron beam and creating bmmsstrablung 7’s. The calibration is bssed 

on the assumption that the CCMl acceptance is the same for both the bremsstrahlung 

and the linear Compton 7’s. The Al foil is 50 pm thick and its thickness has been 

selected so that the flux of the bremsstrahlung 7’s is about equal to the flux of the 

10. This can prevent the monitor from saturation when high 7 fluxes are present, 

especially when t&c temporal and spatial overlap of the electron and laser beams is 

optimal. The counter is placed on rails and can be remotely taken out of the path of 

the 7 rays. 

The big disadvantage of the CCMl counter is that when it is inserted into the path 
of the 7 rays, they are prcventod from reaching the CCD detectors located further 
downstream. The CCDs, which am used to detect 7% from higher order C!ompton 

scatters, have to be operational during the main data runs. Since the use of the 

CCMl monitor is incompatible with CCD running, a second type of linear Compton 

monitors is used, cousisting of two air Gerenkov detectors that can look directly at 

linear Compton scattered electrons of specific enorgies. The first of these detectors 

iutcrcopts 37 GcV electrons and consequently is called the EC.37 linear counter, while 

Figure 5.7: The bremsstrahlung spectrum due to 7 x 10s electrons incident on a 50 
lun thick Al foil. The differential cross section in Eq. 5.31 has been used. The total 
number of 7’s produced is of the ardor of 10’. 

lbuxr Compton 7’s. The bremsstraldung differential cnxss section in the extreme 
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relativistic regime, when the Coulomb correction is also taken into account is, 
du - = t!p[(l + ($ - 
dk 

fi) (ln(183Z4) - f(Z)) + ;:I (5.31) 

where E. and E are the initial and final electron energies in units of the electron rest 
mass, k is the energy of the emitted photon in the same units, 2 is the atomic number 
of the target material and re = 5 is the classical electron radius.’ The function 

f(2) depends on the magnitude of 2 and is given by, 

f(Z) = I 
1.2021(&)” for low z 

0.92S(&)2 for high Z 

In Q. 5.31 we can make the substitution, 

(5.32) 

(5.33) 

and by integrating Eq. 5.31 over all the emitted photon energies, we find the total 

bremsstrahlung cross section rrroc for an Al target (Z = 13). Then the total number 
of bremsstrahlung 7’s is 

N, = umfidN, (5.34) 

where pa = 6.03 x 10n cm-* is the density of the Al nuclei, d is the thickness of 

the foil which was mentioned earlier to be 50 p, and N, f 7 x 109 is the number 
of the incident electrons. A bremsstrahlung spectrum, where the parameters given 
above are used, is shown in Fig. 5.7. During the calibration runs, CCMl measures the 

number of forward 7’s and returns some number of ADC counts. From the expression 

in Eq. 5.34 we know how many bremsstrahlung 7’s we expect. We can then plot the 

number of brcmsstrahlung 7’s as a function of the recorded ADC counts and from 
their correlation extract the calibration curve. For the case of the 46.6 CeV electron 
beam the calibration function can be found to have the form: 

N CUlyon = 1.83 x 10’ x (CCMI + 42 + D) where D = 2 - CCz:+ 1. (5.35) 

Here CCA4l stands for the number of the ADC counts recorded by the CCMl counter 

during each calibration run event. For ADC values greater than 4000, which is the 

saturation point of the counter, the attenuated data are used. The only thing that 

changes is the scaling factor in front of Eq. 5.35, which is now reduced by 5.5% to 

become 1.73 x 10s ’ . For the 49.1 GeV data sample, the resulting calibration differs 
from the one derived for the 46.6 GeV data, by leas than 1% and therefore is ignored. 

Once we have the direct calibration of the CCMI counter, we can use it to cross 

calibrate the two electron counters EC31 and EC37. Some important issues need to 

be taken into consideration. The EC37 signal is split during run 15175. ARer run 

15404 one collimator in the 7 line is removed. Finally the EC31 counter becomes 

active only after run 15188. The results of the cross calibration of the two electron 

counters arc summa&d below 1551: 

EC37 : Replace CCMl in Eq. 5.35 by : 

Before 15175 : (EC37 + 2) x 2.27 
15175 to 15404: (EC37 + 25) x 4.85 
Until 49.1 GeV : (IX37 -k 27) x 5.12 

49.1 GeV : (EC37 + 40) x 7.21 (5.36) 

EC31 : Replace CCMl in JXq. 5.35 by : 

15188to15404 : (EC31 - 0) x 1.58 
Until 49.1 GcV : (EC31 - 0) x 1.68 

49.1 GeV : (EC31 + 20) x i .a 

During the data analysis described in the next chapter, tire average of the signals 

from the two monitors EC31 and FC37, is used as a measure of the linear Campton 

rates. A rough estimate of their signal error can be made by looking at the fluctuations 

of the two monitor readouts for the same data event. The difference of the signals 

of the two monitors is shown in the top left plot in Fig. 5.8 for the case of the 46.6 

GeV electron beam. A Gaussian fit returns a cr = 0.19 x 10’. The 49.1 GeV case is 

basically the same, with the only exception that the Gaussian fit gives Q = 0.21 x 10s. 

The two electron counters track each other very well, with < 2% inaccuracy. 
’ WC have obviousIy scaled lhe attenuated da@ up by a factor of 10 ht.. 
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Figure 5.8: Error estimate for the two main linear monitors EC37 and EC31 for a 
46.6 GeV electron beam. The top lch plot shows the difference of the signals of the 
two monitors which can be used as an error for their average signal. The top right 
plot shows the correlation of the two monitors. It is clear that the two linear monitors 
track each other very well, in fact with a < 2% inaccuracy. The bottom left sigual 
shows the dependence of the difference between the signals of the two linear monitors, 
on theit average signal. As it is cxpectcd it broadens as the 7 flux increases. Finally 
the bottom right plot shows the relative error of the linear monitors as a function of 
their signal. It is fuirly stable with the exception of.very low values and is in general 
les than I%. 

5.3 Nonlinear Monitors 

5.3.1 Nonlinear Monitor Description 

The two nonlinear monitors have a design very similar to the one described for the 
liuear counters. They are gas Cerenlcov detectors using ethylene instead of air. The 

&renkov volume cross section at the p&t where it intercepts the nonlinear Compton 
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scattered electrons Is 19 mm x 19 mm. As the electrone traverse the gee volume they 
emit Cerenkov light, which in turn is deflected by a 45’ mirror made of polished 

Al towards the photomultiplier tube. Two b&lee with progressively increasing cross 

sections are placed within a distance of 4 in. from each other in order to ensure the 

collection of light only within a 2” solid angle. Again thll results to the PMT being 

placed at some distance from the electron beam, allowing for some lead shielding to 

be used in order to reduce the background Ievele. The bih voltages for which the 

PMT is tested in the lab, are shown in table 5.5 along with their corresponding gains. 
The first 26 cm of the light pipe is painted flat black, while beyond that the walls 

are made highly reflective by using aluminized Mylar. A filter of Al with a regular 
pattern of 64 holes, can be used for a 23% signal attenuation to avoid saturation of 
the counters. The above design is common for both the N2 and N3 monitors. The 

two counters are placed irr front of the electron calorimeter (ECAL) in order to ensure 

their accurate calibration. 

5.3.2 Monitor Calibration 

The two nonlinear monitors are positioned in such a way so that they intercept 

electrons from second and third order Compton acattaing onIy. The signals from 
these two detectors are extremely useful in derfving the laser intensity parameter q. 

Thus the calibration of the two monitors is very important and was done by using a 

test beam a few days earlier than the actual data run. The test beam contains very 

few electrons in each bunch (up to 1990) and has tow quality emittance and spot si;iu?. 

It is extracted parasitically at the end of the linac from the main electron beam which 

is used elsewhere. The electron energy can be controlled fairly accurately and the off 

momentum particles are removed by using the momentum slits at the beginning of the 

FFTB line. Only electrons within a specific momentum range, which are bent by the 

dipoles in the El44 spoctmmeter, will hit the two counters. Behind them we place 

the clcctron calorimeter @CAL), which has a well known calibration and which can 
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give us the number of electrons intercepted by the two monitors. Essentially the two 
counters are cross-calibrated with ECAL. We need two runs to calibrate independently 
the N2 and N3 monitors and these are the runs 1501’7 and 15009 respectively. During 

4 those two runs the electron beam energy is changed by 0.1 GeV steps every 506 events. 

Therefore we can estimate the energy of the electrons that bit the two counters from 

their respective event number as follows: 

(5.37) 

The energy units are GeV, ezmr is the current event number and Einit is the start- 
+ ing electron beam energy, The main characteristics of the two calibration runs are 

summarized in table 5.4. 

Row Run 15009 (N3 Calibration) Run 15017 (N2 Calibration) 

Number 7.8-0.8 GeV 11.5-13.8 GeV 

Row Center p(GeV) Row dp (GeV) Row Center p(GeV) Ftow dp (GeV) 

1 9.891 1.150 12.425 1.566 

2 8.835 0.979 10.965 1.332 

3 7.920 0.843 9.754 1.129 

4 7.133 i 0.741 8.717 1.960 

Table 5.4: The momenta at the centers of the top four rows of ECAL and the mo- 
mentum acceptances of the same rows for the two nonlinear monitor calibration runs 
15009 aud 15017. The energy ranges of the electron beam are shown at the beginning 
of the table. 

Fig. 5.9 and Fig. 5.10 show the rcaufts of the calibration rttns~ The top plots in 
each of the two figures show the number of ADC counts recorded by each monitor 
divided by the corresponding number of electrons that hit ECAL. Thii reduces the 

efktz of the electron beam instabilities, and shows directly the acceptances of the 

two counters. The triangular shape of the acceptauces shown in these two figures 

Figure 5.9: Plots from the calibration of the N2 monitor. The top plots show the 
acceptance of the monitor as a function of different energy electron beams directiy 
hitting the counter. The number of ADC counts recorded by the monitor is normalized 
to the number of electrons detected by ECAL so that we can reduce the effects of 
any instabilities of the electron beatn. The bottom left. plot shows the distribution 
of the ADC counts for the N2 monitor and the bottom right the distribution of the 
same ADC counts normalized to the number of electrons recorded by ECAL. Both 
plots are used for the estimate of the error in the N2 signal as explained in the text. 

is consisteut with an energy jitter of the electron beam of the order of 200MeV. 

The whole acceptance analysis described above is valid for the case of a 46.6 GeV 
electron beam. For 49.1 CeV electron beam we expect these acceptances to change. 
As meutioned earlier in section 3.5 the strength of the soft bending magnets akund 
the interaction point had to be increased in order to accommodate for the overall 

increese of the electron beam energy. That means that electrons of the same energy 

as in the 46.6 GeV case will be bent more and therefore the acceptances of the two 
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Figure 5.10: Plots from the calibration of the N3 monitor. The top plots show the 
acceptance of the monitor as a function of different energy electron beams directly 
hitting the counter. The number of ADC counts recorded by the monitor is normalized 
to the number of electrons detected by ECAL so that WC can reduce the effects of 
any instabilities of the electron beam. The bottom left plot shows the distribution 
of the ADC counts for the N3 monitor and the bottom right the distribution of the 
same ADC counts normalized to the number of electrons recorded by ECAL. Both 
plots are used for the estimate of the error in the N3 signal as explained in the text. 

nonIincar monitors will shift to higher energies. We cau find the new acceptances for 

the 49.1 GeV case once we know the 46.6 GcV acceptances, by using the momentum 

maps for both energies. Here are the steps that we need to follow: 

1. For each energy within the 46.6 CeV acceptance, use the 46.6 GeV momentum 
map to find the corresponding y-position of the electrons with reqxxt to the 

path that they would have followed if there were no bending involved at all. 

2. Fur this y-position found in the previous step, use the 49.1 GeV map to iind 
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the corresponding eneqy aud thus construct the new acceptance range. 

The above procedure is valid since the two monitors are kept always in the same 

position. The results for both the 46.6 and the 49.1 GeV electron beam energies ate 

I I”. c 

Figure 5.11: Relative acceptances of the N2,N3 monitors based on the plots shown 
in Fig. 5.9 and 5.10 for the 46.6 GeV c~se8 and on the momentum map for the 49.1 
GeV case. The white circles refer to the 46.6 GeV acceptance and the blade circles 
to the 49.1 GcV acceptance. The top plot shows the N2 monitor acceptance8 and the 
bottom the N3 monitor acceptances. It ia dear that the 49.1 GeV acceptances have 
shifted to higher energies aa expect& 

shown in Fig. 5.11. Fig. 5.12, shows the acceptances of the two nonlinear monitors 

with respect to the Compton scat&red clcctron spectrum for the case of a 46.6 GeV 

incident electron beam. 

Returning to the calibration of the two monitors, there is still some more infor- 

JllatiOJJ that we need to derive. First we need to find the number of ektrone that 
correspond to each ADC count recmlcd by the two monitors. The bottom h& plom 
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Figure 5.12: The positions of the two nqnlinear monitors with respect to the N2 and 
N3 electron spectra. The arrows indicate the acceptances of the two monitors. It is 
clear that the N3 monitor is almost on the edge of the N3 electrdns plateau. 

in Fig. 5.9 and Fig. 5.10 show the distribution of the ADC counts reported by the two 
countera that correspond to the energy of the peak acceptance. Let’s concentrate on 
the N2 monitor for the moment, since we can follow the same steps in the case of the 
N3 monitor later. El-am the bottom left plot in Fig. 5.9, we see that the distribution of 

the ADC counts follows a Gaussian with a mean of N 160 counts These correspond 

to 256 e- detected by JXAL, or to 1.6 e- per ADC count. The high voltage setting 

during the calibration is 1.7 kV, while during the actual data runs thii changes to 

1.4 kV and there. is in addition a 23% optical attenuation. Therefore a correction 
factor of 19.4, as table 5.5 that shows the high voltage settings and the cotresponding 

correction factors implies, needs to be used. This brings the number of e’ per ADC 

count to - 31. If we JIOW fold in the n == 2 spccttum and the geometrical acceptance 
of the N2 monitor for this spectrum, this number scales even higher and becomes N 
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H.V. N=2 Monitm N=3 Monitor 

kV Correction Factor Correction Factor Correction Pactor Correction Factor 
Attn. IN Attn. OUT Attn. IN Attn. OUT 

1.0 303.00 69.70 199.60 45.90 

1.1 139.40 32.10 91.50 21.00 

1.2 69.70 16.00 44.80 1030 

1.3 36.00 8.29 22.40 5.15 

1.4 19.40 4.45 12.50 2.89 

I 1.5 I 11.30 I 2.60 I 7.20 I 1.66 I 
1.6 6.97 1.60 4.35 1.00 

1.7 4.35 1.00 2.68 0.62 

1.8 2.94 I 0.68 I 1.76 I 0.40 I 

Table 5.5: High voltage settings with and without attenuation and their cortesp~nding 
correction factors to be used with the nonlinear monitor calibration. 

49 e- per ADC count. a Similarly, in the case of the N3 monitor we have f?om the 
ADC counts distribution shown in the bottom left plot in Fig. 5.10 a mean of 380 
ADC counts. These again correspond to 570 e- detected by ECAL. The high voltage 
setting during the calibration wan 1.6 kV, while during the data run WBS shifted to 

1.7 kV. Therefore the correction factor that we need to apply from table 5.5, is 0.616 

and this brings the number of e’ per ADC counts down to N 0.9. Again folding the 

n = 3 spectrum and the geometrical acceptance of the N3 monitor in, we get finally 

1.8 e- per ADC count. 

We would also like to estimate the relative errors on the signals of the two monitors. 
We Iook again at. the bottom plots in Fig. 5.9 and Fig. 5.10, and once more let’s 

“This lest step WII~ not done hdtially with the resuft that the whole data analysis used the 
conversion factor of 31 c- per ADC count. Since the result is ZL simple change of the scaling factor 
for the overall NZ aigd used es an input to the constrained fit algorithm, the snalysls wm not 
modified. Set also the note in section 6.3.6. 
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concentrate on the N2 monitor. As mentioned earlier, the distribution of the ADC 

counta at the energy of the peak acceptance, has a mean of 166 counts. From the 

bottom tight plot in Fig. 5.9, which shows the distribution of the same ADC counts 

normalized this time to the number of electrons detected by ECAL, we find by fitting 

a Gaussian, that the relative RMS error is N 19%. Recalling that the. calibration high 

v&age setting was 1.7 kV, while during the actual data runs was set at 1.4 kV, we 

get by looking in table 5.5 a correction factor of 4.45. So therefore we can write: 

AADCIADC = (4 45 FADC)‘la x 0.19 = 1.13jADC’fl (5.38) 

in the case of the N3 monitor, we look at the two plots in Fig. 5.10 and follow the 

same steps again. The mean of the ADC counts is N 380 and the fluctuation8 at peak 

acceptance N 11.5%. The calibration of the N3 monitor is done with a high voltage 
setting of 1.6 kV, while tlte data runs were at 1.7 kV. The correction factor in this 
case will be 0.616 and so we can write for the N3 relative signa error: 

AADCJADC = (06163;ADC)Li2 x 0.115 = 2.86fADC’fi (5.39) 

Ram design considerations we wouId expect the ratio of the two constants in the 

error expressions of the two monitors to be - 2. 

5.3.3 Dropout CIeanup 

If we plot the ADC signal from the two nonlinear monitors w. the number of 7’s 
produced by linear Compton scattering (a8 detected by the linear monitor), we 8ee 

a long line of events for which tho two nonlinear monitors do not report any signal 

although the linear counter does. This is shown in Fig. 5.13. A study of the distribu- 

tion of the time differences between subsequent laser ON or laser OFF events, shows 

thirt this is a trigger misinterpretation problem. Fig. 5.14 show8 the distribution of 

the relative time delays between subsequent events, for both the laser ON and the 

laser OFF data. The way that the data acquisition system is set up, within the time 
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Figure 5.13: Distribution of the event signal for the N2 (left) and the N3 (right) mon- 
itors in conjunction to the corresponding linear monitor signal. There is a significant 
number of events for which the two monitors seem not to return any signal at all. 

interval of two Isser ON events, which are separated by 2060 ms from ea& other, two 
laser OFF (background) events are acquired, separated from each other by a time 

intorva1 of 1600 ma As a result lsser ON events should be separated by laser OFF 
events before them by 200 ms. This is not the case for a considerable number of 
laser ON triggers, as we can see from the bottom p)ot of Fig. 5.14. The events on 

the right are clearly laser OFF events that were confused as laser ON. These even& 

are common to tire N2 and N3 monitors, since they both have the same readout. We 
can discard those by selecting the time difference of a laser ON event with respect to 

the two laser OFF eveuts before curd after it, to be somewhere between 150 ms and 
250 ms. This immediately fixes the problem as Fig. 5.15 shows. After thii selection, 
which we call the dropout cut, we loose about 5066 laser on events, or N 8% of the 
whole data sample. 

One more interesting thing we can see from the middle plot in Fig. 5.14, is that 

there arc laser ON events that are confused aa Iuser OFF events. These we the events 

at the very far right hand side of the distribution, with relative time delay from the 

preceding cvcnt, greater than 1700 ms. Again in principle the laser OFF events should 
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Chapter 6 

46.6 GeV Data Analysis 

In the previous three chapters a detailed description of the experimental apparatus 
has been given. In appendix 3 a brief report on the results of the analysis of the 

nonIinear Compton data, is also given. In thii chapter we will concentrate on the 

analysis of the positron data, which were the main goal of the August 1996 data 
run, Fig. 6.1, shows the experimental setup. A high energy electron enters a high 

- PCAL 

e- 

1Pl 
-- - 

dump magnet 
Figure 6.1: Schematic of the experimental setup used for the collection of positron 
production data. 

intenrity laser field produced by a tightIy focused laser pulseand undergoes a two-step 

process. During the first step the electron Compton scatters (linearly or nonlinearly) 

off the laser photons and @es rise to a hiih energy gamma. Then during the second 

step and while the gamma is still inside the intense laser field, the produced gamma 

absorbs a number of additional laser photons (ln most casea fbur), and produces an 
e+e- pair. The produced positrons are deflected hy the bending magnets downstream 

the laser-electron interaction region (IP), towards the positron calorimeter (PCAL). 

Due to the rarity of this two-step process (about one positron produced in every 1000 

laser pulses), the backgrounds in PCAL need to be kept sufficiently tow, so that such 

a produced positron to be clearly observed. In the same way the electron of the pair 
will bc deliected towards the electron calorimeter (ECAL). But this pair electron will 

be “lost” in the multitude of nonlinear Compton scattered electrons of various orders, 

that hit ECAL at the same time. Therefore, PCAL becomes the primary detector for 

the observation of such a process. 

The response of PCAL to a positron signal produced at the XP is studied hy 

inserting a wire into the path of the electron beam at the interaction region, to 
produced e+e- pairs by the BethsHeitler conversion of bremsstraldung photons. Thii 
calibration data are used to develop an algorithm that groups PCAL cells where 

energy is dcposlted, into clusters associated with a candidate positron event. These 

clusters are characterized by their positions in the horizontal and vertical direction, 

and also by the total deposited energy. Using the field maps of the bending magnets 

around and downstream of the IP, the vertical position can be translated late the 
momentum of the candidate positron event. Once thii cluster search algorithm haa 

been developed, it can bc applied to the real positron data. A series of selection 

criteria need also to he introduced to ensure optimal signal selection (laser induced 

positrons) and background (non laser induced positrons) rejection. For the selected 

positron events, their momentum spectrum can then be recoastructed. These sicps 
are the subject of the first two sections of this chapter. It is of paramount importance 
to correlate the positron yield to the laser intensity, which is rcprerented in a unique 

way by the parameter q, as defined in chapter 2, not least because it provides us with 
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a way of directly comparing the data to the theory predictions. The reconstruction 
of the parameter t], in an unambiguous way using the NI, N2, N3 monitors, is the 
main subject of the third section in this chapter. Although we will reserve the final 

comparisons to the theory for chapter 8, aome necessary corrections to the simulation 
predictions (for a description of the simulation itself see Appendii. A), and also a 

discussion of background levels, is also given in the last section of this chapter. Two 

positron data samples were taken using electron beams with 46.6 GeV and 49.1 GeV 

energies. This chapter is dedicated to the 46.6 GeV data sample, whiIe the 49.1 GeV 
data are presented in the following chapter. The final conclusions are presented in 

chapter 8. 

6.1 Cluster Search Algorithm 

The principal positron detector of our experiment is a silicon calorimeter which is 

called PCAL. It consists of 8 rows, each 16 mm wide, arranged into two 4-row groups 
separated by a gap of 1.5 mm, and distributed in 4 columns and 4 longitudinal seg- 
ments 16 mm wide each (Fig. 5.1 shows a picture of PCAL). A set of permanent 

bending magnets in front of the detector, is used to bend the produced positrons-as 

well as the background positrons which are mainly due to scrapping of the electron 
beam on the dla of the accelerator pipe- on to the detector, as described in sec- 

tion 5.1.2 of the previous chapter. The momentum map of PCAL (see section 5.1.2), 
can be used to directly correlate the impact position on PCAL and the momentum 

of the incident positron. The positron energy can be measured in principle from the 
amount of energy deposited on the active silicon of the detector. Due to energy leaks 
into adjacent rows, the incident positron energy is not deposited entirely on the row 

of the main impact on PCAL. There is therefore a cluster of rows associated with 

every detected positron in terms of the measured energy, and this needs to bc taken 
into account in o&t to correctly rctonstruct both the energy and the exact impact 
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position on PCAL of the incident positron. This is the main aim of the cluster search 
algorithm described in this section. 

Figure 6.2: Requirements for an examined cluster to be accepted as a real positron 
hit. 

As it is clear from the above, finding the correct cluster of PCAL rows to associate 

with the detected positron event, is the first and most important step in the algorithm. 
For each PCAL row a 5-row range is defined consisting of the current row we are 
looking at and its two closest neighbors on each side. First we need to make sure that 

the row energy is maximum within the specified range, i.e. that indeed the examined 
cluster hit the detector somewhere within this row. Once this is verified the row index 
of the immediately neighboring row with the second highest deposited energy is found 

and the total energy of those two rows is computed. In order to make sure that we 

have a well defined cluster in space, we require that the other adjacent row hzu? no 

mom than 30% of the total energy of the two rows mentioned above and that arty of 
the other two further away rows do not contain more than 50% of the total energy, 
as shown in Pig. 6.2. Then the spatial extend of the examined cluster is redefined 
using the three center rows out of the initial 5-row selection. Two additional criteria 

arc aiso checked, mainly that the current cluster dots not contain less than 0.4 hits 

(upper limit of noise fluctuations) and that the specific event does not contain more 
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than 3 clusters, which in principle should be the csse as long as ah the previous 

requirements have been fulfilled (PCAL has only 8 rows and we assign three to every 

dwter). 
Once we have made sure that we have found a real cluster we can go on and 

reconstruct its energy and vertical position, the latter with respect *to the bottom 

of PEAL. The total energy of the cluster is simply the sum of the energies of the 

three contributing rows. The situation is a little more complicated for the cluster 

y position. As we have eeen, each cluster consists of three rows and the center row 
hr always the one with the highest deposited energy. There is an exception to this 

rule, mainly in the case where the peak energy row coincides with the top or bottom 

row of PCAL, in which csse ws have only two tows within the cluster. In the case 

of the 3-row cM.er we can always assign as the cluster’s y position the middle of 
the middle row. This is obviously an oversimplified solution which does not take 

into account the fact that the deposited energy is not necessarily equally distributed 

within tbc two neighboring rows, which implies that the incident positron hit closer 

to the adjacent row with the largest amount of leaked energy. We need therefore to 
assign a y position to the cluster in such a way that although it remains within the 
middle row, it is nevertheless closer to the neighbor with the second highest deposited 
oncrgy. This is achieved by taking the natural logarithm of the ratio of the energy 
of the second highest row over the energy of the peak row and shift the y position 

around the middle of the peak row by an amount proportional to that ratio. If this 

ratio though, is smaller than ~15% i.e. the biggest part of the energy is concentrated 

in the middle row, this method is not so accurate any more. In cases like this the 

logarithm of the ratio of the energies in the two neighboring rows is used to weigh 

the cluster position. Only even when this second ratio drops below -7%, in which 

case almost the whole cluster energy is within the boundaries of the middle row, the 

cluster’s position is assigned at the middle of the peak row. This is illustrated in 
Fig. 6.3, where a relation between the natural logarithm of the euergy ratios and the 
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Figure 6.3: Natural logarithms of the ratios of the row with the second highest energy 
over the peak energy row(rZl), and the energy ratios of the two neighboring the peak 
rows (r32), ss a function of PCAL position in mm. 

position of PCAL is shown. The inverse slope of the lines shown, is used to adjust the 

cluster’s position closer to the highest energy neighbor. The data wers taken using a 

17.6 GeV electron beam and moving PCAL vertically. The same procedure is applied 
for the Zrow clusters with the exception that now the lower limit of the energy ratio 
can drop down to -2%. The horizontal position of the cluster with respect to the 

center of PCAL is also reconstructed using the same method. 
A number of other intsresting cluster properties are also calculated; namely the 

fraction of the energy in each longitudinal segment, the total energy in the outer 

pads, the energy ratio of the left center pad over the sum of both center pads and the 

width of the cluster in the y and x directions. Special ntuple variables are assigned 

to each of the calculated above cluster properties to be wed in the subsequent data 

analysis. The cluster search algorithm is compIetely independent of the energy of the 

incoming electron beam and therefore can be used simultaneously for both the 46.6 

and the 49.1 GeV data samples. The efficiency of the cluster search algorithm will 

bc discussed in a later section. 
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6.2 46.6 GeV Position 8earch 

6.2.1 Cluster Selection Cuts 
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1 Not all &he reconstructed chisters are used in the analysis. Specific selection criteria 

are applied for the purpose of exchtding as many as possible of the background clus- 

ters (positrons that hit PCAL but not produced in laser-electron interactions). At 
first the whole analysis is concentrated on events that contain at most a single hit, or 

in other words, the ratio of the cluster energy over the nominal momentum (from the 

momentum map) that corresponds to the vertical position of the cluster on PCAL, 
, should be around 1 (Ed,/pdu = 1). Due to leakages of the deposited positron energy 

on PCAL into adjacent rows, but primarily due to resolution limits in the rcconstruc- 

tion of the cluster’s vertical position, we expect a Gaussian distribution of the single 
hit dusters around 1. In order to tune our Positron selection criteria for optimal 
results, we need large enough positron statistics to work with. The data.from the 

Figure 6.4: Calibration cluster hits and x-position distributions. The lines indicate a 
l gu and 9~1.2~ selection as discussed in text. 

laser-cicctron interactions do not provide sufficiently largo positron rates. During the 

46.6 GcV running period, a large sample of calibration data was taken by iuserting at 
the interaction point a thin 20 pm aluminum wire, and thus producing positrons that 
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hit PCAL through the bremsetrahlung process. The number of positrons produced in 

this way is fairly big, and these data can be used to check the distribution of the ratio 
&./pdu with the cluster vertical position in PCAL, and also the distribution of the 
horizontal position of the cluster within PCAL. These two distributions provide the 

main positron data selection mechanisms, and are shown in Fig 6.4 for the calibration 

data sample. 

Figur8 6.5: Calibration cluster bits and x-position distributions for the seventh quar- 
ter row of PCAL starting from the bottom. 

It is clear that these distributions depend strongly on the vertical position within 

PCAL. For example the width of the number of hits distribution around 1, increases 

as WC move higher in PCAL. This is because the higher rows in the detector look 

at lower energy positrons and the resolution of both the energy and position recon- 

struction ,becotnes worse. This can also be soen in the horizontal position distribution 

which becomes narrower for lower PCAL rows. The gap in the middle of both plots 
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corresponds to the 1.5 mm gap at the end of the fourth row of PCAL. The bands 

that are discernible especially at the distribution of the number of hita, correspond 

to the individual PCAL rowe. The bottom row does not show any signal because it 
is completely shielded by the VBcuum chamber wall around the bcamiine. Looking 

at Fig. 6.4 we reach the conclusion that our selection of a cluster sample for furthet 

analysis, based on the single hit requirement and possibly on the horbxontal position, 

must be row dependent. It must alec take into account the gap at the end of the 

fourth row. 

By slicing the first plot in Fig. 6.4 into 32 quarter rows along the horizontal axis 

starting from the left, and projecting them on the vertical &cis, we get the distribution 

of the number of hits for each quarter row. As au example, the distribution of 1,2,3 

hit clusters in the seventh quarter row, is shown in the left plot of Fig. 6.5. Each is 

fitted with a Gaussian plus an oifset and the D of the result gives as an estimate of the 
width of the distribution in that par&Mar quarter. The closed line shown in Fig. 6.4 

marks an area f3a wide in the vertical direction around the 1 hit distribution. It 
can be seen that it becomes wider as we are moving higher in PCAL and that it also 

follows the gap pretty nicely. 
The bottom plot in Fig. 6.5 show8 the x-position distribution of the single hit 

clusters within the range of f3u, again for the seventh quarter row. Here we cannot 

fit a Gaussian any more, but we can still get an upper and lower bound at the points 
where - 3% of the distribution is excluded. This is what the two vertical lines in the 

plot show. In’this way we can define again a Q as being the half of the total range 

dc6ncd by those two bounds. By repeating this for all the quarter rows, we create 

a ihre like the one shown in the secotld pIot of Fig. 6.4. The actual width of that 

p8rtICUhU line is #%?a for rc8sons that will become appareut a iittie later. 
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6.2.2 Cluster Selection Cuts Tuning 

In the previous section we riaw how we c8n use the calibretion data to introduce a 

positron data selection based on the hit and the x-position distributions, that is row 

dependent and also tekee into account the I.5 mm gap at the end of the fourth row 

of PCAL. We are in a position now of applying thii selection mechanism to the real 

positron data produced by laser-electron interactions. It is also interesting to know 
how our data sample responds to different tuning of the 1 hit cluster and the x- 

position selection ranges. Three are the quantities of interesl here: First, the number 

of the detected positrons iteeif. Second, the statistical significance of the positron 

signal, which is deiined 8s the ratio of the number of positron8 found, over their 

respective error. Third, the signal to noise ratio defined 8s the ratio of the number 

of laser ON positrons over the number of laser OFF positrons. Ae already mentioned 

in chapter 1, the data acquisition system collects data not only when there is a I8eer 

pulse that interacts with the electron beam (laser ON triggers), but also when there 

ia no laser pulse available (laser OFF triggers), in order to measure electron beam 
induced background levels. In fact twice 08 m8ny laser OFF than laser ON data 
are colicctcd this way, end therefore when we celeulate the signal to noise ratio, the 
number of laser OFF positrons has to be waled down by the ratio of the i8ser OFF 
over the laser ON triggers. We wiii refer to the laser OFF positrons 8s the background 

positrons and to the laser ON as the signal positrons, very often In this ch8pter. Every 
time that a new positron sciection requirement is introduced (first the 1 hit cluster 

selection range, then the x-position selection range), we expect both the statistical 

significulce and the signal to noise ratio to improve, since more background positrons 

are discarded (we may loose some signal positrons too, but the background reductiqu 

will be more pronounced). Further tunhlg of each individual selection range itself, 

will further optimize the signal. In fact, the aress shown in Fig. 6.4 8re the resuits of 

such a ttming. In the caSe of the single hit distribution, different rangee in units of 
the Gaussian cr arouud the center of the fitted Gaussian in each quarter row and for 
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Fiiurc 6.6: Iiatio of signal to noise, number of positrons and statistical significance Figure 0.7: Ratio of signal to noise, number of positrons and statistical significance 
es a function of single hit cluster range in units of u. ss a function of cluster x-position selection range in units of Q as defined in text. 

all quarter rows are tried. In the case of the x-position distribution the end points where S the number of laser ON positrons, B the number of laser OFF pwitrons 

am moved closer or further away from each other in a symmetric way, (I being still and a the scaling factor according to trigger ratio as mentioned earlier. The second 

defined as half of the resulting range and expressed in units of the original o that is plot shows the number of positrons after background subtraction as a function of the 

ddined in the last paragraph of section 62.1. selection range. The background is subtracted by using the expression 

The results of such a tuning are shown in Fig, 6.6 for the single hit range, and 

in Fig. 6.7 for the x-position range. The first plot in both figures shows the ratio 

of signal positrons over background positrons-the !atter being scaled down by the 
appropriate ratio of the laser ON over the laser OFF triggers which is approximately 

2-as a function of the selection range in units of U, as it is defined in section 62.1. 

The errors on thii ratio are estimated using the formula 

N=S-aB (6.2) 

and the error on the number of positrons by 

6N = m (6.3) ’ 

034 

where the symbols are the same as before. Finally the third plot shows the sta- 

tisticai significance i.e. the ratio of the background subtracted positrons over their 

correspondiug error as defined in Eq. 6.2 and 6.3 respectively. 
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Figure 6.6~ Data clusters selection ranges. Laser ON are the events that the laser 
fired, while laser OFF the events without a laser beam. The plots on the left in 
both cases show the single hit selection range at f3a and tha plots on the right the 
x-position range at f 1 .Zcr. 

In the case of the single hit setectioa range the best results are achieved with a 

range of f3o. Although the signal to noise ratio seems to be better for a smaller 

range, the number of positrons on the other hand is much smaller, which means that 

besides throwing away the background, we are cutting most of the signal too. For big 

ranges the signal to noise ratio becomes worse while the number of positrons is stable 

within error. In this case we have essentially included all tbe signal and by increasing 

the range WC arc just adding more background clusters. The x-position tuning was 

done by kcoping the single hit selection range fixed at f3u, the optimum vaIue from 
the previous step. We expect that as the position range becomes more and more loose 

the signal to noise ratio and the number of positrons will approach the ones found in 

the previous step. Tbc main justification of this cut is the significant improvement of 

the statistical significance of our signal as compared to without using it. A selection 

of a f1.2~ range gives w the best results. In Fig. 6.8 the selected ranges on the real 
data are shown for both laser ON and laser OFF clusters. 

6.2.3 Overlap Cut !lhning. Results 

In this section and in the rest of the analysis, with overlap we mean the N-l overlap. 

This is defined as the ratio of the number of the measured 7’s in the N=l monitor 

(for calibration and description of these monitors see chapter 5) over the expected 

rate from the theory. In principle for perfect space-time overlap of the electron with 

the laser beam, we expect this ratio to be at most 1. In out data thii ratio exceeds 

:: 
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Figure 6.9: Ratio of signal to noise, nnmber of pasitrons and statistical significance 
as a function of different N=l overlap cuts. 

and reaches values of up to 1.5, which can be explained by a N 10% error in the 
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calibration constants. High overlap conditions ensure higher probability for positron 

production at the interaction point and it is natural to introduce a out of such a 
form on the laser ON data Again, thii cut was tuned by Iooking at the familiar 

4 by now quantities of the signal to noise ratio, the positron yield and the statistical 

signihnce of the signal. These are shown in Fig. 6.9. 
As expected, the signal to noise ratio improves every time we implement a higher 

overlap cut because more and more background positrons are excluded. Of course on 

the other hand the positron yieId reduces simultaneously. More useful in selecting 

the overlap cut is the statistical aignitlcance of the signal. At first we note that there 
+ is an overall improvement in this aspect compared to the results that do not include 

an overlap cut. At the same time we can see that the statistical significance begins 
to drop at vary high overlap cuts. We picked 0.4 as an optimum cut value. The 

background subtracted positrons and the error bars shown are computed by using 
Eq. 6.1,6.2 and 6.3. 

46.6 GeV Data HesuIts 

Cut ?Lpe Laser ON Laser OFF ‘Itig. Ratio Sig/Noise Ne+ Statistical 
ON/OFF Significance 

Optimal Cuts 21962 121216 0.1812 2.55f0.23 106fl4 7.70 

Loose cuts 30810 121216 0.2542 2.10f0.17 118f16 7.40 

Medium Cuts 1 21962 1 121216 1 0.1812 12.73zkO.28 1 93fl2 1 7.40 

Tight Cuts 17189 121216 0.1418 4.05io.53 70flO 7.2u 

Table 6.1: HesuIts of the different cut types on the 46.6 GeV data. Although the 
posit& yield is different in each caee the statietical significance is the same. 

Introducing now the cluster selection criteria, as they were described in sec- 

tion 6.2.2, and aho the above overlap cut, we find 1063114 e+ above background, with 
a statistical significance of 7.74. Three more sets of cuts cnn also be tried in order to 
check the signal dependence on the cut sclcction. These Cuts are defined below: 
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1. “Loose” cuts: Here the single hit range is f&r, the x-position range fI.Srr and 
the overlap cut set at 0.15. 

2. “Medium” cuts: Here the single hit range is f2a, the x-position range 3~0.9~ 
and the overlap cut set at 0.4. 

3. ‘Tight” cute: Here the single hit range is f1.5u, the x-position range f0.6~ 

and’the overlap cut set at 0.6. 

The results from the different cut cases are summarised in table 6.1. The fact that 

independent of the cut selection, the statistical significance stays the same, reassures 

us that we have a real positron signal. 

6.2.4 Positron Momentum Spectra 

The momentum spectrum of the produced positrons is shown in Fig. 6.10. In the first 
plot the momentum spectra of the laser ON and the laser OFF positrons arc plotted 

separately, the laser OFF ones after been scaled down by the ratio of the Irarer ON 
over the laser OFF triggers, as it is shown in the first line of tabfe 6.1. The momentum 
bins have an equal width of 2 GeVjo each. The bottom plot shows dNe+/dp where 

dNe+ is the number of background subtracted positrons per momentum bin and dp 
the width of the momentum bin, in our case 2 GeV/c. The vertical error bar is 

calculated using Fq. 6.3 divided by dp. The horizontal error bar corresponds to the 

momentum bin width. The solid line is the theory prediction. At first glance it seems 

that the agreement of the data with the theory is not complete. However there is one 

more requirement that we can introduce in the data selection. We will return back 
to thii in chapter 8. 

We can obtain momentum spectra for the positrons selected with different cut sets, 

as shown in table 6.1. A statistical comparison of these spectra with tbe one shown 

in Fig: 6.10 using the chi-quare method, can be performed. Here the chi-square per 
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Figure 6.10: Momentum spectrum for the produced 46.6 GeV positrons. The top 
plot shows the momentum spectra of the laser ON and laser OFF clusters, the latter 
being scaled down with the appropriate trigger ratio. The second plot shows the 
momentum spectrum of the background subtracted positrons. The solid line is the 
theoretical prediction. 

degree of freedom x2/v is computed for each spectrum using the formula 

when 

(6.5) 

and ID1 the reference spcckum and ID2 the spectrum to be compared with. Table 6.2 

contains the results of the x2 test along with the Kolmogorov test. Also the positron 

spectrum for the runs 15273-15323 is also shown for the optima1 cut values. These 

runs are characterized by the highest laser energics achieved during the 46.6 GeV data 

I ID1 ID2 Kolmogorov Test x2/u x2-Probability 

Optimal Cuts Loose Cut.9 

Optimal Cuts Medium Cuts 

100.00% 0.0494 9939% 

100.00% 0.0983 99.93% 
OptimaI Cuts Tight Cuts 

Optimal Cuts 15273-15323 
100.00% 0.0991 99.92% 

98.67% 1 0.4504 89.10% 

Table 6.2: Statistical tests of the compatibility of the different positron momentum 
spectra using both the 2 and the Kolmogorov tests. 

taking, and as a result they have the highest po&mn yield. Both tests conclude with 

at least 90% probability that all the different spectra come from the same mother 

distribution. From uow on and for the rest of the 46.6 GeV data analysis the optimal 

set of cuts will be used, 

6.3 Estimates of the Laser Intensity Parameter 7 

6.3.1 Initial Considerations 

It is very important to correlate the positron yidd with the laser intensity, in our case 

with the parameter 9 as dellned in chapter 2. In a logarithmic scale this curse wiB 

be a straight line with a slope indicative of the order of the multiphoton pair process, 

i.e. to the number of photons absorbed by the energetic 7 ray in order to produce 
the e*e- pair. This r.esuit can be directly compared to the theoretical prediction and 

therefore can provide an accurate test of the theory. In principle by knowing the 

laser pulse’s energy and spatial and temporal extend we can uniquely determine the 

variable 7. Although we believe that we know the pulse energy with a less than a 10% 

error on a pulse-to-pulse basis, we have no measureme& of the laser pulse width and 

the focal spot area estimates are of limited reliability. A way around however can be 

found, if we make use of Nl,N2 and N3, the number of electrons intcrceptcd by the 
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gas &renkov counters EZ37, N2 and N3, of first-, second- and third-order Compton 
scattering, respectively. Using these counters we can derive 9 in a self consistent way, 

by applying the method of Least Squm with constraints. The main idea here is the 
fact that the parameter r~* is a linear function of either one of the two monitor signal 

ratios N2/Nl and N3fN2, when q* < 1. We can write therefore: . 

$ = k,$ 

d 
N3 

= klN2 

(6-e) 

(6.7) 

The coefficients kl and b depend on the efficiency and the acceptances of the mon- 

itors. For larger 4% the relation may not be linear any more, but it can always be 

approximated by a polynomial of some higher order. What is important is that r) can 
be deduced from any of the two ratios N2/Nl and N3/N2, but the predictions of the 

one ratio has to be compatible to the predictions of the other ratio. This is our main 
constraint and that is why the method of least squares with constraints needs to be 
employed. This method not only has several important optimal properties in a sta- 
tlstical sense, but also leads to a simple solution, usually written in terms of matrices 
and vectors, which can be easily realized on a computer. No special assumption needs 
to be made about the distribution of measurement errors. In the following sections 
the mathematical foundations of the least squares method are presented, followed by 

a detailed description of its application to our specific problem. At the end the final 

results along with a discussion of the systematic errors and accuracy of the method 

are shown. 

6.3.2 The Least Squares Method (561 

Considcq a set of measured random variables, which consists of n values yi, i = 1. . . R 

They arc assumed to be measurements of the true values Jo without bias, ie. 

EM = F WI 
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There is a covariance matrix V(y) for the above set of measured values. A known 
functional relationship (model) exists between the true values and which in most 

cases, but not necessarily in all, depends also on additional variables crf,j = 1.. . p, 
called parameters, for which no direct measurement exists. In general the model can 
be expressed as a set of m equations of the form 

h@sll) = 0 7 k=l...m, (6.9) 

called conditions or constraints, and where Z and ‘67 are the vectors of the true values 

of the parameters and of the measured variables respectively. The simplest case 

is whon p = 0, ie. when there are no unmessurcd parameters. In this case the 

measured V&ES vi will not exactly fulfill the conditions, and corrections A#< have to 

bc determined such that VJ + Ayi fulfill the equations. The least squares principle 

requires the weighted sum of the squares of the corrections 

S(Y) = AyT W Ay, W = V(g)--’ (6.10) 

to attain a minimum. Thii last expression reduces to tbc familiar sum of the squaro~ 
of the corrections, if the covariance matrix is diagonal (the meesured variables are 
uncorrelated) and the standard deviations are equal. In general the conditions are not 

linear and therefore the use of the method of the Lagrange multipliers is introduced. 
In this method m additional parametem AI: are introduced, one for each constraint. 
The function to be minim&d now changes to 

L(Y) = S(Y) + 2 CAkjkbaY) 
k=I 

(6.11) 

The ncccssary condition for a local cxtremum of this function with respect to all 

parameters y,a and X is then equivalent to the necessary condition for a minimum of 
S(y) under the conditions of Eq. 6.9. 

If the conditious are linear the solution is determined in one s&p. In the cese 

of nonlinear conditions, the solution is reduced to a sequence of linear problems by 

lincnrizing the conditions. This lincarizstion requires some starting values for the 
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variables involved. For the measured variables these can be the measured values. For 

the unmeasured parameters they can be determined by methods specific to the prob- 

lem at hand. The linearization is expressed in each iteration in terms of corrections 

Ak and Aa to the initial values y and a as foIlows: 

Here Ay’ and Au’ are the corrections obtained in the previous iteration. The func- 

tions and their respective partial derivatives are evaluated at a’ = a + Aa’ and 

Y’ = y + Ay’ (for the first iteration Au* = 0 and Ay’ = 0). In vector notation 

Eq. 6.12 becomes 

AAofBAy=c with c = AAii + BAy’ - f (6.13) 

and 

Fq. 6.11 in matrix form, also becomes: 

(6.15) 

(6.16) 

I>iKerentiathg we obtain the necessary condition for an extremum in matrix form: 

WAy+B*X = 0 (6.M) 

ATA = 0 (6.19) 

BAyfAAo = c (6.20) 

This system consists of n + m + p equations with unknowns Ay, Ao and X. We can 

rewrite it in the form of one matrix equation as follows: 

The system can be solved as usually by calculating the inverse of the matrix on the 

left hand side of Eq. 6.21. The expressions in the general case can become very 
compblicated. 

For simplicity let us consider the case of no unmeasured variables in which Eq. 6.21 

is reduced to: 

(1:) (Y) = (:) 
We can then write the inverse of the matrix.on the left hand side of Fq. 6.22 

The final solution therefore can be written in the form: 

(6.22) 

(6.23) 

(6.24) 

y + w-‘BW@C = (6.25) 
- WBC 

L = Atj’wAy + 2X*(AAa + BAy - c) (6.17) Wu = (BW-‘B*)-’ (6.26) 
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By error propagation we can derive the covariance matrix for the combined vector 
3 and A. The result is: 

v(i) = (“a1 -:J 
Thus the covariance matrix of the improved values is the first n - n submatriv Crr. 
For the case of unmeasured parameters, it merely expands to: 

(6.28) 

The weighted sum of squares, as defined in EZq. 6.10 can be cafculated using the 

formula 
3 = -xTc (6.29) 

A necessary condition for convergence is that the changes AS of S become smalI, 

e.g. AS < 10m3. In addition the constraints need to be fulfilled for the new and 

improved values a + Aa and 1 + Ay with a certain numerical precision, e.g. 

(6.30) 

where the value of e depends on the problem-typical values can be as low as X0-‘. 

This criterion requires all conditions to be of the same order of magnitude, which can 
be achieved by a proper selection of scaling factors. If tbe value F increases during 
one of the iterations, one can reduce the correction for that step by .some factor until 
a smaller value F is obtained. 

6.3.3 The Constrained Fit 

As we mentioned earlier, we cannot use directly the measurements of the laser pulse 
parameters for an accurate calculation of the field intensity, as it is defined by the 

parameter q. We can, on the other hand, use the number of electrons Nl, N2, 
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N3 detected by the &renkov counters Nl,N2,N3 associated with the first-, second- 
and third-order Compton scattering. E&h of these counters can be in principle 

used independently to extract the laser field intensity. However, due to temporal 

and spatial overlap instability-jitter-this is not advisable. But if we make the 

fundamental assumption that the signal of each counter has the same dependence on 
the overlap fluctuations, we can still use the ratios of the signals of those monitors 
to extract the parameter r). ‘Ibis can be easily seen in the C&SC of us g 1. Here tho 

signal of each one of the monitors varies to a good approximation as a linear function 

of $ raised to a power equal to the order of the Gompton scattered electrons that 

each counter intercepts, i.e. 

Nl - II’ (6.31) 

N2 - be (6.32) 

N3 - b?T @.W 

Any factors in front of $ in the above expressions, will depend primarily on overlap 
but also on the acceptancea of the three monitors, as well as the spectrum of the 
scattered electrons. If we apply now the earlier assumption about the similar overlap 

dependence of each monitor’s signa1, the ratios N2/NI and iV3/N2 will still be fairly 

linear functions of 3, but any overlap dependence will be canceled out. In reality $ is 

not necessarily small and therefore the functional dependence of the two ratios on $ 

will he some higher order polynomial. This functional dependence, or equivalently, 

that of q2 on each of the two ratios independently, can be derived by a numerical 

simulation of the diffcrcnt order Compton processes, where the signals of the Nl, 
N2, N3 monitor are calculated once their respective acceptances, for their nominal 

positions, are folded in. This is shown in Fig. 6.11, for 46.6 GeV simulated data 

points. Although the fit utilizes second order polynomials, it can be seen that even 
linear expressions can be sufficlcntly accurate approximations for most of the r$ range. 
If the signals rneesurcd by tlu! tkee monitors are consistent with each other, the n2’s 
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Figure 6.11: Polynomial fits of u2 as a function of either of the ratios N2/AU and 
N3/N2 using 46.6 GeV simulation data The 4’s derived by each of the ts*o ex- 
pressions, have to be the same for a specific event where all the three counters have 
repotted signal. 

predicted by the fit expressions in Fig. S.iI will have to be the same or, 

q2(N2/N1) = q2(N3/N2) (6.34) 

We now have all the necessary ingredients in order to set up a least squares fit 

with constraints and apply that on each data point. For each event we ha.. the 
rneasuremcnts of the three monitors NI, N2, N3 along with their corresponding 

errors, as they are estimated in section 5.3. Assuming that the signals in each of 

these monitors are independent of each other, we can construct the variance matrix, 

which will be a diagonal matrix with each of the diagonal elements being the square 

of the corresponding error. The three monitor signals need to satisfy the condition in 

fZq. 6.34. So we are in a position of applying the procedure of section 6.3.2. For each 
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data event the values of the three counter measurements are varied, within their error 

ranges, so that the conditbn 6.34 is adequately satisfied. For the new values that the 
fit comes up with, the expression in Eq. 6.10 is computed, which is a measure of the 
2 of the fit for this 8tep. Also the function in Eq. 6.30 is calculated. Then for the 
new signal values the previous step is repeated once more and the difference AS of 

the new 2 with respect to the p&ions one is derived. These iterations continue until 

the AS 5 10ea and at the ske time the functional &pression in Eq. 6.30 becomes 

I 10-9, in which case we consider that the fit has converged. The new signal values 

for the three counters are output along with the new covariance matrix, from which 
the errors on these values are calculated. We can now use them, along with any of 
the two fit expressions shown in Fig. 6.11, to find q. In fact the two values derived 

from any of the two expressions shown there, are very close to each other, and their 

average is used as the final answer. The error on 11 is calculated using the general 
expression (57j: 

(6.35) 

Here V,, is the variance matrix as it is computed by the constrained fit and the 

derivatives are taken with respect to the new monitor signals calculated by the fit. 

We have agsin two different errors on q depending on which of the expressions in 

Fig. 6.11 we use to find r~. To get the error on the average tl we add quadratically the 
two errors just found. This error on q is pureIy statistical and it is different from the 
systematic erroh, that will be discus& later. 

6.3.4 Tests of the Fit Algorithm 

For debugging purposes and also in order to test the speed of convergence of the fit 

algorithm, a Monte Carlo simulation of the three monitor signals can be used. Their 
values, smeared aronnd their randomly generated true values according to a Gaussian 
diitrihntion center& at zero and having a Q = 1, along with their corresponding 

crrom, are the inputs to the least squares fit. As long as tfle input paramctcrs arc 

completely independent from each other, the probability distribution of all the events 
at the end, should be a horkzntal line. The probabilities for each event procmd by 

the constraint fit., are derived from the x’ of the fit for that specific event, so that 
the higher the x2 the smaller the corresponding probability. A horizontal probability 

distribution means that the output results remain independent from each other too, 
i.e. that there is no bias in the fit algorithm. The results of such a test are shown in 

Figure 6.12: The x2 (left) and the probability (right) distribution of the constrained 
fit using 30,000 simulated monitor signals. The probability distribution follows a 
horizontal line, which isexpected when the input parameters to the fit are independent 
from each other. 

Fig. 6.12. 

Some us&l checks of the constrained.fit code can be performed once the results 
of the fit are available. At first we can construct the following three types of residuals: 

t7w - fit , (true - fit)/errw 

true - start , (true - start)/error 

(6.36) 

(6.37) 

/it - start , (fit - start)/error (6.38) 

Here true stands for the randomly generated valnea before any Gaussian smearing 
is done, start are the initial valut~ used as an input to the fitting routine, and fit 

are the values that the fit outputs after convergence. The second type of residuals 



CHAPTER 6. 46.6 GEV DATA ANALYSIS 189 CHAPTER 6. 46.6 GEV DATA ANALYSZS 190 

should always give an RMS of 1 as long as the smearjng is done using a Gaussian 

with u = 1. This turns out to be the case. The (true - fit)/error residual shows how 

much the fit results differ from the randomly generated true vaiue before any kind of 

smearing. Finally the (fit - start)*/error* shows the contribution to the x2 of that 

specific correction. Three different error cases are examined: 

1. The errors of the three monitors are the ones estimated in section 5.3. 

2. All three monitors have fixed errors such that (I?+/&) is the ssmc. 

3. The three monitors have the same relative error, e.g. 5%. 

The results are shown in table 6.3. In the first case we can see that the 2 contribution 
I I Monitor o(v) ((N’y’ I’) 

Table 6.3: Residuals wheu the three monitor errors are calculated according to sec- 
tion 5.3 (Case I), when the errors are fixed such that (eJ&) i = 1,2,3 are the same 
for the three monitors (Case 2), and finally when the same relative error is used (Cask 
3). 

of the Nl monitor is minimal. This is mostly because the relative error for this monitor 

is much YmaIler than the relative errors of the other two monitors. 111 the other two 

cases where the errors for ali the three monitors are roughly the same, the constrained 

fit treats them in a comparable way, which mean.9 that the 2 contributions are at 

least of the same order. Why not exactly the same as someone might have expected? 
If we look a little more carefully we can wnchde that it is not the 2 wntribution of 

each monitor that should be the same, but the xs coutributiou divided by the change 

of the expression in Eq. 6.30 for that specific change in the value of one of the three 

counter signals. This makes some sense, i.e. why should the fit vary the value of a 

monitor that it weakly depends upon and pay the price in the resulting ,$? In a more 

rigorous way this can be shown as follows: 

X2 = pi-Nt)* + W(n() 3 
id 4 

ax* 
an," 

2(7h -Ni) 

4 
+ 2,sfo 

ani 
= 0 for minimum x2 w (6.40) 

(6.39) 

x ANi 1 = 
-73jpg - (6.41) 

-1 --- ANi 1 1 = 
4 Xaf/ant 

(6.42) 

That means that if we plot the last expression above, we should get a distribution 

Figure 6.13: Distributiou of the expression yi& for each of the three monitors. 
AcTording to our expectations it shoutd have a mean value of -1. 

that hm a mean value of -1. This is shown in Fig. 6.13. 
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Going back to Fig. 6.11 we can see tb’et in principle a linear fit is a good approx- 

imation for mast of the value range bf 7’ and certainly for $ Q: 1. If we use this 
linear approximation, the expression for the function to be minimized becomes very 
simply 1581, 

(6.43) 

The four parameters nr and X are adjusted to minimize x1. This means that we set the 

derivatives of x2 to 0. The resulting system of four equations can be solved analytically 
for the four unknown variables. Therefore we can directly compare the solutions ni 

for each of the three monitors derived above to the ones that the constrained fit 

predicts on an event-by-event basis. If the fit algorithm is correct their differences 

should not be substantial. Thii is shown in Fig. 6.14 for each of the three monitors 
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Figure 6.14: Distribution of the relative differences between the constrained fit soiu- 
tions and the anaIytical solutions derived under the assumption of a linear constraint, 
for each Of the three counters separately. 

separately. As we can see the relative difference increases for monitoa that intercept 

higher order electrons, which is expected since higher order Compton scattering is 

more sensitive to the value of r). But we should also notice the fact that indeed the 
rclativc differences are in all the cases much less than l%, which reassures us once 

more for the correctness of the constrained fit algorithm. Some qualitative insights can 
be deduced from the analytic approximation. If the Lagrange multiplier is %naU”, 
then the analytic solutions for the three monitors can be written as: 

nt w .Nt (1 + N$$) 63.44) 
1 

na = N2(1 - UN$) (6.45) 
2 

n3 ss N3 (I f AN@ 

where Ni i = 1,2,3 the measured signals of the three monitors and US i = I, 2,3 

the corresponding errors. As we can see from the lest, expressions above, the monitor 

with the smallest relative MOM will change only by very small amounts, and will 
contribute very little to the x2. This is exactly what the fit seems to do as we have 

noticed earlier. 

6.3.5 The Probability Cut 

The constrained fit provides us with an excellent tool to overcome one serious problem 
with the N3 monitor. As WC can see at the top plot in Fig. 6.15, the distribution of 
the N3 monitor ADC counts for the laser OFF events, is not quite Gaussian but has 
a very long tail towards the higher values, which is expected only when the monitor 

detects some kind of signal. This .behaviot is not consistent with any of the signals 

from the other two counters and it can be attributed to some defect in the monitor’s 

performance. What is realty worrisome is that it will offset the signal of the laser ON 
events aiso by some unknown amount, thus influencing the quality of the constrained 

fit convergence. We can try to see whether we can predict the effect of the N3 tails on 

the constrained fit results. Using the Monte Carlo simulator, 3800 events are created 

for the Nl, N2 and N3 monitors, aud the last 0ne.s in a&it.ion, a~ smeared according 

to the distribution shown at the top of Fig. 6.15. These events then are used as an 
input to &he constrained fit and the probability distribution, es it is derived from the 
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Figure 6.15: The top plot shows the distribution of the N3 monitor ADC counts when 
the laser is OFF. Notice the long tail that goes up to 250 counts or 450 e‘ according 
to the calibration. This is certainly adcfect in the counter’s performance. The dashed 
line shows a Gaussian fit without using the bins in the tail of the distribution. The 
bottom plot shows the probability distribution, as it is derived from the x2 of the 
fit for each particular event, for 3800 simulated events where the input to the fit N3 
signai is smeared using the ADC counts distribution shown in the top plot. Notice 
the big peak around zero while the mt of the distribution remains flat. 

x2 of tho fit for each input event, is plotted. We would exp&, as we mentioned in 

section 6.3.4, this distribution to bc flat. This is not the case as the bottom plot 
of Fig. 6.15 shows. We can ses in this plot that there is a peak around the small 

probabihtiw white the rest of the distribution is still flat. Are the events in this peak 

the ones that happen to fail in the tail of the N3 laser OFF distribution? If we count 
them we see that there are about 530 events. WC can also count the events in the tail 

of the N3 iaser OFF distribution. To do that we fit a Gaussian excluding from the fit 
dI the bins that belong to the tail, since otherwise they wiii bias the fit. The remit 

is the dashed curve shown in the top plot of Fig. 6.15. Counting now the events that 

are beyond the tail of this Gaussian, we find that there are N 19,400 out of a total 

of - 124,000 events. Scaling this last number to the number of event8 used in the 
simulation, we find 590 events, very close to the number of points in the peak of the 

probability distribution. We can claim therefore that the effect of the N3 tails is the 

peak at the low values of the probability distribution and we should not use them in 

the constrained fit. 

In the cass of the data, thing8 are not so simple. We need to arrange the input 

signals from’the three monitors and their respective errors, so that the output prob- 

ability distribution will look like the OQe in Fig. 6.15. This can be done in two steps. 

First we scale the Nl signai so that the average J is minimized and for that 8pecifIc 

Nl scaling factor we scale the Iv2 error so that the RMS vaIue of the probability dii 
tribution is minimized. It turns out that the Nl scaling factor equals to 2.25 making 

(x2) = 4 and after that the N2 error scaling factor is 3.15 giving a (x2) = 2.5. This 

means that both the input Nl signal and the input N2 error are syatematicaily scaled 
for each event by the above factors no matter what their measured vaiues arc. The 
probability distribution for all the 46.6 GeV data points, after introducing the above 

scaling factors, is shown in Fig. 6.16. It has exactly the form that the distribution 

from the simulation shown in Fig. 6.15 has, We can always instead of ding the 

Iv2 error, scale the Iv1 error and get again a probability distribution like the one in 
Fig. 6.15. In fact thii was done using a smaller data sample and the event and run 
numbers of the points in the peak of the distribution were compared one by one to 

the ones where the N2 error was scaled instead. Almost 96% of those points were 

found to be exactly the same confirming once more our auspichm that those are due 

to the cffcct of the N3 tails on the constrained fit. So we can safely cut away the * 

events in the peak. This is shown in the right plot in Fig. 6.16. Thiu plot is just the 

yoorn iu of the left plot in the same figure and the vertical line shows very clearly 

the probability cut at 1.6%. About 2,200 (11%) of the events are cut this way. It 
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Figure 6.16: Using the constraint fit to introduce a cut on probability. The N3 tails 
cause the probability distribution to have a peak at the lower probability values. This 
is exactly how tbe distribution looks after scaling the Nl signal by 2.25 and the N3 
error by 3.15 and it is shown in the left plot. The right plot is a zoom in of the left 
plot in order to show more clearly the position of the probability cut, which is the 
vertica1 line shown. 

is obvious from the above that the probability cut requires that we process the data 
through the constrained fit once, by scaling the IV1 signal and the N2 error by the 

scaling facto= mentioned above. This rearranges the probability distribution of the 
data at the end of the constrained fit in such a way so that a probability cut can be 
safely applied. The data events that survive this cut are then processed once more 

through the constrained fit, in order to extract the parameter q. 

6.3.6 Scaling of the Input Signal 

We have already seeu in the previous section that some scaling of the input monitor 

signals and their respective errors, might be necessary. Of course in that case we are 
trying to cmate some specific probability distribution which can be used to introduce 

a probability cut. A lot more serious considerations give rise to a different scaling 
of the input monitor signals. If we use as the initial input to the constrained fit the 
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Figure 6.17: A two-dimensional histogram that shows the variation of the {x’) for 
different combinations of the scaling factirs ~1 and a2 for the NI and N2 signals 
respectively. The logarithms of the two scaling factors are shown in each exis. Notice 
that there is always a combination of scaling factors that can minimiT& the (2) 
indcpcndently of how big the actual scaling is. The solid line along the “valley” 
shows the functional relation of such a combination of sealing factors. We can write 
al = 2.25 a$ 

measured Nl,N2 and N3 signals along with their respective errors, then the finaI 

(x2) is large (of th e o rd er of 10 or even more) and the convergence of the fit on au 

eve&by-event basis becomes very problematic. In fact this tells us that the fit itself 

needs to adjust the signals of the three monitors to a considerable extend in order 

to achieve convergence. The two nonlinear counters are the ones aikcted mostly and 

in fact the fit systematically tends to lower their respect& signals. It is possible 
that one of the counters, or even all of them, report a much higher signal than what 

they are supposed to. We can test whether the quality of the fit improves when we 

start to scale down the signals of any of the three monitors or a combiuation of them. 
Fig. 6.17 shows such a two-dimensional scan of the scaling factors for the fV1 and 



CHAPTER 6. 46.6 GEV DATA ANALYSIS 197 CHAPTER 6. 46.6 GEV DATA ANALYSIS 193 

N2 signals. One characteristic of this plot is the iong “valley of small (x2) ValueS 

for different combinations of the two scaling factors. This plot shows us two things. 

First, that we can indeed improve the quality of the constrained fit convergence, once 

some scaling of the input signal is introduced. Second that we do not have a spsci~ic 

scahng scheme that we can use, since different scalings cau lead to equal!y small (x2) 

values. In fact the solid line in Fig. 6.17 shows a functional relation between the two 

scaling factors 41 and oe that needs to be satisfied in order to get an equally small 

(x2). We can write, 
41 = 2.25 4 (6.47) 

Up to this point we have kept the N3 signai unscaled. An obvious genersliaation of 

IQ. 6.47 will be, when ws include a scaling factor for N3, 

41 43 = 2.25 4 (6.48) 

The quadratic dependence on the a2 scaling factor should not surprise us once we 

recall from section 6.3.3 that N2 is used in both signal ratios. 

Overlap considerations can give us a tool to select the appropriate signal scaling 
factors. Let’s concentrate on Fig. 6.18 and especially on the lsst two triplets. They 

both show the same thing, what we tend to call the overlap distributions for the 

three counters, one using a linear vertical scale and the other a logarithmic scale. 

The overlap in all three cases is defined ss the ratio of the measured signals by the 

three monitors over the predicted siguds from the simulation. One would expect 

these ratios to go at most up to 1. This is not the csse in any of the three monitors. 

In fact the ovedap ratios tend to go to higher and higher values ss we look at counters 

that intercept electrons from higher orders of Gompton scattering. ’ Apsrt from 
‘It is rather surprising that the two no&ear counters N2 and N3 have such a difference in 

their overlap v&es. since they are using the same readout ekctxonics. In fact it turns out that 
this is not the case. A more csreful calibration of the N2 monitor introduced a diKerent conversiou 
factor between ADC counts snd number of electrons detected, and the overlaps for the two monitors 
became almost the same, along with their scaling factors. Unfortunately this was done after Uris 
analysis wsa finished and dna the only elTect would have beep to introduce a different scaling factxx 
for tbe N2 signal used by the fit without essentially changing the result, the scaling scheme was left 
the way it wes. 
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Figure 6.18: Overlap plots for the 46.6 GeV data. The top triplet shows the distribu- 
tions of the three counter signals. The second and the third triplets show, in linesr 
and logarithmic scales respectively, what we define as the Nl, N2 and N3 overlaps. 
In principle these are defined ss the ratios of the measured signals of the three moni- 
tors over the predicted signals from the simulation. We would expect these ratios to 
go up to I at most, but ss it is clear from all the three plote, they reach much higher 
values, which are increasing with the order of the nonlinear Gompton scattering that 
each counter detects. This is an indication that the three monitors may overestimate 
their respective signale. 

suspecting the simulation (will come back to this later, but it turns out not to be the 
csse), the only other conclusion we can reach is that the three counters overestimate 

their rcspcctivc signals by some factor., We can estimate this factor in the following 

way. First we need to find the horisontal axis value where 96% of the I&t.ogrtun 

contents are included. This is what the vertical lines drawn in the plots of the bottom 

triplet indicate. We can scale then down all the three monitor signals by the three 

numbers found. But there is one thing that we need to remember. tirn Eq. 6.48 
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we have concluded that it needs to be satisfied by any signal scaling factors so that 

(x2) to be minimum. We need therefore to adjust the scaling factors that we derived 
by looking at the overlap plots, so that this is true. For Nl we find a factor of 1.25 

I not too far away from 1 and we cau therefore leave it se it is. But for the other two 

monitors we find 4.1 and 7.2 respectively. We need to multiply both by some constant 
x such that, 

L 
1.25 

x’- 1 = 
7.2 x 2.25 

x 1. 
4.12 22 

(6.49) 

or, 
x _ 2.25 x 1.25 x 7.2 

. 4.12 
(6.50) 

The Isst one gives us 2 = 1.22 and so finally the three monitor scaling factors become: 

al = 1.25 a = 4.97 a~ = 8.79 (6.51) 

Even when this scaling of the input monitor signal ia done, there is still a fairly 

high (x2), which we would like to reduce more. This can be achieved by ,scaIing one of 
the monitor errors. We choose the N2 error. We can try different scaling factors for 
this error and look at their effect on the probability distribution’s RMS value. The 

results of such 8 scan sre shown in Fig. 6.19. The minimum RMS value is achieved 
for a scaling factor of 3.5. Taking into account the fact that the average N2 error, as 

it was estimated in section 5.3, is about 446, such a scaling won’t increase it to more 

than 15% and in fact it will bring it muck closer to the average N3 error estimated 
in the same section. We can dW8yS try to scale the Nl error instead by applying the 
same method and in fact this will be examined as one of the possible sources of our 

systematic errors. Scaling the N3 error is not so appealing, since it will lead to some 

rather unacceptable high v&e. Choosing to scale the N2 error by a factor of 3.5, 
brings the (2) down to 0.91. 

One thing that has not been mentioned earlier, is the fact that by choosing different 
scaling factors for the input sign& from the three monitors, the predicted q’s and 

their respective errors from the constrained fit vary significantly. In fact the lower the 
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Figure 6.19: A scan of the N2 error scaling factor by looking at the RMS of the 
probability distribution. The minimum is achieved for a scale factor Of 3.5. 

scaiing factor the higher the predicted q’s become, and also the errors show the same 
tendency. This becomes very important when after settling down with a specific sot 
of scaling factors for the three monitor signals, we proceed with the constrained fit, 

derive q’s on an event-by-event basis, and use them as an input to the simulation to 

predict the corresponding monitor rates. From them we can create new overlap plots, 
like the ones shown in Fig. 6.18, and as a result derive new scaling factore and after 
going through the constrained fit once more, eventually get new q’s, It turns out that 

after repeating these steps a few times the (v) differs from the previous step by at 
least a few %. ‘&king into account the fact that even a 10% variation in n can change 
the simulation predictions by at least haIf an order of magnitude, we would like to 

investigate whether aI1 this scaling scheme wiI1 ever converge, ie. whether we reach a 

point that the relative difference between the (q)‘s of two consecutive steps becomes 

insignifkzant. The results of such a study are showu in table 6.4. The table shows that 
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Itmti~n # A(q)/(q) Nl SC. Factor N2 SC. Factor N3 SC. Factor 

2 -2.6% 1.24 3.73 4.99 
3 -2.2% 1.26 3.95 5.50 

4 -1.9% 1.26 4.09 5.91 

5 +1.8% 1.24 5.96 13.73 

I 6 -0.14% 1.25 I 4.97 I 8.79 1 
‘Ikble 6.4: Relative change of the constrained fit (q) after every iteration of the 
constrained fit using the results of the previous step. The relative difference becomes 
smaller and smaller but very slowly es the first three steps show. In iteration 5 
the u’s of the previous step were scaied by 0.8, before repeating the constrained fit. 
Apparently we overshot and in iteration 6 we scale them oniy by 0.9 and the fit 
converges. The corresponding scaling facton for the three monitor signais are also 
shown in each iteration. 

indeed the relative difference in (q) becomes smaller and smaller after each iteration, 
but not fast enough. In iteration 5 the input tfs, as they are calculated from iteration 

4, are scaled by a factor of 0.8 to speed up the convergence process. Apparently we 
overshot and therefore in iteration 6 the input u’s, again as they are calculated from 

iteration 4, are sealed by a factor of 0.9. After this last step the relative difference 
becomes indeed small and the same is true also for the average q error, which has a 

relative difference of only 0.16% with respect to the previous step. The scaling factors 

that are shown in lZq. 6.51 are the results of the last iteration in table 6.4. These are 

the oncs that have to be used to compute the final r) values for each dats event. 

6.3.7 q Estimates and Verification 

After the fiual sekction of scaling factors for the three monitor signals that are used 

as an input to the constrained fit, we can run through the data and calculate the q 

for each event. The distribution of the 6t u’s is shown in Fig. 6.20, along with the q’s 

as they arc estimated using the laser parameters, ie. the measured laser energy and 

Focal q,Laser-Parameters 

Figure 6.20: Comparison of the q’s caIcuIated using the constrained fit with those 
from the laser parameters. The top plot shows the q distributions according to the 
two methods, while the bottom is just the scattered plot of the previous one. It is 
very clear from the two plots that the r) estimated from the laser parameters is just 
an upper limit of the fit q. 

kceping the focal area aud the pulse width fixed at 30 pm* and 1.5 ps respectively. 
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The constrained fit returns, 

(9) = 0.1958 f 0.0219 or (11) = 0.1958 f 11.2% statistical error (6.52) 

It is quite obvious that the laser parameters overestimate q considerably. 
How can we verify that the fit q’s are really correct? There is one more detector 

that can look at the Compton scattered electrons and this is the electron calorimeter 

(ECAL). For several data runs ECAL was moving vertically, its top row intercepting 

every time electrons with different momenta ranging from the second up to the fourth 

order Compton scatterings. We can use the estimated 9’s from the fit as a final input 

to the simulation, along with the aceeptanee of the detector, to predict the expected 
rates and compare them with the measured rates. If the fit q’s are correct both 
simulation and data should be very close, since we believe that we know how to 

measure correctly the nonlinear Compton scattering and we have verified the validity 

of the theoretical prediction in earlier run periods (591, [66]. Three different ECAL 

15212,15216,15225,15228 440 0.234 

I 15271,15273 1 540 1 0.183 1 
15296,15299,15392,15304 650 0.251 

Table 6.5: Laser energy and average I) for the three run groups used to check the 
validity of the Q’S calculated from the constrained fit. 

scan groups are examined, each one of them characterized by a specific lsser energy 

and r) BS it is shown in table 6.5. The first group has the smallest laser energy of all, 

and therefore someone w&d expect that it should also have the smallest event rates 
too. On the other hand, according to the q calculated from the fit, the second group 
should have the smallest event rates. Looking at Fig. 6.21,6.22,6.23, we can clearly 
see first of all that the second group of runs has the smallest rates, which camrot be 

explained by using the laser parameters to compnte 71, i.e. based essentially on the 

i 

Figure 6.21: Verification plots for runs 15212, 15216, 15225, 15228. The top plot 
shows the number of electrons per momentum bin normalized to the total number of 
linear Compton photons, as a function of the momentum of the intercepted electrons. 
The black dots are the data points and the white the simulation results. The bottom 
left plot shows the distribution of the Nl overlap as it is detined in section 6.3.6. The 
vertical line is the overlap cut used throughout the whole 46.6 GeV analysis. The 
bottom right plot shows the distribution of the q’s from the constrained fit.. 

measured laser energy and keeping the laser area and pulse width fixed. Second that 

there is an excellent agreement between the simulation based on the q’s computed 
by the constrained fit and the data as they are measured by ECAL. From all the 
above we conclude that the constrained fit gives us a useful tool to express the laser 

intensity through the variable q. 

There is one last thing that we need to verify. During the whole constrained fit 

process we have tacitly assumed that the nonlinear monitor signals have thcsame 

dcpcndcnce on the spatial and temporal overlap. This essentially means that the 

two ratios N2/IVl aud N3/N2 are independent of any overlap ffuctuations, and so 

they can indeed give us a valid measure of the parameter r). As we have probably 
mentioned several times up to now, q is a measure of the la*t intensity and therefore 
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Figure 6.22: Same as in Fig. 6.21 using runs 15271, 15273. 

Figure 6.23: Same as in Fig. 6.21 using runs 15296, 15299, 15302, 15304. 
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Figure 6.24: Stability of q with the N=l overlap, Here the overlap is defined in 
the same way as in section 6.3.6, i.e. as the ratio of &he measured Nl rate over the 
expected from the simulation. It is clear that for overlap greater than 0.4, which is 
what we have been using in the whole 46.6 GeV data analysis, v remains pretty much 
stable. 

it has to be completely independent from overlap. Fig. 6.24 showa the dependence 
of the constrained tit r) on the N=l overlap, as it is defined in section 63.6. If we 
concentrate on the points above 0.4, which is the N=l overlap cut that we have been 
using during the whole 46.6 GeV analysis, we can clearly see that r) does not fluctuate 

much and in any case not more than 10%. Thii is already smaller than the statistical 
or the systematic errors that we have assigned to r). Fig. 6.25, shows the dependence 

of the q’s calculated by the constrained fit with the number of the measured N=l ’ 

7’s. This lsat number once it is normalized to the laser energy and the electron beam 

charge (number of electrons per bun&), depends only on the N=l overlap variations 

and it can bc used as a measure of the N=l overlap. Again 9 is stable for most of 
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Flgure 6.25: Stability of 9 with the number of 7’s measured by the linear Compton 
monitor. This number oncxt it is normalized over the laser energy and the electron 
beam charge, it depends only on the overlap fiuctuations, and it can therefore provide 
us with an alternative measurement of N=l overlap. 

the range shown. We can conclude therefore that the constrained fit does offer us a 
valid estimate of 9, independent of any overlap fluctuations as it should be. 

6.3.8 Systematics on q 

There are several souroes of systematic errors in the previous 9 analysis. Here is a 
list of the ones that we will examine in some detail: 

1. Contamination of the N2 and N3 monitors. 

2. Bachground oil&s in the N2 and N3 monitors. 

3. Different Nl error scaling factors. 

4. Different selection of signal scaling factors from the overlap plots. 

The contamination of the two nonlinear monitors can be of three different types. 

First, part of the N2 signal can be some fraction of the linear signal. Second, part of 

the N3 signal can be some fraction of the linear signal. Third, psrt of the N3 signal 
can be some fraction of the second order Compton scattering signal. In general the 

result of such a contamination would be that the N2 or N3 readouts are offset by 

an amount proportional to the overall linear or nonlinear signal that contaminates 

the two nonlineat monitors. These proportionality factors are the variables in our 

. . 
N2 Linear Cont. S&tor 

Figure 6.26: A scan of the proportionality factor used for the-N2 linear contamination 
study. The vertical lines show the values of the proportionality factor for which (x2) 
changes by I on both sides of the minimum. 

case. The method of study is rather straightforward. We scan through different 

values of the proportionality factors, which can always be either positive or negative, 

we multiply the overall lincat or nonlinear signal that is the source of the examined 
contamiuation, and we add it to the signal that the nonlinear monitors t-earl. We 
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have then a new N2 or N3 signal which we can use as an input to the constrained 

fit. This is repeated for all data points and the (x2) for each different proportionality 

factor that we try, is calculated. The values that give us a (x2) that differs by +-1 on 

both sides of the minimum-definition of rtn la error-are used to further calculate 

the {q) over the whole data sample snd compare it to the default ca+e, which is of 

course no contamination at all. An example of such a scan over different values of the 

proportionality factor in the case of linear contamination of the N2 signal, is shown 

in Fig. 6.26. It is quite obvious from this figure that the N2 monitor has no essential 

levels of linear contamination. It turns out that this is the case for the N3 monitor 

too. The background ~ffscts in the two nonlinear monitors are quite similar things 

and 8re treated in the same way as the contamination systematics, although the 
source for these errors has nothing to do with different orders of Compton scattering 

signal. Again the study shows that the two nonlinear counters have no appreciable 

background offsets in their signals. 

I 

Type of error Ah) 
Contamination 

I 

+0.0089 
-0.0166 

Background Offset i-0.0123 
-0.0177 

Nl Error Scaling +O.OOOi 

-0.0000 
Signal Scaling +0.0009 

-0.0044 

The systematic error due to different scaling of the Nl ermr, is a little different. 
In principle we do not have any particular reason to scale the N2 error instead of the 

Nl’error. So we can always try to scale the Iv1 error by a factor of 2 and also by a 
factor of 4, which is closer to the scale factor for the NZ m-or, repeat the constrained 

tit again and find the relative difference of the average r) with respect to the defkult 

case, where only the N2 error is scaled. In the same way we can study the systematic 

error due to different methods for computing the input to the fit signal scaling factom. 

using the owxlap plots. Currently we have been applying the cut off at SO%, but we 

can also try 80% or 95%, recompute (?I) and compare it to the default case. 

The results of the systematic errors studied in the above four cases are summa&d 

in table 6.6. We can therefore write findly: 

(q) = 0.1958 f ll.z%(stat.)‘:(s~et.) (6.53) 

6.4 Inefficiency Corrections and Background Lev- 

els 

In the previous sections we have discussed the extraction of the positron signal from 
our 46.6 GeV data and also the estimate of the kscr intensity parameter ?J using 
the linear and nonlinear Compton scattering measurements in the three monitors. 

Although in principle we are in position to correlate out positron signal to the laser 

intensity and directly compare it to the theoretical predictions, there are a few things 

that we need to discuss prior to doing that. First we have to adjust the simulation pre- 

dictions for the laser-electron overlap and the cluster search algorithm inefikiencies. 

This is because the model calculation assumes perfect spatial and temporal overlap 
bctwccn the laser aud the electron beams and also 100% positron reconstruction ef- 
ficiency. Second we have to show that the observed signal is indeed incompatible to 

any residual background levels that we have. These two issues are the main subjects 

of the dkcusrrion in this section. 

Table 6.6: List of the systematics due to the four csses described in the text. The 
numbers are absolute different= with respect to tho default (II) which is 0.1958. 
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6.4.1 Overlap Inefficiency Estimates 

The calcukxi rates from the simulation and their correlations to q -me always 
a perfect spatial and temporal overlap of the electron and laser beams. This of 

course Is not the csse with the real data. We have therefore to correct the absolute 
theoretical event rates for this inetlldency before we try to compare them with the 

data. As already mentioned in section’4.4, during the data acquisition we periodically 

perform x&scans in order to reestablish suillcient overlap conditions between the two 

interacting beams. We can also move the interaction region in x (X-Scan), or perform 

a timing scan, independently from each other. All the recorded x-positions of the 

IPI x-per [wm] 

Figure 6.27: IPl x-positions during the acquisition of the 46.6 GeV data. There are 
two run periods characterized by distinct x-positions. The pointing of the electron 
beam may have changed between those two run periods. The top doublet shows the 
average x-position for each data run, while the bottom triplet shows the distribution 
of the x-positions for the corresponding run period. 

interaction region, at the end of such X-&UW, are shown in Fig. 6.27. There ere 

two run periods which are characterized by quite different positions and those are 
shown separately. The highest RMS value that we get is 25 pm. Let’s assume that 

the different measured x offsets by the X-Scans, are nothing else but jitter in the 

x-position overlap, which follows a Gaussian distribution with a standard deviation 
of u = 25 p. In Fig 6.18 in the N=l overlap plot, we can see t&at the 90% cutoff is 
at 1.25 and that we have introduced during the data analysis an overlap cut of 0,4. 

This, in other words, means that from the whole data sample we accept event rates 

as low as 33% of the expected rate at perfect overlap both in space and time. Using 
the simulation data, this can be translated into a timing offset. In Fig. 6.28 the 
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Figure 6.28: Normalized positron rate for different time and x ofTsets, with respect 
to the case where Az = 0 and At = 0. The left plot has AZ = 0 pm, while the right 
one has AZ = 25 jnn. A rate reduction by 33% is equivalent to a time oflhet of at 
most5ps. 

results of such a simulation are shown for different time offsets and for two x-position 
of&eke. The event rate is normalized with respect to the perfect overlap case i.e., 

Ax = 0 and At = 0. We can see that a rate reduction of 33% is equivalent to a time ’ 

offset of 5 ps at most. In principle we tend to plot the positron rate normalized to 
the number of linear Compton 7’s Ne+/Nl, ee a function of the laser parameter 0. 
We can therefore try different offset cases both in time g1c1 space and see by how 
much the normalized positron yield varies. The results are summarized in table 6.7. 
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Offset Weight 

f30 O-5 25 5 

f20 0-5 25 5 

z+g+ 

f30 f O-6 1 00 1 00 

(Ne+/I?l) 

0.883 

0.852 

0.913 

0.875 

0.890 

0.870 

0.880 

0.867 

0.813 

Table 6.7: List of corrections that we need to apply to the simulation normalized 
positron rates due to overlap indtlciency. Different cases of x and time offsets are 
shown here. A weighing of the positron signal using a ZD Gaussian with the u’s 
shown is done.Whcn u = 00 the weighing distribution is flat. The overall scaling 
factor for the simulation rates is 0.88 f 0.07. 

The simulation rates are weighed by a two-dimensional Gaussian distribution, with 

the u’s shown in the table, centered around the Ax = 0 and At = 0 case, assuming 

that the off peak signal distribution follows a Gaussian curve both in space and time. 

The case where (I = a0 makes the rather unrealistic assumption of a flat distribution. 
In all the above, only the x-axis of&et is studied. We can always have an offset in 

the y-axis too. Similar studies for such a csse show that the normalized to the peak 

signal positron yield does not change significantly for any reasonable y offset. We can 

thercforc conclude that the correction factor that we need to apply to the simulation 

results duo to spatial and temporal overlap inefficiencies, is 0.88 f 0.07. 

6.4.2 Cluster Search Mgorithm Efikiency 

There is one more correction that we need to apply to the simulation data and this 

has to do with the inefficiency of the cluster sear& algorithm described in section 6.1. 

Although in principle thii algorithm should have 100% efficiency in detecting positron 

clusters in the data sample, this nevertheless is not necessarity the case, especially 

when the positron signal is buried under high levels of background. Fortunately 
the background levels during the data runs were adequately low and therefore we 

expect sufficiently high efficiency of the cluster search algorithm. ‘lb study this, 

5000 simulated positron events are created using a Monte Carlo method that takes 

into account the whole geometry of the accelerator’s area between the electron-laser 

interaction point and the positron detector (PCAL), including the settings of the 
bending magnets in the spectrometer and the thickness of the pipe walls and the 
surrounding vacuum chamber enclosures. These simulated positron events hit PCAL 

at specific positions according to the momentum map described in section 5.1 and 

therefore their momentum and also their position and their incident angle on PCAL 
are well known. To these “real” events we add background using events from runs 

arranged in five groups that span the whole duration of the 46.6 GeV data taking 

period. The five groups are: 

1. GROUP 1: Runs lSl38,15195. Early runs, small laser onorgy. 

2. GROUP 2: Runs 15296,15299, 15304,15323. Good runs, high lsser energy. 

3. GROUP 3: Runs 15422.15424. Runs with small signal and bad overlap condi- 
tions. 

4. GROUP 4: Runs 15371, 15381, 15335, 15339. Runs with intermediate laser 
energies. 

5. GROUP 5: Runs 15494,14495, 15497, 15509. Last 46.6 GeV runs. 
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Laser OFF Background iam ON background I 
Group Number Inefliciency (96) Group Number Inefficiency(%) 

1 6.5 1 7.2 
a 5.7 2 7.1 

3 5.9 3 6.9 - 

1 4 1 5.9 1 4 1 6.7 1 I 

5 5.7 5 5.9 

Average 5.9 Average 6.8 

Y Table 6.8: lne&lency of the ciuster search algorithm when different background 
cases are used. It is obvious that laser ON based background leads to a slightly 
higher inefficiency of the cluster search code. 

Then we apply the cluster search algorithm to find the simulated positron clusters, 
along with their positions on PCAL and their corresponding momenta, and we com- 
pare their valuea to the ones that we already know for the simulated positron events. 
If they match we know that we have retrieved a Hreal” positron. The portion of the 

input simulation positrons that we are able to retrieve in this way gives us a measure 

of the efficiency of the cluster search algorithm. We can add two types of background 
from the rurur listed above, either using laser OFF events, or laser ON events. Both 
cases are examined aud the resulta are shown in table 6.8. It is clear from the table 
that the cfilci~n~y of the cluster algorithm is very high, although there is a slight 

difference between the efficiencies when the added background is based ou laser ON 
or laser OFF data. The worst case gives us a correction factor of 9.93 to use with the 

simulation event rates. 

6.4.3 Backgrounds 

WC can always try to plot the number of positrons found per laser shot as a functiou 

of the loser intensity parameter q. Such a plot is shown in Fig. 6.29. The solid line 

216 

0.09 0.1 0.2 0.3 
q at laser focus 

Figure 6.29: Dependence of the positron rate per laser shot on the laser intensity 
parameter q. The solid line shows a power law fit to the data. The shaded distribution 
is the 95% confidence limit on the residual background from showers of lost beam 
particles after subtracting the laser off positron rate. 

is a power law fit to the data and it will be discussed in more detail in chapter 8. Of 
bigger importance to our present discussion, is the shaded region shown in that plot. 

It shows the 95% confidence limit on the residual background, which can be attributed 
to showers of lost beam particles, after subtracting the laser OFF rates. This 95% 

confidence limit is calculated, assuming a Poisson distribution of the background 
signal, as follows: During the 46.6 GeV data analysis, we have found 379 background 

positron dusten in 121216 laser OFF triggers. Thll gives us - 3 x 10m3 background 

positrons per laser OFF trigger over the whole 46.6 GeV data sample. Now in order 

to plot the number of signal positrons per laser shot as a function of 7, we have binned 

them in 8 bins, each one of them coutaining some specific uumber of laser ON triggers 

adding up to 17328, the total number of laser ON triggers examined. Since we know 
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the average number of background positrons per laser OFF trigger, we can multiply 

it with the number of laser ON triggers in each of the 8 bins in Fig. 6.29, and find 
the average number of background positrons in each bin. Let’s call this number a. 

We can then find the Poisson distribution that corresponds to thii average number of 

background positrons in the examined bin. The 95% confidence limit is nothing else 

hut the number of background positrons, call it n, for which with 95% probability, 
the number of background positrons is II or less. The difference n-a divided by the 

number of laser ON shots in each bin, is the 95% confidence limit shown in Fig. 6.29. 

It is clear that the data points at the lower q values, although statistically consistent 

with the multiphoton pair production process, do indeed indicate the presence ofsuch 

residual background of 2 x 10-a positrons per laser shot. 

Chapter 7 

49.1 GeV Data Analysis 

In this chapter we present the analysis procedure followed for the 49.1 GeV data 

sample. It follows the same steps as the 46.6 GeV data analysis where the more 

cumbersome details can be found. There are nevertheless a few differences. The first, 
related to the higher background levels, resulta in a different way of selecting the 

initial data sample that will be analyzed. This is the main subject of section 7.1. The 

second is statistics. The reconstruction of the laser intensity parameter r) using the 
constrained fit method, requires a certain quality of monttor signal, otherwise either it 

will fail, or it won’t be applicable any more. As mentioned in chapter 5, many MZ, N3 

events are lost with the dropout cuts which are not related to monitor malfunctioning, 
but rather to trigger misfnterpretation. Real positron events for which the triggering 
of the N2 and N3 readouts was confused, will be I&. In the 43.6 GeV data sample, 

this did not cause any serious problems, because the signal positrons were fairly 

numerous and in any case they were not reduced substantially. Thii is not the case 

any more for the 49.1 GeV data, for which the signal positron sample is very limited 

due to the existing barkground levels and to the smaller cfliciency of the laser-electron 

interactions. We need therefore to recover all the “lost” positron events for which the 

constrained fit was unable to reconstruct an TJ from the monitor signal, by finding an 
alternative method for computing q. As it will be shown in section 7.3.3, ECAL carr 
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be used to this end. &sides tboss two main differences in the balysis of the 49.1 

GeV data sample, this chapter otherwise resembles much the previous chapter, and 
it therefore assumes a cextain familiarity with most of the issues discussed there. AS 

in the 46.6 GeV data analysis chapter, the final results, along with a comparison to 

the 46.6 GeV results, is reserved for the next chapter. 

7.1 Selection of the Data Sample 

One major difficulty that the 49.1 GeV data analysis has to face, is the existence of 

higher background levels. As mentioned in the electron beam chapter, raising the 
energy of the sleetron beam is an operation for which some aspects of the FFTB line 
are not well suited, and more important, an operation for which not much previous 

experience existed. For example, the field of the permanent bending magnets at the 
dump line, was fixed at a value appropriate only for a 46.6 GeV beam. As described 
in section 3.5, the magnetic field of the soft bends around the interaction retion (IP), 

had to be raised to their maximum values, resulting in a less stable configuration. 
‘The FlYI’ dump Iine is in general an area of tight apertures and scrapping of the 

electron beam here, is the major cause for higher background levels. This is more 
likely to happen with higher electron beam energis. Beam tuning in the way that it 

was described in chapter 3, can improve the situation. 
The effect of beam tuning on the observed background levels, during the 49.1 GeV 

data taking, is shown in Fig. 7.1. The figure shows the number of laser OFF clusters 
found in PCAL per laser OFF trigger, for each individual data run, It is clear that 

during the first half of runs, the background levels arc getting worse as we are moving 

on in time, and become really high after run 15600. After run 15620, a considerable 

steering of the electron beam took place, especially by aqustiug the position of the 

quads ie the Beta Match region of the FFI’B line. The vertical line in the plot 

indicates the end of the beam steering effort. It is obvious that the backgrounds 
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Figure 7.1: Number of background positron clusters per laser OFF trigger for each 
of the 49.1 GeV data runs. Notice that the background reaches very high levels, 
especially after run 15600. At the end of run 15617 a considerable beam steering 
takw place in order to lower the background levels. The vertical line shows the end 
of such steering and the start of normal data taking again. Only the runs after this 
liue, for which the background levels are ou average considerably lower, have been 
used for the 49.1 GeV data analysis. 

have dropped considerably, on avcragc by about a factor of 2 with respect to the 

runs before. One more important change took place during the same period. The 
eompressot voltage was set to 42 MV, increasing the bunch length from 4.7 ps FWNM 
during the earlier 49.1 GeV runs, to 8.6 ps for the rest of the 49.1 GcV data taking 
period, ss the table 3.1 in chap& 3 showb. This led to an improvement in the 
laser-electron time overlap. 

Takiug iuto account these two last modifications, the 49.1 GeV datasample judged 

suitable for further analysis, is restricted to runs 15637 and hiihcr. Thwc include 

the last 12 out of a total of 28 49.1 GeV data runs and contain ahout 32,000 laser 

ON and laser OFF triggers. For the earlier runs the high background Ieveis make it 

impossible to retrieve any meaningful positron signal out of the data. 
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7.2 49.1 GeV Positron Search” 

7.2.1 Cluster Selection Cuts Tuning 

The cluster selection algorithm described in section 6.1 of the previous chapter, is 

applied to this data sample. It is very important during this step to use the correct 

momentum map, when we translate the vertical position of an incident positron in 

PCAL into a momentum vaiue. This affects the efficiency of the cluster search al- * -.- 
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Figure 7.2: Ratio of signal to noise, number of positrons and statistical signiiicance 
as a function of single hit cluster range in units of o‘. 

gorithm itself, and even more so the validity of E,.J,&, (what wc call number of 

positrou hits A$,& as a function of the vertical position in PCAL plot. The selection 

of the single positron hits is the first important selection criterion that we apply to 

our data sample and the correctness of the &,,/pdtl map is casential. Fig. 7.2 shows 

the tuning of the E&pc~,, range. The units are again in Gaussian u’s, as defined 

in section 6.2.2. We show the signal to noise ratio, the number of positrons found . 
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Figure 7.3: Ratio of signal to noise, number of positrons and statistical significance 
as a function of cluster x-position selection range in units of Q as defined in text. 

and the statistical significance. The vertical error bars for the first two quantities are 

calculated by the expressions 

dR=/m (7.1) 

dN = m t7,2) 

whom R the signal to noise ratio, B the number of background positron clusters, S 

the nnmber of signal positron rJusters and a the ratio of the laser ON over the laser 
OFF triggers. Looking at Fig. 7.2, the best results correspond to a selection range of 

f3a. 
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For thii single hit selection range, we can go ahead and tune the horizontal PCAL 
positlon selection range as in section 62.2. Fig. 7.3 shows the results of such tuning 
with the same quantities as in Fig. 7.2 plotted. The horisontal axis is in units of 

i u where la is defined ss half the range that excludes the lower and upper 3% of 

the horizontal incident positron position, as described in section 6.1 of the previous 
chapter. The optimai x-p&Ion se&ion range is f0.80. 

7.2.2 Overlap Cut ntning. Results 

Comparing Fig. 7.3 to Fig. 6.7 of chapter 6, we see very clearly that the positron 
signal in the 49.1 CeV data sample is much lower than the one from the 46.6 GeV 

data. We still need to apply the overlap cut, defined as the ratio of the measured 

n = 1 gammss, over the number expected from the simulation N$‘a/N5h. The 

introduction and the tuning of this final cut is shown in Fig. 7.4. It is interesting 
to note first that the statistical significance of the signal improves considerably, and 

second that the number of positrons does not seem to be affected much, unless we 

require very high overlap values, in which case most of the signal normally will be 
cut away- The reason behind this is not difficult to explain. As aiteady mentioned 
in section 7.1, the current 49.1 GeV data ssrnpie consists of only those data taken 

after the bunch length of the electron beam has been increased considerably. This 

results in improved overiap .conditions, since a longer electron beam bunch has a 
higher probability to collide with a laser pulse. Fssentially the seiection of the 49.1 

GeV data sample, already resembles some kimi of an overlap cut. Looking at Fig. 7.4, 

the best overlap cut is that for which N,*a/N;‘m 1 0.6. ?8ble 7.1 summarizes the 

results of the positron search analysis. Notice that the signal to noise ratio is half that 

from the 46.6 GeV osse, reflecting the higher background Ievels. Aiso the statistical 

significance is only 2.2u, as compared to more than 7u for the 46.6 GeV data. 
Fig. 7.5 shows tho 49.1 GeV positron spectrum. The top plot shows the momentum 

spectra for the lsser ON and the laser OFF positrons separateiy, the latter after being 
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Figure 7.4: Ratio of signal to noise, number of positrons and statistical signigcaace 
as a function of different N=l overlap cuts. 

49.1 GeV Data Results 

at Qw Lager ON Laser OFF Trig. Ratio Sig/Noise Ne+ Statisticai 

ON/OFF Significance 

Optimal Cuts 5159 21034 0.2453 1.33f0.16 22f10 2.2u 

Table 7.1: Results from the 49.1 GeV data after introducing ali the cluster selection 
criteria and the overlap cut, as mentioned in the text. 

scaied down according to the ratio of the laser OFF over the laser ON triggers shbwn 

in table 7.1. There are 9 momentum bins, each 2 GeV/c wide. The bottom plot 

shows the momentum spectrum of the background subtracted positron signal per 

GeV/c. The vertical error bars have been calculated by using JZ&. 7.2, while the 
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Figure 7.5: Momentum spectrum for the produced 49.1 GeV positrons. The top 
plot shows the momentum spectra of the laser ON and laser OFF clusters, the latter 
being scaled by the appropriate trigger ratio. The second plot shows the momentum 
spectrum of the background subtracted positrons. The solid line is the theoretical 
prediction. 

horizontal error bars rekct the 2 G&/c momentum bin width. The solid line shows 

the cxpccted theoretical spectrum which agrees with the data within the large errors. 

7.3 Estimates of the Laser Intensity Parameter q 

7.3.1 Constrained Fit Setup 

As for the 46.6 GcV data aample, the constrained fit method is used for the 49.1 

GeV data in order to reconstruct the laser intensity parameter q from the signal rake 
reported hy the three monitors Nl, N2, N3. Either of the two signal ratios N2/Nl 

or N3fN2 can be used to give us q, and the q e&mates of the two ratios have to be 

the same, resulting in the constraint expreaeion, 

G%VW = q2(N3/N2) (7-3) 

For qz < 1, the functional dependence of $ on either of the two ratioe N2/Nl or 

Figure 7.6: Polynomial fits of $ ae a function of either of the ratios N2/N1 and 
N3/N2 using 49.1 GeV simulation data The $‘s derived by each of the two WC- 
pressions, have to be the same for a specific event where all the three counters have 
reported signal. 

N3/N2, is rather linear. For lsrgcr $ values though, this is not quite tbe case, and a 
more accurate relation can be obtained by using the predictions of the simulation for 

the signals of the three monitors Nl, N2, N3, once their acceptauces are folded in. 

For the 49.1 GeV data sample, this is shown in Fig. 7.6. The functional expressiona 
shown in that plot are the ones that need to be used in the constraint of Eq. 7.3. The 
steps followed by the constrained fit algorithm are identical to the ones described in 
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the 46.6 GeV data analysis. The error on the final estimates of 9 is aleo computed in 

the mane wax 

(7.4) 

where V,, is the variance matrix 8s is computed by the constrained fit and the 

derivatives are taken with respect to the new monitor signals calculated by the fit. 

In the above equation f denotes some general functional expression, and in our case 

we need to use the ones from Fig. 7.6. 

We can also use the constrained fit to introduce a probability cut on the 49.1 

GeV data. As already mentioned in the previous chapter, we need to find scaling 

factors for the NI monitor signal and the N2 monitor error, so that the probability 

distribution of the data at the end of the constrained fit, is fairly flat for most of 

the range and has a peak at the very low probabilities, as shown in Fig. 6.15 in the 

previous chapter. This is because we have shown that if the N3 monitor signal were 

not characterized by the long tails towards the higher values apparent in the laser 
OFF events, the pxwbability distribution would be fiat. The effect of the N3 monitor 
signal tails is the peak at the lower probabilities. By cutting the events at the peak, 
we are cutting the events for which this e&t is more pronounced. For the 49.1 GeV 
data examined here, the Nl monitor signal needs to be scaled by a factor of 2, end 

the N2 monitor signal error by a factor of 2.25. The resulting probability cut i4: set 

at l-6%, the same way that Fig. 6.16 in chapter 6 shows. After applying this cut we 
loee about 270 Iaaer ON events. As in the 46.6 GeV case, the probability cut requites 

to perform the constrained fit once for the data, with the signal and error scaling 
mentioned earlier, apply the cut on the resulting probability distribution and then 
repeat the fit on the remaining data events once more, in order to reconstruct q. 

7.3.2 Scaling of the Input Signal 

In the 46.6 CcV data anaiysis, we have decided that constrained 6t convergcncc imucs 

force us to scale the iuput signals fi-om the three monitors NI, N2, N3. It turns out 

Figure 7.7: A two-dimensional histogram that shows the variation of the (x2) for 
different combinations of the Scaling factors or and @ for the IV1 and N2 signals 
respectively. The logarithms of the two scaling factors are shown in each axis. Notice 
that there is always a combination of scaling factors that can minimize the (2) 
independently of how. big the actual scaling is. The solid line along the “valley” 
shows the functional relation of such a combination of scaling factora. We can write 
a1 = 2.0 a;. 

that thic is the case for the 49.1 GeV data sample too. It is not cl&r at first glance how 
we should scale the signals of those monitors. Fig. 7.7 demonstrates this ambiguity 
in choicee. Here different scaiing factors a1 and % for the input signals from the Nl 

and N2 monitors tcspcctively ate tried eimultancourrly, and the (x’) of the whole data 
sample at the end of the constrained fit is calculated. IL is clear again by looking at 
the plot, that there is a wide range of different ui and q scaling factor combinations, 
that give an equally small (x2). The “valiey” shown there, which corresponds to 
the minimum (x2) values, is described by the relation bctwccn the scaling factors 

examined, 

61 = 2.0 cj (7.8) 
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and generalizing in order to include an N3 signal scaling factor as, 

ai a3 = 2.0 4 (7.6) 

As argued in chapter 6, the quadratic dependence on the N2 scaling factor is expected. 

The N=l, N=Z, N=3 overlap distributions, as defined in section 6.36, give us the 

tool to select the appropriate scaling factors. At first we need to find the cutoff values 

that contain 90% of each of the overlap distribution contents. These numbers need 

to be adjusted so that they satisfy E&7.6. The final scaling factors obtained for the 

three monitor signals are: ’ 

01 = 1.01 ag = 3.79 a3 = 7.11 (7.7) 

To normalize the (x2) to N 1 we can also scale the N2 error by a factor of 2.25. The 

choice between scaling the N2 or the N 1 error is one of the sources of our systematic 
errors. The study of whether thii scaling factor procedure does converge to a specific 

set of q values, after a number of iterations where the results of the previous iteration 

are used as inputs to the next, needs to be repeated for the 49.1 GeV data. Table 7.2 
shows the results of this study. AS in the 46.6 GcV data analysis, some scaling of the 
q’s of the previous step before we used them as an input to the next step, is done to 

speed up the convergence process. In step 3 the scaling factor of 0.8 is too low and 

in steps 4 and 5 it is increaeed to 0.85 and 0.86 respectively for better results. Step 

6 does not involve any scaling of the output n’s from step 5. After the last iteration 
the relative change of the error on q (Abr]/bn), becomes also small and about 0.08%. 

So also for the 49.1 GeV data the monitor signal scaling method converges. 

7.3.3 Recovery of Lost Data Points with ECAL 

At tbc end of the constrained fit, we find that the number of laser ON triggers for 
which t) is reconstructed is 4254. Therefore we lost from the initial input number of 

IThe 49.1 CeV analysis wa carrierI out before the error in the N2 monitor calibration was fiuxl, 
as in the 46.6 GeV CW. When the N2 calibration is properly corrcctd, tlw N2 awl N3 scaling tack-m bccomc dmxt identical. 

1 lteration # 1 A{rl)/(n) 1 Nl SC. Rrctor 1 N2 SC Factor 1 N3 SC. Factor 1 

2 -3.% 1.01 2.86 4.04 

3 i-1.5% 1.01 4.23 8.86 

4 +0.4% 1.01 3.85 7.35 

5 -l-0.14% 1.01 3.79 7.09 

6 -0.0% 1.01 3.79 7.11 

Table 7.2: Relative change of the constrained iit (q) after every iteration of the con- 
strained fit using the results of the previous step. In order to speed up the convergence 
process the q’s from step 2 are scaled by a factor of 0.8 before they are used as an 
input for step 3. Apparently we overshot and in step 4 the q’s from step 2 are scaled 
by a factor of 0.85. In order to improve the relative change of (n), the n’s from step 2 
are x&d once more by a factor of 0.86 before being used as an input in step 5. For 
step 6 the output q’s from step 5 are used directly as an input without any scaling. 
The corresponding scaling factors for the three monitor signals are also shown in each 
iteration. 

5159 Laser ON triggers 905 events. What is really bad is that out of the 22 signal 
positrons that we were able to find after applying the positron selection criteria and 
the overlap cut, we are left with only 14 for which an 7 estimate exists. There are 

several reasons that explain the loss of those 905 laser ON event& The first and 
most important is the dropout cuts applied on the N2 and N3 monitor ~~a~B, 88 

described in section 5.3.3. Due to this cut WC lose - 690 events. The second ream ix 
the probability cnt, which costs us 270 laser ON events. The remaining few events are 

due to fit convergence failures. Careful inspection shows that all the 8 p&t.rons come 

from events that arc thrown away by the dropout cut. In principle these pcsitron 

data arc perfectly valid, since the dropout cuts are introduced to resolve a trigger 

misinterpretation problem, and are not related to monitor malfunctioning. We arc 

faced with a scvcre problem of Iow statistics, whkh we can partially alleviate if we 

can fiud a way to c&na6e the fl of those events for which &he constrained fit cannot. 
The electron calorimeter (ECAL) can provide us with such an alternative. ECAL 
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Figure 7.8: Functional dependence of the simulated ECAL rate k$, with dN the 
number of electrons within the momentum bin dp, and q the laser intensity parameter 
cakulatcd by the constrained frt. They follow each other pretty well in a power law 
expression, as the fit shows. 

is a movable detector that can be moved vertically probing different orders of nonlinear 

Compton scattered electrons. This results in a v&able momentum acceptance for 

each one of its rows, according to its vertical position. For the 49.1 GeV data used in 

the positron analysis, REAL is kept fixed in one position, for which its top row looks at 

n = 3 Compton scattered electrons. That means that we can compute the momentum 
acceptance of that row using the momentum map and this acceptance remains fixed 

for all the 49.1 GeV data anafysod. For events for which 11 is reconstructed from 

the constrained fit, we can use the simulation prediction- is the main input to the 
simulation- to compute the expected normalized ECAL rate defined as 

jj= 1 m -- N, CUP (7.8) 
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where N,, the linear monitor signal, dN the number of electrons that the top row of 

ECAL detects and dp the momentum acceptance of that row from the momentum 

Figure 7.9: Comparison of the q’s calculated by both the ECAL method, described in 
the text, and the constrained fit method, for all the eventa that the results from both 
methods are available. The ECAL reconstructed q is bigger than the constrained fit 
q, by about 10%. 

map. As we will see in Appendix 3, the simulated ECAL rate R, as defined in Eq. 7.8, 
agress with the corresponding measured ECAL data rate R to within less than a factor 
of 2, which is compatible to an error of the q estimate from the constrained fit of 

N 10%. Since ws have the constrained fit 11 estimates and the simuIation predictions 

for the ECAL rate in the form of Eq. 7.8, ws can plot them in a logarithmic plot 

and extract a law that translates ECAL rates to t value predictions. This law can 
then be used with the measured ECAL rates, again brought in the form of Eq. 7.8, 

to give us an 1 value for those data events for which the constrained fit faikd to do 

so. Such a plot of the ECAL rate as a function of q in a logarithmic scale is shown in 

Fig. 7.8. Since ECAL was kept fixod in a position where the top row intercepts h = 3 

Compton scattered clcctrons, we expect a straight line with a slope that indicates the 
order of the nonlinear Compton scattering process, ss it is clear in Fig. 7.8. In this 

plot we have used 20 es-plally wide bins in 9. The vertical and horizontal error bare 

correspoud to the RMS values of the ECAL rate R and 1) distributions in oath bin 
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divided by the corresponding number of points, added in quadrature to the average 

statistical errors of R calculated as, 

6R = (N; dp 
-=6N,)2 + ($$dN)~ 

7 
V-9) 

and of ~7 as given by the output of the constrained fit. The slope of the straight line 

fit is - 3 (for an explanation why it is 3 and not 4 as expected from 2(n - 1) with 
n = 3, see [SO) and also Appendii 3). We have now a simple expression that provides 

us with the means to translate measured EZAL rates in the form of Eq. 7.8, to ~7 

estimates for data events that the constrained fit cannot provide us with an q value. 
The error on 9 calculated in thii way will be, 

69 = 5 6R 

where 6R is the error on the ECAL rate from Eq. 7.9, and b is the slope of the straight 

fine shown in Fig. 7.8. Fig. 7.9, shows a comparison between the I)‘S returned by the 

constrained fit and the q’s computed from ECAL as described above. The ECAL $8 
are on average higher thau the fit r$s by N 10%. This turns out to be compatible with 

the average error on r7 from the constrained fit. The 10% difference between the two 

estimates shouldn’t surprise us, since the employment of the simulation predictions 

to extract a law that translates measured ECAL rates to t) estimates, introduces an 

intrinsic error on 7 of that order. 

7.3.4 v Estimates and Verification 

Onto wc have estimated the rl’s on an event-by-event basis, it is interesting to com- 

pare them with the 9 estimates from the laser parameters, i.e. the measured laser 

energy and the fixed laser area and pulse width at 30 pm2 and 1.5 ps respectively. 

Fig. 7.10, shows the results of such a comparison. The 17 values from the fit, contain 
reconstructed q’s from both the constrained fit and ECAL. 11 is clear that the laser 

parameters systematically overestimate 71 by more than 30%. The average value and 
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Figure 7.10: Comparison of the values of t] calculated using the constrained fit or 
ECAL, with those from the laser parameters. The top plot shows the 7,~ distributions 
aecwrding to the two methods, while the bottom is a scatter plot of the two I] v&es. 
The 11 estimated from tbe laser parameters is larger than the reconstructed r), 

error of the reconstructed q in 

(9) = 0.218 f 0.02 or (u) = 0.218 f 9.2% statistical error (7.11) 
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In the case of the q values reconstructed by the constrained fit we can still try to 

check their validity by using ECAL data. As for the 46.6 GeV data, 49.1 GeV ECAL 
scaus are used for this purpose. We look at the normalized electron rate of the top 

* row of ECAL, aa defined by Eq. 7.8; and compare the measured rate with the one 

predicted by the simulation, when the q’s reconstructed by the constra@ed fit are 
used as an input. Fii. 7.11 shows such r comparison. There are only four data runs 

clcgsron momentum [aOV/c] 

F’ipre 7.11: Verification plots for the 49.1 GeV cum. The top plot shows the number 
of electrons per momentum bin normalised to the total number of linear Compton 
photons, as a function of the momentum of the intercepted electrons. The black dots 
are the data points and the white the simulation &ults. The bottom I& plot shows 
the distribution of the Nl overlap aa it is deflncd in section 7.3.2. The verticai line 
ls the overlap cut used. The bottom right plot shows the distribution of the $8 from 
the constrained fit. For all the plots the 49.1 GeV EC!AL scans 15565, 15606, 15610 
and 15617 are used. 

during which ECAL was scanned, runs 15565, 15666, 15610 and 15617. The data 

from nll these ECAL scans are used. Although all four ECAL scans used here are 

not included in the 49.1 GcV data sample used to search for positrons, we can still 
reconstruct the q valure for their laser ON events, using the constrained fit. Fig. 7.11, 
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is the only plot in this chapter that contains data outside the 49.1 GeV data sample, 
as selected in section 7.1. Everywhere else in thii chapter we refer only to that data 
sample. 
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Figure 7.12: Stability oft) with the N=l overlap. Here the overlap is defined in the 
same way as in section 7.3.2, i.e as the ratio of the measured Nl rate over that 
expected from the simulation. it is clear that fbr overlap greater than 0.6, which is 
what we have been using in the whole 49.1 GeV data analysis, r~ remains pretty much 
stable. 

There is one more thing that we need to verify, and this is how independent the 

reconstructed by the constrained fit q is from the N=l overlap efficiency. Since 9 is 
a measure of the laser intensity, it has to be indepcndcnt of any overlap fluctuations- 
Fig. 7.12 shows the dependence of TV on the N=l overlap, as d&red in section 7.2.2. 

We can see that the reconstrncted q’s for data points with overlap greater than 0.6, 

which is the overlap cut used in the analysis, arc fairly stable. Another way of detining 
the N=l overlap, ls by looking at the number of the measured forward -y’s. In order 
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1. N2 and N3 monitor contamination. 

fz 
03, 

1 

0.u ans 0.s o.>zs 
N==l Overlap NJexp)/(L,,,*~~~) 

Figure 7.13: Stability of Q with the number of 7’s measured by the linear Compton 
monitor. This number once it is normalked over the laser energy and the electron 
beam charge, it depends only on the overlap fluctuations, and it can therefore provide 
us with an alternative meaeurcmcnt of N=l overlap. Only events with N=l overlap 
greater than 0.6 are used. 

to avoid the effects of the fluctuations of the laser energy and the beam charge, they 

have to be normal&d to those two quantities. Fig. 7.13, shows the reconstructed T) 
dependence on the N=l overlap defined in this way. Only events with overlap greater 

than 0.6, are used. Again the stability of the reconstructed q is very good. 

7.3.5 Study of Systernatics 

The study of the systematirs on 11 for the 49.1 GeV data is done in the same way as 

the similar study on the 46.6 GeV data. The sources for the systematic-s examined 

are: 

2. Rackground offee& in the N2 and N3 monitors. 

3. N 1 error scaling instead of the N2 error. 

4. Different signal scaling factors, using the overlap plots. 

The contamination of the N2 monitor signal, has again its source in the linear Camp 

ton scattered electron signal. The N3 monitor signal can contain both linear and 

second order contamination. For the study of the contamination systematics, the 

concept of scaling factors that define the portion of the total linear or second-order 
Compton scattered sigual that contaminates the two monitora, is introduced in the 

same way that this is done in section 6.3.6 of the previous chapter. Different values 

of these scaling factors are applied, both positive and negative, and the resulting 
fraction of the linear or second-order Compton signal is added to the monitor readout 

signals. These new rcaulting monitor signals are processed through the constrained 

fit code, and the average (x2) is estimated, for all processed events. Thii method 
gives us a way of deciding whether the two monitors arc indeed affected by any severe 
contamination levels. As in the 46.6 GeV case, it turns out that this is not the We, 

since the minimum (x2) occurs when no contemination or insignificant contamination 

is introduced. In addition, we can deduce the rangea for which the (x2) changes by 
flu, and that forms a quantitative measure of the systematic errok The background 

offsets are also studied in a similar way, as explained in section 6.3.8. 

The systematic error due to the scaling of the Nl error instead of the N2 error is 

treated in a different way from the previous cases. The Nl error is s&d by a factor 

of 4, which is dose to the factor that the N2 error has been scaled by, and the eff;ect ’ 

on the resulting q values from the constrained fit is evaIuated. Their value difference 

from the N2 error scaIing, gives the systematic etror due to the diSerent monitor 
error scaling. As in the 46.6 GcV case, this source of systematic errors, is the least 

significant. The different monitor signaI scaling factors deduced from the overlap 
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plots, are &o a aourw of systematic errors on t that can be studied in the same 7.3.6 Efficiency Estimates 
way. As mentioned in section f-3.2, the 90% cutoff in the overlap plots is used. Two As for the 46.6 GcV data sample, a study of the overlap and the duster search 
other different cutoff values a6 95% and 89% can also be used to derive new scaling algorithm efficiencies, is also needed for the 49.1 GeV data, so that the Simulation 

4 factors for the monitor signals, and compute the r) values from the constrained fit. prediction, which dow not &zzcount for them, is properly corrected. We start again 
The differences of these new g’s from the 90% case, give the systematic,error estimate with the overlap. Fig. 7.14, shows the measured x-positions of the XP box, during the 
due to different scaling factors 

Table 7.3 summarizes the results of the above studies on the systematic errors on 

the q vsluw. To these systematic error estimates the +10% discrepancy between the rl 
7 

Type of error A(v) 
Contamination +0.0083 

-0.0134 

Background Offset +0.0082 
-0.0151 

Iv1 Error Scaling $0.0604 

-0.0000 
Signal Scaling 4”o.oooo 

-0.0025 

OVdl +0.0117 

-0.0204 

Table 7.3: Lii of the systematic errors due to the four cases described in the text, 
The numbera are absolute differencw with respect to the default (II) which ia 6.2183. 

valuw calcuIated by the constraiwd fit and the measured ECAL ratw, as discussed in 
section 7.3.3, needs to be added. Then the overall systematic error becomes (q}cz$ 

Thus the average value of q for this data sample is: 

(?I) = 9.2183 f 9.2%(sfat.)+:~~~(s~st.) (7.12) 
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Figure 7.14: IPl x-positions during the acquisition of the 49.1 GeV data. The left 
plot shows the variation of the x-position that the IP box was set at the end of an 
X-Scan, as a function of the run number. The right plot shows the distribution of 
the x-position for the whole 49.1 GeV data taking. 

49.1 GeV run period. The RMS value of the distribution of the diicrent x-positiona 

is 33 pm, which we supposo represents a jitter in the x-position measurement that 
follows a Gaussian distribution. In section 7.2.2, we saw that an overlap cut of 0.6 

has been introduced. Taking into account, from section 7.3.2, that the n = 1 overlap 
cutoff is at N 1, it means that we accept events with n = I rate aa low aa 60% of the 
e..pected rate at porfcct overlap. This can be translated into a timing of&et by using 



CHAPTER 7. 49.1 GEV DATA ANALYSIS 241 CHAPTER 7. 49.1 GEV DATA ANALYSIS 242 

.k!P 

I 

. 

Yli 

_._ ,., i. . . . . . . 

_.._ ,.j ._--. _ 

, nc 

3 _....... .$-rut 
;‘I ;-- 

i 

0, : . . ..-- :.... . 

. : 
DJ .-.- 

~ 

: : 
0.4 ; . 

0.l _._“_ . i .._. 

0 
0 , 

Ph 

(Ne+/Nl) --l 

Fiiutc 7.15: Normalized positron rate for different time and x offsets, with respect to 
the cast where AZ = 0 and At = 0. The left plot has Ax = 33 pm, while the right 
one has As = -33 pm. A rate reduction by 60% is equivalent to a time offset of at 
most 4ps. 

the simulation data. Fig. 7.15, shows the positron rates normalized to the perfect 
overlap (As = 0 and At = 0) rate, for different timing offsets and for 3 different 

x-position offsets Ax = 33 ,um, AZ = 0 jun and AZ = -33-p, starting from the 
left. As we can see from the three plots shown, a 60% positron yield with respect to 

perfect overlap conditions, corresponds to about 4 ps in timing offset. 

f33 o-4 00 4 _ ..i 0.860 1 
f33 o-4 1 33 00 0.867 
f33 o-4 co 00 ---I 0.857 

f44 O-5 00 co 0.777 I 
Table 7.4: Lit of corrections that we need to apply to the simulation normalized 
positron rates due to overlap ine&iency. Different cases of x and time offsets are 
shown here A weighing of the positron signal using a 2-D Gaussian with the u’s 
shown is done. When Q = co the weighing distribution is flat. The overall scaling 
factor for the simulation rates is 0.87 f 0.09. 

We arc primarily interested in the effect that these offsets in the x-position and in 

time have ou the average positron yieid nonnalised to the number of the n = 1 r’s, 
ot symboficafly (Net/Nl). WC assume that the normalized positron yield follows a 
Gaussian distribution around the perfect ovetiap case, and therefore it needs to be 

weighed by a twodimensional Gaussian distribution centered around Ax = 0 pm and 

At = 0 pa The default case is taken to be a Gaussian with 0; = 33 hrn and ur = 4 

ps. The results of the default case along with some other cases studied, are shown in 
tablo 7.4. The cases wbete ox = oo or CQ = M, assume a flat distribution of the signal 

in the horizontal direction or in time respectively and they are obviously extreme 

cases. Similar studies can be made in the case of y-position offsets. As in the 46.6 

GaV case, no significant effect on the positron yield is observed. f+om table 7.4, we 

Rates 1 

can conclude that the overall correction to the simulation normalized positron yields 
that needs to be applied in ordet to account for overlap inefficiencies, is 0.67 f 0.09. 

For the study of the cluster search algorithm, the same method, as described in 

section 6.4.2 of the previous chapter, is applied. Data runs at the beginning, the 

middle and the and of the 49.1 GeV data run period examined, are used. Again 5000 

simulated positron events on PCAL, with known incident positions and energies, a’= 

IIS~, and to these events background from laser ON or laser OFF events from the 
data runs selected, is added OII an one-to-one basis. The reaultri are shown in table 7.5, 

for the two csscs of lsaer ON or laser OFF added background. Fko~n the table we 
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Laser OFF Backgroupd laser ON background 

Run Number InefJiciency (%) Group Number Inefficiency(%) 
15638 6.4 15638 8.1 
15647 5.5 15647 6.9 

I 15653 I 5.7 I 15653 t 9.5. I 
15661 5.9 15661 6.9 

15670 9.5 15670 9.3 
Average 6.8 Average 8.1 

Table 7.5: Inefficiency of the cluster geatch algorithm when different background 
cams are used, It is obvious that Iaser ON based background leads to a slightly 
hiier inefliciency of the cluster search code. 

can see that when laser ON background is used along with the simulated positron 

events, the inetiiciency is a little higher on average. We can introduce a correction 
factor for the simulation predicted positron yields that accounts for the cluster search 
algorithm inefficiencies, of 0.92. This correction factor is slightly smaller than the 

one in the 46.6 GeV data sample, and is justified by the higher background levels 

prevailed during the 49.1 GeV data runs. 

Fig. 7.16 shows the 95% confidence limit of the residual background, for the 49.1 

GeV data sample (the solid line shown in the plot represents a power law fit and it 
will be discussed in the next chapter). This background can be attributed to lost 
beam particles scraping on the accclcrator pipe walla. The 95% confidence limit is 

defined in the same way aa was done for the 46.6 GeV data sample. It is clear that the 

data at the lowest q value, although consistent with the multiphoton pair production 

prom, indicate the preseuce of such a residual background of the order of 6 x 1OmJ 
positrons per shot. 
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Figure 7.16: Dependence of the positron rate per laser shot on the iaser intensity 
parameter q. The solid line shows a power law fit to the data. The shaded distribution 
is the 95% confidence limit on the residual background from showera of lost beam 
particles after subtracting the laser off positron rate. 
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Chapter 8 

Conclusions 

In this chapter the final results from both the 46.6 GcV and the 49.1 GeV data 

samplea are presented and a comparison with the theoretical prediction is made. To 
achieve this, the positron yield is plotted as a function of the laser intensity parameter 

q. Final estimates of statistical and systematic errors are also given for all cases. In 

the last section of this chapter we discuss the interpretation of the positron data as 
a manifestation of spontaneous vacuum breakdown. 

8.1 Multiphoton Breit-Wheeler Pair Production 

Results 

Some of the results discussed in this section regarding the multiphoton Breit-Wheeler 
pair production, have already been presented in the previous two chapters. As men- 

tioned in chapter 6, for the case of the 46.6 GeV data sample, a total of 106 f 14 

background subtracted positrons were found and the momentum spectrum is shown 

in Fig. 6.10 of that chapter. Of more importance is the dependence of the positron 
yield per lsser shot on the laser intensity parameter u. This is shown in Fig, 8.1 in a 

log-log plot. In K&ion 6.4.3 of chapter 6, WC commented about the residual back- 

ground lcvcls from beam showering, the 95% confidence level of which is represented 
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IO 

0.3 
q at laser focus 

Figure 8-I: Dependence of the positron rate per laser shot on the laser intensity 
parameter n. Tbe solid line shows a power law 6t to the data Thii plot is useful for 
determining the order of the multiphoton BrcitWheeler pair production process 

by the shaded area in that plot. The solid line is a power law fit to the data and 

gives &t a qti with n = 5.1 f 0.2 (stat.), where the statistical error is from the fit. 

To this statistical error a systematic error that reflects the effects discussed in more 

detail in section 6.3.8, as well as the choice of the bin size in I), needs to be included. 

The cKccts of these sources of systematic errors are listed in table 8.1. The errors 
shown in that table are absolute differencea of the fitted slope with respect to the 

default value of n = 5.1. Including the overall systematic error in the slope estimate 

from the power law fit, gives for n: 

n = 5.1 f 0.2 (stat.) +z (syst.) (8-1) 

We conclude that the positron production rate is a highly nonline-ar process varying 

as the 5’” potier of the laser intensity. This is in good agreement with the fact that 



CHAPTER 8. CONCLIMCNS 

qpe of error Slope Error 

Contamination +0.3467 
-0.3344 

Background Oilbet +0.2297 

-0.2293 

Nl Error Scaling +0.0309 
-0.4057 

Signal Scaling +o.oooo 

-6.5146 

Binning +0.3333 
-0.1664 

Overall 4-0.5339 

-0.7933 

247 

7 

-I 

Table 8.1: List of the systematics on the slope of the power law fit. The numbers are 
absolute differences with respect to the default case of n = 5.1. 

the rate for multiphoton processes involving n laser photons are (refer to chapter 
2) proportional to $” when $ < 1. and with the kinematic requirement that 5.3 

photons (including the backscattered high energy gamma) are needed on average to 
produce a pair near threshold. 

In section 6.2.4 of chap& 6, the momentum spectrum of 106 positrons (after 
background subtraction) was presented (reproduced here in Fig. 8.2(b)). The data 

points that correspond to low values of I], are mom likely to be due to background, 

as cart be seen in Fig. 8.1. If then we restrict our data to events with 9 > 0.216 
(excluding the data points in the iint three bins of Fig. 8.1), we find that from the 

initial sample of 106 positrons, 69fr9 positrons satisfy u > 0.216. For these positrons 

the agreement of their observed momentum spectrum to the theoretical prediction, 
is significantly improved as shown in Fig. 8.2(d). 
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s 

0 10 15 m  
positron momentum [GeVk] positron momentum [GeVlc] 

Figure 8.2: Positron energy spectra from the 46.6 GeV data sample. Plot (a) shows 
the number of positron eanditates us. momentum for isser ON pulses and for laser 
OFF pulses scafed according to the ratio of the laser OFF over the lsser ON triggers. 
Plot (b) shows the spectrum of signal positrons obtained after subtracting the laser 
OFF from the laser ON distribution. The curve shows the expected spectrum from 
the model calculation. Both top plots are reproduced from Fig. 6.10 in chapter 6. 
Plots (c) and (d) are the Same as (a) and (b), but with the additional requirement 
that u > 0.216. 

In Fig. 8.3 the observed positron rate is given, after being normalized to the num- 
ber of linear Compton scatters, the latter deduced from the average of the measured 

rates by the two linear monitors EC31 and EC37. This procedure minimizes the 

eifect of the uncertainty in the laser focal volume and in the eifective overlap of the 
electron-laser beams. The solid line represents the results from the model calculation. ’ 
The model prediction has already been corrected by a factor of 0.82, resulting from 

the product of the tuo correction factors due to the laser-electron beam spatial and 

temporal overlap inefficiency (0.88) and to the cluster search algorithm inefficiency 
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0.2 0.3 
q a1 laser focus 

Figure 8.4: Dependence of the positron rate per laser shot on the laser field intensity 
parameter 4. The solid line represents the result of a power law fit to the data 
The slope of this fit in a logarithmic scale, gives us an estimate of the order of the 
multiphoton Breit-Wheeler pair production process. 

ing to the multiphoton BreitWheeler process 1.5. Some aspects of this calculation 
are prcsonted in section A.2.4 in appendix A, while more details are included in (611. 

The resuIts of this simulation indicate that in the present experimental setup the 

contribution of the trident process is negligible, as shown in Fig. 8.3 by the dashed 

line. 
Let us now switch our attention to the 49.1 GeV data sample. As already men- 

tioned in chapter 7 we found 22 f 10 positrons and their corresponding momentum 

spectrum was shown in Fig. 7.5. We concluded there that the model calculation for 

the momentum spectrum agreed with the data, within tho large error bars. In general 

the 49.1 GeV analysis is characterized by small statistics ad as a result by large error 

bars. This is more clear in Fig. 7.16 of chapter 7, reproduced here as Fig, 8.4. As in 

1 ,o-ai . 1.. . . . . . . . . . . . . . . . ...” . . . . . 
. . I ,’ 
I 

-I 

0.09 0.1 0.2 0.3 
q at laser focus 

Figure 8.3: Dependence of the positron rate normalized to the number of the m-red 
linear Compton scatters on the laser field intensity parameter’r). The solid line is the 
model calculation of the two-step multiphoton B&.-Wheeler process, as described in 
text. The dashed curve represents the simulation results of the trident process. 

(0.93), as derived in section 6.4 of chapter 6. The data are in good agreement with the 

theoretical prediction both in magnitude of the observed rate and in their dependenw 

on q. As already mentioned in the first chapter, the pair production is viewed as a 

two-step process, interaction 1.4 that results to the creation of the backscattered high 

energy gamma and interaction 1.5 of the gamma with n laser photons to produce the 

pair, with both processes taking place within the same laser focus. Thus in principle 

we cannot distinguish the two-step process from the trident process 1.6. A complete 

theory of multiphoton trident production does not exist. For the needs of this ex- 

perirneut the trident reaction was treated as a two-step process in which the beam 

electron emits a virtual photon according to the Weissiicker-Williams approximation 

and then the virtual photon combines with 71 laser photons to yield e*e- pairs accord- 
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the 46.6 GeV case, the plot shows the number of measured positrons per laser shot as 

a function of the Iaser intensity parameter q, in a log-log plot. The line is a power law 

fit to the data, and its slope indicates the number of laser photons that participated 
4 during the multiphoton Breit-Wheeler pair production. For the 49.1 CeV data we 

find n = 3.2 f 0.9, where the error is the statistical error from the fit. ,To this error 
we need to add a systematic error due to the same effects already described for the 

46.6 GcV data. Table 8.2 lists their contributions to the overall systematic error. We 

i 

1 

Nl Error Scaling -+0.0000 
-0.4253 

Signal Scaling fO.Oooo 
-0.3978 

Binning +o.oooo 
-2.5208 

Overall $0.6570 

-3.1123 

errors are large and that they are due to the low statistics of the data sample ana- 

lyzed. Thii is caused by the increase of the background levels by roughly a factor of 
2 with respect to the 46.6 GeV data sample, as well as by the lower laser intensity 
achieved on average during the 49.1 GeV data runs. This can be seen if we compare 

the two plots in Fig. 8.1 and Fii. 8.4 for the 46.6 and the 49.1 GeV data samples, 

where we can see that the q range is restricted to much smaller values. Nevertheless 

we can try to directly compare the pair yield to the theoretical prediction, as showa 
in Fig. 8.5, where the number of positrons is normalized to the number of measured 

linear Compton scatters. The soiid line is the model calculation for the multipho- 

ton Breit-Wheeler process, corrected by a factor of 0.8 resulting from the product 

of the two correction factors due to overlap (0.87) and cluster reconstruction (0.92) 
inefficiencies. The dashed line respresents the trident simulation. Again no firm con- 

Table 8.2: List of the systematics on the slope of the power law fit. The numbers are 
absolute differences with respect to the default csse of n = 3.2. 

can therefore write for the 49.1 GeV data: 0.3 0.4 
7j at laser focus 

n = 3.2 f 0.9 (stat.) ‘;; (syst.) (8.2) 

Although the data are by no means conclusive, we mention that the simuiation pre- 

diets an average of 4.7 photons. It is clear that both the statistical and the systematic 

Figure 8.5: Comparison of the measured positron rate normalized to the number of 
the linear Compton scatters, to the theoretical prediction reprzsentcd by the solid 
line. The dashed line indicates the resulta of the trident process simulation. 
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Figure 8.6: Comparison of the measured positron rate normalized to the number of 
the linear Compton scatters, for the two different electron beam energies. Neglecting 
the low q points, we can see that the measured 49.1 GeV rate is about 2.5 times 
biiher than the 46.6 GeV case. - 

elusions can be drawn, but the data seem to follow the q dependence predicted by 

the theory. 
The original motivation for acquiring the 49.1 GeV data, was to examine how 

the positron production rate increases with the electron beam energy. According to 

the simulation, the positron rate normalized to the number of the linear Compton 
scatters, should increase by about a factor of 3, when the electron beam energy is 

raised from 46.6 GeV to 49.1 GeV. This is shown in Fig. 8.6. Excluding the data 

at the lower q values, we can see that indeed the 49.1 GcV rate is about 2.5 times 

higher on average thau the 46.6 GeV rate, close to our expectation. In conclusion 

we believe, that despite the large systematic errors, the 49.1 GeV data seem to agme 

with the thcvretical predictions. An increase of the data sample, would have resulted 

to a reduction of the systematic errors, but not to a significant change in the form 

of the momentum spectra or of the dependence of the positron yield on the laser 

intensity parameter 9. 

8.2 Spontaneous Vacuum Breakdown Results 

In section 2.5 of chapter 2, we have argued that a possible interpretation of the 

positron data, as a manifestation of the spontaneous vacuum breakdown, would in- 

dicate that the positron yield per laser shot, should vary as N exp(-ng(l/q)/T). 

Figure 8.1: Dependence of the positron yield per lwr shot on I/Y, the latter aa 
defined in section 2.5, for the 46.6 GeV data sample. 

This means that in a semi-logarithmic plot, where the positron yield per laser shot 

is plotted as a function of l/T, the slope should be -ng(l/q); the function g(l/q) 

is a smooth and monotonically increasing function of q and takes into woud the 
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Type of error Slope Error 

Contamination -to.oooo 

-0.4335 

Background Offset +o.oooo 
-0.3325 

Nl Error Scaling i-0.0165 

-0.1616 

Signal Scaling +o.oooo 
-0.0731 

Binning +0.1611 

-0.2731 

OVWidl +0.1621 
-0.6414 

Table 6.3: List of the systematice on the klope of the exponential fit shown in Fig. 6.7. 
The values are absolute differences with respect to the default case of 2.4. 

fact that the laser field intensity is such that we are between the perturbative and 
non-perturbative regimes. Fig. 8.7, shows this plot for the 46.6 Gev data sample. The 
solid line represents an exponential fit, which results to a slope of rg(l/q) = 2.4f0.1, 
where the error is only the statistical error from the fit. An additional systematic 
error needs to be added, that takes into account the effects discussed in chapter 6, 

and also the possible choice of different bining in l/T. Table 6.3, lists these errors, 
aloug with their overall contribution. Including the systematic error, we find: 

ng(l/u) = 2.4 f 0.1 (stat.) 92 (syst.) (6.3) 

In all the above T is defined according to Eq. 2.153, Le. on the incideut beam elec- 

t&s rest frame, and the RMS value of the laser induced electric field is used. The 

prediction of Eq. 2.157 for (u) = 0.2, which is the average value of q for the 46.6 

GeV data sample, is rrg(l/r)) = 1.62. The result from the exponential fit needs to be 
corrected for two factors. First, in Eq. 2.157 the peak value of the electric field is used 

to define both T and u, while iu Fig. 6.7 the RMS value is used instead. Second, r 

in Eq. 2.157 is defined in the rest frame of the produced pair and not of the incident 
beam electron. Assuming that the majority of the pairs were produced by a 29.2 

GeV bachscattered gamma, the result in the expression 6.3, needs to be reduced by a 

factor of 46.6/29.2 = 1.6 and increased by a factor of fi. In addition the theoretical 

prediction needs to be adjusted for an {v) scaled by a factor of a. This leads to the 
final results 

~dwl) = 2.12 l 0.09 (stat.) “;z (syst.) 0bsePfed 

rg(l/u) = 1.93 predicted 

which compare pretty well in spite of the large systematic error. 

4 S 6 7 8 

Figure 6.6: Dependence of the positron yield per laser shot on l/T, the latter as 
defined irr section 2.5, for both the 46.6 GeV and 49.1 GeV data samples. 
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It is clear from the above, that the positron yields per leser shot for different 

electron beam energies, can be combined in the same plot ss a function of l/T. This 

is shown in Fig. 8.8, where both the 46.6 GeV and the 49.1 GeV data points follow 
the same line, with the exception of points that correepond to low T, which are 

much more subject to residual backgrounds. The solid line in the plot represents an 

exponential fit with a slope, 

x9(1/q) = 2.01 f 0.12 (stat.) (8.4) 

while the systematic% are the same ss for the 466 GeV data. Applying to this result 

the corrections listed previously, the observed slope is: 

rg(l/q) = 1.78 f 0.11 (stat.) (8.5) 

Comparing to the theoretical prediction for (r)) = 0.2 x fi, for which rg(l/q) = 1.93, 

we see that the agreement is still good. We conclude that the positron data presented 

haze can be interpreted either in terms of the multiphoton BreitWheeicr process, or 

as resulting from the spontaneous breakdown of the vacuum es seen in the rest frame 

of a fast moving electron. 
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APPENLMX A. SIMULATION CODE RE!SCRZPTIoN 

Appendix A 

Simulation Code Description 

A.1 Introduction 

264 

In the following sections we present a brief description of the simdation code that was 

developed in order to predict nonlinear QED processes in interactions of high-energy 
electron or photon beams with intense laser pulses. The description is based on the 
more extensive documentation provided by the author of the code [62]. The method 
used in this simulation’& a numeric integration of differential reaction rates over both 
space and time in the beam-laser interaction region. Although a Monte-Carlo based 

simulation also exists, onIy the resutts from the numeric integration approach were 

used to compare the experimental dats with the theoretical predictions, as they are 
presented in the chapters of this thesis. In a numeric integration simulation, unlike 
the Monte-Car10 approach where a single particle is stepped through the interaction 

r&on and in each step a decision is made regarding which one of a number of possible 

processes will take place based on a pseudo-random number generator, whole particle 
densities arc used and all the possible cases are accounted for simultaneously by 
multiplying them with interaction probabilities and combining the final results at the 

end of the simulation. Space and time are divided in small clement8 and interaction 

yields are computed for each one of them. 
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The main advantage of a numeric integration based simulation ie speed of execu- 

tion. It is important to note here that the whole data scquisition and data analysis of 

the El44 experiment was based on 486 and Pentium PC’s and ae a result the memory 

and speed limitations of the DOS environment had to be faced. In order to ensure 

fast program execution, a number of speed optimization.9 were implemented in terms 

of selectable program options. As a result a price in accuracy of the simulation results 
was paid. Later the whole code, which is written in C, was successfuIly transferred to 

the LINUX and AIX operating systems with the GNU Ccompiler, increasing speed 

and flexibility. In fact the simuiation results presented in thii thesis, were obtained 

by running the numeric integration code (NI) under these better conditions with 

program options that improved significantly the accuracy of the results. 

Several processes were simulated with the numeric integration code. The pri- 
mary process is the n-th order R = 1,2,. . . Compton scattering of monoenergetic 
beam electrons with laser photons. A number of secondary proceeees involving the 

scattered electrons and high energy gatnmas resulted from the Compton scattering 

while they are ail still inside the laser focal area, are considered. These secondary 

processes include further n-th order Compton scatterings off laser photons, as well 
as pair production by the absorption by the high energy gammas, of several laser 

photon8 (multiphoton Breit-Wheeler process). In all the above cases the geometry of 

the interaction region is taken into 8ccount, along with the inevitable attenuation of 

the initiai clcctron beam as it traverses the laser focus due to the Compton scattering. 

All the above processee will be examined in some detail, since their re8ult.s are impot- 

tant for comparison to the analyzed data. In addition to these proce8ees, which are 

collectively called the IPl processes, some additional processes-unfortunately never 
realized by the El44 experiment-, c8n also be studied by the numeric integration 

code, These processes, called the IP2 processes, include a direct high energy gamma- 

laser photon interaction and as secondary cases, further Compton scattering and pair 

production by the resulting particles. The initial gamma beam can have either 8 
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bremsstrahlung or a nonlinear Compton scattering spectrum, although no correlation 

between the spcltial position within the pulse and the corresponding energy is taken 

into account. Such processes will not be discussed here, since they were not useful in 

the data analysis. The interested render can refer to the detailed documentation of 

the code mentioned earlier. 

The following list define8 most of the standard symbols used throughout the re- 
maining sections: 

e, m 

C 

PNp5, 

E-,E+ 

7-174 

D-*8+ 

P-rP+ 

wprwl ph, 

w;&f, pwr 

6 

n 

9 

Yia 

electron charge and mass 

speed of light 

4momentum of electron or po!#&ei, initial or final i3t8tt5 

electron, positron energy 

electron, positron Lorents factor 

electron, positron velocity, i.e. /?* = J=R 

electron, positron density 

Cmomentum, frequency and density of laser photons 

g-momentum, frequency and density of hiih energy gammas 

crossing angle between laser pulee and electron or photon beam, 

e.g. 6 = 0 for he8d-on collision 

Or=*+-6 

polar and azimuthal angle of the tinal state particle, 

ie. gamma for Compton scattering, positron for pair production 

number of participating laser photons (order of multiphoton process) 

field strength intensity 

effective mass of electron 

The natural system of unite is used, where A = c = 1. The differential rates per unit 

volume and unit time are presented, e.g. &V,(J)/&’ is the differential probability 
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per unit volume and time that an electron interacta with n laser photons and emits 
a single photon with frequency w’. Then the number of interacti&.s within a given 
volume element dV, time interval dt and energy bin dw’ will be 

N(dV,dl,&~)=~.dv.~~.~,~ 

where the last factor is required to make the expression dimensionless. 

(A4 

A.2 Basic Formulas 

A.21 General Relations 

The dimensionless and invariant parameter r) is defined a~ 

,2&!?LG &! 
i- nw mw (A-2) 

where & ie the root-mean-square electric field of the laser. Notice that r] needs 
to be multiplied by fi in order to coincide with the definition given in chapter 2. 
The 4-momentum of a charged particle inside a strong electric field is altered due 
to continuous absorption and emission of photons. For a charged particle with 4 

momentum p,, outside the field, the &ctive 4-momentum q,, is 

$rn* 
QP=PP+z&g$% (A.3) 

with w, the laser photon 4momentum. The effective mass of the charged particle 
inside the field iR is then defined as: 

fi* = qpqp = m*(f + tf) (A-4) 

Under the experimental conditions for E144, we can see that Eh,,,/m N le, 
or in other words the beam energy is much larger than the electron rest mass. This 

allows us to introduce two basic approximations, i.e. 
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Both approximations are used to derive the formulas implemented in the rmxneric 

integration code. 

A.2.2 Nonlinear CompFon Scattering 

The differential reaction rate for a circularly polarized laser beam is given by: 

dW&‘) _ e*m*pA 
du’ 16?rE$ I 

-4X(o) -t q* ( 2 I- j&) vL(4 + Ji+,b) - u34) 
(A.6) 

where 

UI = %dnp 

mZ(l + 7q) = 
2E*w(X - cos a) 

m*(l + q2) 
W,Jr w ’ u = 
WP =m 

(A-7) 

(A-8) 

(A-9) 

ul, = nul (A.lO) 

Similarly the differential interaction rate for linear polarization is: 

where Ai 3 A&a, a, b), i = 0,1,2 and they are defined as in chpater 2, while the 
parameters a and b are given by 

(A.12) 

b 2 4maqz 1 --$ - - 
WPP 

(A-13) 

with E,, = (co, 4 the polarization 4vector of the laser photons. Notice that n is’ the 

equivalent of a as defined in chapter 2, but b is defined with opposite sign compared 

to j3 in the same chapter. The polarization of the emitted photon becomes important 

for the subsequent steps of pair production. Since this last process was studied onty 
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for linearly pol&ed laser photons, only for this case the differential interaction rates 
are modiied accordingly and they become 

dWi(w’) Zrnlp* + 
d&d’ =sgo J I d# -2q2~A;+q2(2+&)(A~-AoA~)} (A.141 

-(l - 2q2d)A;: + q2 &(A: - &A2)} (A.151 

where 
(A.lO) 

aud 11, 1 indicate high energy gammas produced with polarizations parallel or per- 

pendicular to that of the interacting laser photons respectively. 

A.2.3 Multiphoton Pair Production 

The ditrerential interaction rate for a circularly polarized laser beam and unpolarized 

high energy gammas iS 

- = s {2&s) + q(2u - 1) (&(z) + J;+,(z) - 2~3~))) dWn(&) 
d& 

(A.17) 

with 

t = 2rl -- 
111 J 

4% -4 
1++ (A.18) 

Ul = wpw”I 
2my 1 + 92) 

u ww’(1 - msa) 
27G(l + r/2’) 

(A.191 

(wpwy2 W’ 

u = rl(w,q~)(w,#) = 4E&’ - E*) 
(A.20) 

%I = nu, (A.22) 

Due to cncrgy conservatiou n 1 rze the minimum number of photons needed to 

produce one pair dofincd us: 

27U2( 1 -l-7+) 
ne=ww’(l-cosa) (A.22) 

In the case of Iinearly polarized laser beam the corresponding differential rate b 

dW,(E*) _ drnh ~12 
d& J { 2x%& 0 d4 A;: + 2q2(2u - I)(A: - Ad,)) (A.23) 

where again n 1 n+ and aho At E A&,u,b), i = 0, I,2 with u and b defined as in 

the nonlinear Compton case. As with the nonlinear Compton s&taring, the linear 
polarization case is more accurately treated by introducing the polruidop of the 

initial high energy gamma. Then the differential rate is modified to take into account 

the different polarization states and becomes 

dWll(E*) n = ~.2.~‘~d~{f~‘~‘A:+2b(u-1)(A:-Ao4))(A.24) 
dE* 

dW,f@) ~ e2m2w 
d& 

~.2~~Pd~{(l-2&-‘)A~+2q2u(A;-&A2))(A.25) 

with u’ as defined in Bq. A.18 and 11 and L indicating the same pdarization states 
as in the nonlinear Compton scattering case. 

A.2.4 Multiphoton Trident Pair Production 

With the term of multiphoton trident pair production we mean the process 

e + md --+ e’e+e- (A.=) 

A complete theory of such a process does not e&t. In the numeric integration code, 

the differential rate of such an interaction is estimated by assuming a t-step process 
during which the beam electron emits a virtual photon according to the WeiztGcker- 
Williams approximation and then the virtual photon combines with n leser photons 

to form a pair according to the muitiphoton Breit-Wheeler pair production process. 

Thcrcforc we can rewrite reaction A.26 86: 

e-+f?+w’ 

w’ + nw -+ e+e- 

(A-27) 

(A.28) 
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Figure A.l: Schematic of the multiphoton trident pair production. The kinematic 
variables shown are defined in the laboratory frame (ftom [62]). 

The relative 4-vectors are listed bellow: 

w,, = (w, k) laser photon 4vec%or 

~,a = OLp’) initial 4-momentum of charged particle 

6p = (fld+) final 4-momentum of charged particle 

pir = VLU e+ and e- from pair production 

l+(&f,R) intermediate virtual photon 4-momentum 

The kinematic variables for the trident process are shown in Fig. A.1. The minimum 

number of laser photons required to produce a pair is: 

(A.29) 

The differential reaction rate for the trident process, assuming the two&ep model 
shown earlier, is 

dWWWBW)(E*) 2a 
d-k 

(A.30) 

where WWBW is used here as a short term for the multiphoton trident process, 
MPBW denotes the multiphoton Breit-Wheeler pair production process, a is the 
fine structure constant and s is the square of the center-of-mass energy. In the last 

expression above the integration limits are defined as: 

d mfn = 4m2(1+ d) (A.31) 

dmz = (Js-nl&g2 (A.32) 

h Eq. A.30 it is more physically transpar,+ to replace the integration over a’ with 
one over w’. Then the following substitutions need to be made: 

ds’ls’ = dw’fw’ 

s&/s’ = WA/W’ 
I 

wka = %tOZ 
Zlw(1 - cosa) = 

( d(1 + $9 -t 2E714 - toe a) - mJl’iTii32 
27W(l -coca) 

I 

w&i. = %fn 2my 1+ 112) 
274 - cos a) =nw(l-cosa) 

Using these last expressions, Q. A.30 be-comes: 

A.3 Space-Time Integration 

In order to find the total interaction rates for the various prowesses discussed in the 

previous seation, we need to integrate them over space and time. For this purpose 
both space and time are divided into small space-time elements (STE), and for each 

of them the yields of the beam-laser interactions are calculated. At the end of the 

integatiou the different space-time element results are combined to give the total 

interaction rate. In such an approach it is assumed that the electron and laser photon 

dcnsitics -which arc defined in the same way as in section 2.3.2 of chapter 2- remain 

constant within each STE and therefore the integration grid needs to be defined in 
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24 I \.o// Y; electron of 4 \I /A/ I photy beam 

Figure A.2: Schematic of the two coordinate systems employed by the numeric ink- 
gration code as described in text (from [62]). 

such a way so that thii is accurately true. In addition the definition of the integration 

grid nccda to take into account the fact that the laser beam is focused and therefore 

the step sises should become smaller as we approach closer to the laser focus. 
For calculation simplification, two coordinate systems (CS) are defined. The first 

one, called the laser CS (a?, y’, t’), has its z’-axis parallel to the direction of the lsscr 
propagation. The second coordinate system, called the electron CS (t, y, E), has its 

*axis parallel to the direction of the electron beam propagation. The origin 0’ of 
the (z’, dE, z’) system is at the laser focus, while the origin 0 of the (z,~, z) system is 
chosen so that tbc density of the beam electrons is symmetric around it and so that 

0’ is at z = 0. The two coordinate systems are shown in Fig. A.2. An offset in the 

two CS origins in z and t has also been accounted for. The transformation between 

the two coordinate systems is: 

$1 I -2 sin 0 + (z - CC.,,) c&5 a (A.34) 

$1 = y - Y+ (A.35) 

i = aCOsaf(z-z,j,)sina (~.36) 

volume 
element dV 

rtlole 
am 

3-a envelope 

Figure A.3: Schematic of the integration grid along the z’-axis and the g-axis. The 
variable size of the volume element dV ss a function of z’ is evident. For this example 
ns = n$ = 3 and n$ = n$ = 8 (from [62]). 

The above equations can be viewed as a generalization of the ones shown in sec- 

tion 2.3.2 of chapter 2, when also an o&et between the two interacting beams is 
present. 

The integration grid in space is defined in the laser CS and in units d u&‘), 
ati and ~~0, where the latter are defined in Eq. 2.117 and Eq. 2.118 of chapter 2. 

In this csse a single STE has a spatial volume 

where 

n$,n&n$ : sire of the integration volume in 2’, b, i in units Of u&?),u&), 0~ 

’ A A A 
ny 9 "II, n,* : number of elements in the integration volume along r’,b, z’ 

It is clear from the above expressions that the STE dimension8 along the z’-axis and 

the y’-axis depend on z’. An example of the integration grid in the a! - z’ plane is 

shown in Fii. A.3, in which YZ$ = n$ = 3 and n$ = n$ = 8. The step size in time 
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Figure A.4 Pmcedure to find the initial and final times for the numerical integration 
(from [SZ]). 

and far end, which means that the ad is calculated at the laser focus. Initially the 
two ellipses are positioned at time C = 0 taking into account any offset in 2 or t. 
Then they are moved along L and d both in negative and positive directions, until 

they share no more common area. The distance from these two points to the original 
position defines t,hd and tns respectively. Thii procedure tends to overestimate the 
time integration range especially when a g offset is present too. In practice though, 
thii has only a minor effect on the CPU time. 

A.4 Secondary Processes 

The above spacetime integration essentially refers only to the interaction of the initial 
electron beam with the lescr photons, i.e. the n-th order Compton scattering We 
will refer to thi process as the primary process, The products of such an interaction 
quite often arc still inside the laser field and therefore can undergo further interactions 

with the leser photons. These are the so called secondary processes. In particular 

the scattered electrons can undergo further Compton scatterings, while the produced 
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should be comparable to the step size along the z’-axis, and can be specified by the 

ratio 
Jg+$ (A-W 

The integration over space and time for a specific process X ’ proceeds 8s follows: 

1. For a given time t, loop over all the volume elements dV in the integration grid. 

2. Use the expressions in section A.2 to find the interaction rate WX (this involves 

integration over the energy, with a specified step size) and thus the interaction 

yield from: 

NFE=WX-dV-dt (J-1 

3. Add the yield found to the total up to &ii point yield for process X, i.e.: 

Nxw = Nxy’ -i- NsT” X (A.40) 

4. Advance in time by a step size of c 6 dt and start over at 1. 

Fig. A.4 shows the procedure to find the initial trtart and the final t,l* times for the 
integration over time, which are essentially the times that the two beams (treated as 
ellipses) start and stop to overlap with each other. The ellipse axas for the two beams 
are defined ss: 

(A.41) 

(A.421 

(A.43) 

(A.44) 

where a and b sre the dlipsc axes parallel and perpendicular to each beam’s direction 
of propagation and &.. is defined 8s the distance hetsveen the laser ellipse center 

‘III the caac of the IPl proceSes which are examined here, process X means the nunlinear 
Comptnn rreattcring. 
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Figure A.5 Integration grid for secondary processes, es defined in text (from [62j). 

high energy gammas can alxorb several laser photons and result to pair production 

according to the multiphoton BreitWheeler process. This last secondary process is of 
extreme importance for the El44 experimental setup, since it represents the only way 
to pair creation. It is the&ore imperative to account for such secondary processes in 
the numeric integration code. 

In numeric integration terms this leads to one more integration over time f’ for 

each volume element dV. The volume element dV is kept constant in size and it 

moves along the x-axis of the electron beam, while at the same time the laser pulse 

continues to propagate along the z’-axis. Tbii is shown schematically in Fig. A& 

Here the basic assumption that all the ptiduced particles are moving along the z-axis 

is made. Thii is fairly accurate since the angular divergence of the products of the 

Cornpton scattering are of tbe order of w l/r or of about 10 prads. The step size 

c- dt’ should be comparable to the linear dimensions of the volume element dV at the 

current location (d,, y’,, 2,). This is achieved by choosing a step size according to the 

formula 

c-dt’(r:,y$z:) = min Ic.dti(~;,y:,i,),c*d~(z:,y;,z’,)J (A.46) 
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Figure A.6: Procedure to calculate the time step size cadt’ for the secondary processes 
(from [62]). 

where 

and dz’(z’,, y:, d), dz’(z’,, nr’,, x’,) am defined in @. A.37. This procedure is outlined 
in Fig. A.6. 

The starting point for the time integration is of course the location in time of 

the primary STE. The first step size in the time integration is only half of the one 

indicated by Eq. A.45, because w assume that the first half of that time is spent 

for the production of the secondary particles from the primary interaction. The end 
point is t&en to be the time at which the secondary particle is outside the laker 

field. The criterion employed by the numeric integration to that end, requires ihat 

the product P-v 3 v2 . dV to be below a certain threshold, i.e. 

P ,,wv < 6,~ . C$$ (A.48) 

where qd$ is the maximum of PNV for all primary STE’s and Fqwv is a usctr 
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input parameter to the numeric integraion. During the computation of the secondary 

pmc~es, the interactions of the prohueed particles with the electron beam is ignored. 

A.5 Program Flow 

The program consists of three main parts. The first part is the initialization section. 
Here unknown parameters (like g and T) are calculated from input parameters or 
read from external files, memory is allocated, counters are initialized and all the input 

parameters are written in the “log-file”. The second part is the actual integration part 

where the loop over all the S’l’E’s is performed. For each primary process specified 
by the user (PLX) the yields are cafculated and the energy spectra, along with the 

corresponding couuteca are updated at the end of each STE. Then the secondary 
processes (P2X) are calculated and the corresponding counters and energy spectra 
are also updated. At the end of the calculation for each separate STE, the results 

of the secondary process calculations and those of the primary process are added to 

the total energy spectra The calculation of either a primary or a secondary process 
in each STE contains three additional loops. The first is over the input energies 
(for primary processes the initial beams are monoenergetic so there is really no loop 

here), the second over the different numbers of law photons participating in each 

multiphoton process and the last over the final energies. The third part writes the 
results in the “log-file” and also frees the allocated memory. The .program low is 

summa&xl in Fig. A.7. A large number of user selectable histograms ~JZ booked in 

the analysis initialization routine. For primary processes these histograms (which can 

be process specific) are filled at the end of each primary S’?E. This is also done at 
the end of each secondsty process STE. The analysis routines arc! fully dedicated to 

this task. The most detailed information can be provided by histograms filled during 

the so-called ‘5ncrst loop analysis” where results are stored in histograms after each 

step in the input energy and participating photon number n loops. In the final 
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3 initialize, e.g.: wad or calculate input photon speotwm (apt) 
WKI btiuc and tosap 
l o~Umke ste~&~ in z’ and t 
ad (pm pbwm dv)Iw 
‘arlocefe arrays 
*butId lookup tables (opt) 
*Initialize counters, variables, etc. 
l Qfht rnQuf paramefem 

I+ do integration: 

l Initialize ana&sis 
+OQOWl 

-loop over i 
-loopoverx’ 

J-loop over y’ 

wkulate ptimafy 
processes PlJx: 

*update STE spectra 
l anatyze STE for 
primary processes 

loop over f 

l cakxlete secondary 
Qmesses P2-x: 

*update STE spectra 
‘enalyse SE for 

_ seocndary processes 

*update total spectra 
*analyze STE for 

_ all processes 

analyze Ynnerst loop’ 

I l nmd anslysis 

+ terrnlnate, e.g.: l pfint msults 
*output histograms 
*free arrays 

Figure A.? Numeric integration program flow summary (from 1621). 
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analysis call, the results of both primary and secondary processes are combined in 

histograms where the total yields are displayed. It is clear that the analysis routines 
can considerably slow down the program execution. 

A.6 Second Order Corrections . 

A.6.1 Effective Crossing Angle 

Although in a macroscopic level the crossing angle between the electron and the lsser 

beam is 6 = 170, in a microscopic level the actual crossing angle between the electrons 

and the laser photons (which we will call the effective crossing angle) depends on the 
position of the crossing point with respect to the laser focus. Thii is because the laser 

beam is focused and the focusing angle can be defined as 
44 ro 1 tm.$s lim T=--=- z’-wxl ZR 2&f# 

(A-49) 

where r(z’) the l/e radius of the laser field intensity ss defined in Eq. 2.115 of chapter 

2, XR, r0 the Rayleigh range es given by J&J. 2.113 and the l/e radius of the field 
intensity at the laser focus as given by JXq. 2.112 respectively, again in chapter 2 and 

finally fe the f-number of the focusing optics introduced in section 2.3.2 of chapter 

2. The effective crossing angie needs to be calcuiated for each STE for both primary 

and secondary processes and the angle a in all the expressions presented in section 

A.2 needs to be replaced by CQN = r + a,,/. 
The average direction of propagation of the laser photons at the point (4, y’o, 4) 

is taken to lx along the direction of the tangent 8 to the “l/r envelope” of the laser 

field intensity at this point in the plane P, defined by (z’s,&,&) and the laser axis 

ss shown in Fig. A.8. The l/r envelope is defined by lhe points (z’, d, z’) with 

Pub’, d, 4 = i . &(O, 0,4 (A.50) f 
and r given by 

r = PJ& mrirt 4 
A&A 034) 

(AS) 

1/r inten6lty 
envelope In 

Figure A.& Effective crossing angle between the laser photons propagating along R’ 
and the electron beam moving along d at the interaction point (do, &z’g) (from [62]). 

In the plane P the envelope is dwribed by the line 

(A-52) 

where r(2) is the same as in Eq. A.49. 

If 8 is a unit vector pointing along the beam, the effective crossing angle is given 

by 
bl&,fJ = -E$g (A.53) 

with 

3.2 = +k+ind-4-8 for4>0 

= -kz’,sin6+zicosd for 4 5 0 

k = 4f 
G$T$ 

and a the ratio between the effective and the diffraction limited focal spot area as 

defiued iu s*ction 2.3.2 of chapter 2. 
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A.6.2 Effecfive Beam Density ‘. 

In the calculations of the interaction yields during the numeric integration, the density 
of the beam particles is needed. In general the density of the beam particles is 
cakulated from the expression shown in Eq. 2.119 of chapter 2. Nevertheless for STE’a 

which are already some distance inside the laser focus, part of the beam particles will 
be lost due to pnzvioua interactions with the laser focus. The beam density needs to 

be corrected for these losses, which increase with the distance covered inside the laser 

focus and with the field strength. 

-- 

Figwe A.9: Procedure for calculating the effective density of beam particles. The 
currently examined STE is moved beckwerda in time and the total interaction yield 
of beam particles using the Klein-Nishina approximation is computed (from [62]). 

In the numerical integration code thii correction to the beam density is jntroduced 

only for the electron beam particles. This is because of the following reasons: 

1. The probability of cktrons to Compton’ scatter, is orders of magnitude larger 
than for high energy gammas to convert into e+e- pairs through the Breit- 

Whcclcr or the trident process. 

2. The total probability for any order n of Compton scattering can be fairly ac- 
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cur&y approximated by the Klein-Niahina probability describing the linear 

Compton sea&ring. 

3. Finally all the El44 measurements are done using an initial electron beam. 

The Klein-Nishina formula describing the total interaction rate for the linear Compton 
scattering hes the form: 

W e2mzp* =- 
lSaE* 

14 6 ---3 
01 + 1 (A.54) 

where 

m2 mz . r 

Fig. A.9 shows the method for calculating the new beam density. The current STE 

is piopagated backwards in time through the laser field in steps defined by Eq. A.45, 
and the total interaction yield using the expression in Eq. A.54 is computed. The 
new “efktive” beam density is then derived by subtracting this yield from the initial 

beam density. 

A.7 Speed Optimizations 

As atready mentioned several times, speed of execution was one of the main driving 

goals during the creation of the numeric integration code. An extensive array of speed 

optimizationa has been implemented to that end, after the following requirements and 
okervations: 

1. The photon, electron and positron spectra produced by the simuiation and 

compared to the experimentally observed ones, should be affected as little,as 
possible. 

2. Due particularly to the overestimate&range of the time integration, many STE’s 

are characterized by low particle densities and contribute only slighhtly to the 
total interaction yields. 
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3. Higher order processes, which involve a larger number of simultaneously luter- 
acting laser photons, vary nonlinearly with q2 and their yields erc dominated 

by few STE’s characterized by high laser intensity. 

4. Most of the CPU time is spent during the calculations of the secondary pro- 

ceases. 

All the speed optimization options are either in the form of program options or of 

input parameters, so that the user cau have the maximum possible control over them. 

This is highly desirable, since their effect on both the CPU time and on the simulated 

spectra can be substantial. 

A.?.1 Variable Step Size in Z’ and t 

In section A.3, wu discussed the ways of degning the range of the integration grid and 

the step sizes in each axis a!:‘, y’ and a’ and also in time. From the discussion there 

it ia cleat that although the step sixes in the x’ and p’ axes depend on the location 

on the z’ axis, the step sizea along the z’-axis and consequently in time are constant. 
Therefore choosing a big step size dz’ along the 2’-axis, will result to possibly serious 

inaccuracies in the simulation around the laser focus area, where the photon density 

is at ita maximum and in general varies quickly with z’. On the other hand a small 

step size that will allow for more accurate simulation resulta, will increase the CPU 

time by a large amount. The solution to such a situation is to introduce a variable 

step size along z’ and t, that becomes smailer as we approach closer to the laser focal 

point. 

ignoring the Gaussian profile of the laser beam along the z’-axis, the variation of 

the photon density due to focusing is given by 

amAo 
P(4 = A - A(i) = fi * a + (;,*R)2 (A.56) 

where po is the normalized photon density at the Iaser focus, u is the ratio of the 
eIfective A,,, and the dilfraction Limited AO focal-spot ~57~x3 aud A(d) is the laser 

Figure A.16 Example for the creation of the variable step grid along the %-axis. Here 
Ak = 0.1 and the default step size is ds’ = ZR (from [62)). 

area defined aa: 

A(z’) z SW(Z’)~ = A. [a + (z’/z,)~] (A.57) 

The distance z’(k) for which the photon density has dropped by a factor of (1 - k) 
with respect to the one at the focal point, i.e. 

(A.58) 

is found to be using Eq. A.!% 

(A.59) 

Therefore a grid of points with central values z’[ii] along the ~-axis and also along 

time, centered around point t’[O] = 0, the focal point, can be determined following 
the expression 

z'(zki] = t'(i * AA) NW 

with Ak the maximum alIowable change in the photon density between the two steps. 

Once the distance b&v-em the centers of two consecutive points in lhe grid AZ’ = 
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z’[i+ I] -~‘li] is equal or greater to the default step size &‘, as shown in Eq. A.37, then 

the variation of the step size stops and the rest of the steps are kept fixed and equal 
to dz’. The steps along time dt are then adjusted accordingly following Eq. A.38. 
The whole process is illustrated in Fig. A-10. 

A.7.2 Low Interaction Yields 

A considerable number of STE’s are characterized by low photon and beam densities 

and as (L result contribute very little to the total interaction yields of the various 

ptoceszes examined by the simulation. It is useful to determine these STE’s and 
exclude them from the numeric integration loops. Thii can be done by testing the 
quantity P,+v = b. h,,, . dV, the product of the photon and beam densities with 

the volume element. The interaction yield of the linear Compton scattering, which is 

characterized by the highest interaction probability of any of the processes considered 
in the numeric integration, is proportional to P&v. If this quantity is small therefore, 

then the corresponding STE can be safety omitted from any further calculations. In 

order tc test PP#N, we need first to find the maximum value WV that thii quantity 

can attain throughout the whole integration grid. This does not necessarily happen 

at the laser focus, since in general the two interacting beams can be characterized by 

certain offsets in space (~1, f/e!!) and in time t,,j~, and so a loop ,over ail STE’s is 
needed to determine FM. Then, during the integration, only the STE’s with 

(A.61) 

are considered, with Rrpdv Is an input parameter to the code and represents the 
minimum ratio between Pppdv and l$zV 

A.7.3 CPU Intensive Processes 

All the processee for which more than one laser photon is involved are nonlinearly 

dependent on the laser intensity parameter t) (in reality on us). This means that a 

significant contribution to them arises only from STE’s characterized by very high 

field intensities, Again a selection of only those STE’s that result to substantial 
contributions to the total interaction yield can be made, by looking at the quantity 

p&v = 9 zn . dV. As in the previous section, the yields of the nth order Compton 

scatterings are proportional to this quantity. In order to use it we need to determine 
the maximum value P$ifv can attain in the whole integration grid. Then once more 

only the STE’s with 

P @dV > &ZndV ’ =V (A.62) 

ate considered, where R,,w Is the minimum ratio between Pw and TM. 

Nevertheless applying this procedure to very high order processes, may result in 

discarding all the STE’s with the exception of the one that corresponds to P$&, 

even if the minimum ratio Rtl)ndv is small, as it is normally the case (a typical value 

can bo as low as 10W3). This is true even for very small variations in the value of u. 

For oxample In a process of order n = 100 and with r) being still 99% of its maximum 
value, the ratio Pedv/P$$j,, is as low as 7 x lo-‘. Keeping only one STE may be 
too drastic of an optimizntion. In order that extreme cases like this to be avoided, a 

second quantity P-V = q*.dV is also calculated and compared to a maximum value 
determined by the integration grid as usually: 

P rl2dv = &IV * PT” (A.63) 

Iiere IIT/Ldv is the minimum ratio between Pg2,+v and VW selected by the user. It 

is usually set to a value around 0.5. Only STE’s for which at least one of the above 

two criteria is satisfied are included in the integration. it is clear that for low orders 

R+dt~ is the main selection factor, while for higher orders R,,~v dominates . 

A.7.4 Optimization of Secondary Compton Scattering 

The optimizations diecnssed in this section concern only the calculation of the .eec- 
ondrry processes and do not a&t at ail any of the primary processes. The first 
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Figure A.ll: Gamma spectra produced during the first 4 orders of Compton scatter- 
ing. At the bottom of the plot the Jmin value for the integration over the gamma 
energies during the numeric integration is shown for n = 4 and for both selection 
criteria based on the field strength, as discussed in the text (from [SZ]). 

optimization is based on the fact that secondary processes are important only when 

their total yields are comparable to those of a higher order primary process, e.g. a 

double linear Compton scattering (a linear primary Compton scattering followed by 
a secondary linear Compton scattering), is comparabIe to the second-order primary 
Compton scattering for scattered electron energies below the n = 1 edge. Above the 

eleclron energy 12 = 1 edge, the spectrum is completely dominated by the primary 

IIuear Compton scattering since no secondary processes of lower order exist. We can 

therefore safely ignore the secondary Compton scat&rings for the CM when the 

scattered electron energy is above a cutoff E - without any essential effect on. the 

dorived electron or photon spectra. 

Fig. A.11 shows the energy spectrum of the high cncrgy gammas for the first 4 

orders of Compton scattorlng. Several characteristics are evident: 

I. The energy spectrum of a gamma produced in an nth order Compton scattering, 

extends to higher energies than the spectra of the gammas produced.during 
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lower order Compton scatterings. 

2. The interaction yields differ between two consecutive order Compton scatterings 

by a factor of - l/b, especially when q< 1. 

3. The spectrum peaks close to the endpoint &&a). 

The above observations suggest that the secondary processes of order n invblving 

the high energy gammas, can be limited to those gamma energies w’ for which their 

contribution is dominant and in particular to the onea which are higher than the 

maximum gamma energy of the previous order. The algorithm employed by the 

numeric integration code to decide the initial gamma energy &,,, from which the 
integration over the gamma energies is started, takes into account the laser lield 

intensity parameter 7.1 and is described by the following two equations: 

rf < T$ : w&,,, = w;,(n - 2) f w&Jn - 1) 
2 

for n > 2 (A.64) 

= 0.95 - l&J 1) for n = 2 (A.65) 

= 0 for R = 1 (A.66) 

11' ITS : Wrmin = w&,(n - 3) +cI&& - 2) 
2 

for n > 3 (A.67) 

= 0.95 - wk,( I) for n = 3 (A-W 
= 0 for R 5 2 (A.69) 

The paramctcr TV2 is an input parameter defined by the user. 

A.7.5 Optimizing the Breit-Wheeler Pair Production 

A basic characteristic of the multiphoton Compton scattering, is that the resulting 

energy spectra of the scattered electrons, or the prodtrced high energy gammas, have 

a shape and an energy range that strongly depends on the order n of the Compton 

scattering. In contrast, the energy spectra of the electrons or positrons of the pain 

produced during the multiphoton RreItWheeIer process, and 89 a result also the 
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trident energy spectra the way treated in the numeric integration code, do not have 

such a dependence on the order % The8e spectra are fairly symmetrical 8rOUnd the 
half energy of the initial high energy gamma used for the pair production. This 
means that different orders of multiphoton pair production contribute only to the 

total electron and positron yield without affecting essentially the form of their energy 
spectrum. 

Aa already discussed in section A.5, for both primary and secondsry processes 

a ioop over the number n of interacting photons (different orders of multiphoton 
processes) is made. Evidently it is 8dv8ut8geous in terms of required CPU time, 

to stop this loop over n at a point where the contribution to the total yield of the 
primary or secondary multiphoton B&.-Wheeler or trident pair production becomes 
negligible. The numeric iut8gration keeps track of the total probability We+-(n) of 

the specific order n and terminates the loop ss soon as 

We+&) < w&g * Rsw (A-70) 

Ce. the contribution We+,-(n) of the last cakuktkd order has dropped belti the 

fraction &JW of the maximum contribution m of 811 orders cakul8ted so far. The 
ratio R8w is 8 user input. 

A.7.6 Effect of Optimizations 

It is important to estimate the c&t of all the previously described speed optimis& 
tions. As an example, the case of an electron beam collidiug with a circularly po- 

larized green laaw is taken. The processes considered are the primary multiphoton 

Compton scat&ring (PI,NLCS), the primary trident multiphoton pair production 

(PI-WWBW), the secondsry multiphoton Compton scattering (PSNLCS) and the 

secondary multiphoton BreitWhe8lcr pair production (P2_MPBW), all up to the or- 

der of IC = 20 and with typic81 input parameters for the laser pulse, electron bean1 

and space-time grid. Only the optimization discussed in section A.7.1 is not studied 
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separately, 11s it is by default included in the calculation procedure and is essential 
for better result accuracy. 

The numeric integration results monitored durSng these estimates am the follow- 
ing: 

l Nph, ak the tot81 number of photons produced, 

l Ne+c-, all: the total number of p8irS produced. 

l Nc+e-, trident the total number of trident pairs produced. 

4 NC-, p1 = 1, 19-20 GeV: the number of scattered electrons with energies 

between 19 and 20 GeV produced primarily by n = 1 Compton scattering. 

l N,-, n = 2, 14-15 GeV: the number of scattered electrons with eneqiea 

between 14 and 15 GeV produced primarily by n = 2 Compton scattering. 

l N,-, n = 3, 9-10 GeV: the number of scattered electrons with energies 

between 9 and 10 GeV produced primarily by n = 3 Compton scattering. 

l NC, n = 4, 6-7 GeV: the number of scattered ahxtrons with energies 
between 6 and 7 GeV produced primarily by n = 4 Compton scat&ring. 

The number of 1~4s to the integration routines for each process examined and the 
total CPU time is used to meaSure the effect on the speed: 

l calls to NJ&S: the number of ~811s to the multiphoton Compton scattering 

routine. 

l calls to MPBW: the number of calls to the multiphoton Breit-Wheeler pair 

production routine. 

l calls to WWBW: the number of calls to the muftiphoton trident pair pm . 
duction routine. 

l totd calls: the total number of calls to all the multiphoton pmcesse8 rOUtiuI?S. 

l total CPU: totd CPU time measured in SLAC CPU seconds. 



APPENDIX A. SlMULATiOA’ CODE DEsCRlPTIOiV 293 APPENDIX A. SIMULATION CODE DESCRfPTlON 294 

NW, all 

N& n=l 
(19-20 ON) 

N*, n=2 
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k, n-3 
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Nb, n=4 
(6-7Gev) 
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ed Optimizations 

Figure A.12 Effect of the various speed optimisations on the precision and execution 
speed of the simulation (from [SZ]). 

Q&6% 

96.9 % 

95.7 % 

99.3 % 

99.6 % 

99.6 % 

3.61 % 

4.05 % 

0.63 % 

xrn% 

3.77 % 

KL6% 

94.7 % 

Q&S% 

96.9 % 

The table in Fig. A.12 shows the results of such a study. Each column represents 

a different optimisation element introduced in the simulation, in addition to any 

ones already introduced earlier (this is what the symbol 6) indicates) and it shows 

tho fraction of the monitored values with respect to their initial values when no 

speed optimizations arc included. The optimization in the second cohrmn, rejects all 

STE’s characterized by a low reaction yietd, as discussed in section A.7.2. The thii 

column shows the additional effect of the optimisation of the CPU intensive processes 

PI-WWBW, P2HLCS and PPMPBW, as discussed in section A.7.3. The tburth 

and fifth columns show the individual effect of the two speed optimizations introduced 
for the PZNLCS process, as discussed in section A.7.4. Finally the last column 

shows the effect of the multiphoton Breit-Wheeler secondary process optimization, 

as discussed in section A.7.5. In brief the table shows that the introduction of the 

speed optimizations does not affect any of the monitored values by more than 5% in 

the worst case, while on the other hand it improves the CPU time by a factor of N 65. 

Clearly the numbers presented in Fig. A.12 depend on the type of the simulation and 

the input parameters used. 

A.8 Saving Results 

The principle simulation outputs are particle spectra for a variety of different pm- 
cesses. Each spectrum is stored in the form of an array spC. .I with dimension m 

and an array index i within the range 10, m - 11. Each array element represents an 

energy bin of width AE = E-/m with & the upper limit of the energy spectrum 

specified as an input parameter by the user. The most important of them, in terms 

of the type of data taken and analysed by the El44 experiment are: 

PlNLCS : primary nonlinear Compton scattering, 

Pl-WWBW : primary multiphoton trident pair production, 

P2NLCS : secondary nonlinear Compton scattering, 

PlMPBW : secondary multiphoton Breit-Wheeler pair production. 

The number of processes to be simulated is selected by the user and their final re- 
sults are summarized in the form of energy spectra for all the photons, electrons and 

positrons produced in the collision. Since a lot of the pmcesses listed above are inter- 

dependent, the final particle spectra contain the contributions from ah the selected 
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processes. For example, the Compton backscattered gamma% from the PlNLCS 

process, can be used to produce e+e- p&s under the secondary multiphoton Brsit 

Wheeler process PZ-MPBW and thus affect not only the positron but also the electron 
spsctrum.Eimilatly the resulting electrons and posItroas can in their turn undergo 
further no&mar Compton scattering producing more backscattered photons, thus 
aKecting the photon spectrum etc.. 

In addition to the photon, electron and positron spectra, the combined spectra 

of the produced pairs and the polarization of the backscattered photon beam as a 

function of photon energy, are also stored in the form of arrays. Therefore the total 

number of speetta calculated by the numeric integration for nonlinear QED (NLQED) 
proem ie: 

phspslC. .I : total photon energy spectrum (NLQED), 

elspmlC. .I : total electron energy spectrum (NLQED), 
pospnl E . . I : total positron energy spectrum (NLQED), 
paspnl E . . I ; total e+e- pair energy spectrum (NLQED), 
phponlt. .3 : total photon polarization spectrum (NLQED). 

Each STE is calculated independently of all the other STlYs for every primary process, 

and therefore the total particle spectra are the sum of the spectra of each individual 
STB 

xrsp-nl[..] = c stp..xxspnl(..] ) (A.71) 
STEa 

where stpxxspml[. .I stands for on0 of the foflowing STE specific spectra for 

NLQED proecsscs: 

stp-phspmlt. .I : photon energy spectrum for STE (NLQED), 
stp-elsp-nl I. .I : clcctron energy spectrum for STE (NLQED), 
sltp-p04p41t..1 : positron energy spectrum for STE (NLQED), 
stppaspml C . .I : e+e’ pair euctgy spectrum for STE (NLQED), 
atp,phposl [ . . I : photon polarization spectrum for STE (NLQED). 
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Fig. A.13; shows the method for updating the various energy spectra in a simu- 

lation that includes the NLQED processes PlNLCS, PI-WWBW, PlNLCS and 

PSMPBW, defined earlier. 
The most effective way of storing and retrieving simulation data, over a wide range 

of input parameters, is by creating lookup tables. This method takes full advantage 
of the numeric integration’s flexibility in handling different inputs and its speed of 
execution. The lookup tables are output data files in ASCII ot binary form, that 

contain energy spectra, like the ones described earlier, produced far a wide range of 

the following seven input parameters: 

1. leta: the laser field intensity parameter q, varying between 0.01-1.00 in 41 

equal logarithmic steps. 

2. lare: the laser area in units of pm2, varying between IO-50 pm2 in 21 steps of 

2 pm* each. 

3. lwid: the laser pulse FWHM in units of ps, varying between 1-3 ps in 21 steps 

of 0.1 ps each. 

4. b~ix: the electron beam a, in units of pm, varying between lo-60 pm m 21 
steps of 2.5 w each. 

5. bsiy: the electron beam a, in units of m, varying between IO-66 p In 21 
steps of 2.5 pm each. 

6. bwid: the electron beam bunch FWHM in units of ps, varying between 2-12 

ps in 21 steps of 0.5 ps each. 

7. t& the electrou-laser beam timing of&et in units of ps, varying between O-10 

p in 21 steps of 0.5 ps each. 

The output data files can be merged in one master lookup table file, whii can be 

used cithcr directly via an interface program that reads and prints the simulation 

predictions for a specific value of the above input patamcters [63], or more conve- 
niently trau~lated into the form of ntuples and used by the analysis codes directly for 
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Event Selection 

During the main chapters of the the& and especially during the 46.6 GeV data 
analysis, we diied several cuts introduced to the data sample, aiming mainly at 

improving the quality of the selected data. For this reason ail those cuts were.applied 

exclusively on the laser ON events. The number of eventa lost after the application 

of those cuts was also discussed there. What was not mentioned in those sections, is 

that the data sample on which all the data analysis cuta were applied, was selected 
by an even larger data sample including both laser ON and laser OFF (the latter give 
an estimate of the background levels) events, after introducing specific requiremenls 
for the electron beam. This in f&t was the first step for selecting the events that 

were further analyzed. In thin appendix a description of the event selection based 

on the electron beam requirements is given. In the following sections we tend to call 
these requirements the beam related cuts, or more simply the beam cuts. One more 

sophisticated beam related cut, the so called “shazam” cut ia examined separately at 
the end. 
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B.l Beam FMated Cuts 

The E-144 data acquisition system, in addition to a large array of other useful quan- 
tities, also monitors a number of electron beam related quantities. These quantities 
are calted the electron beam parameters. Below follows a list of the electron beam 

parameters, where each one is defined by the same symbol used also in the data 

acquisition code: 

l BCHA: the electron beam charge (e-/bunch). 

l BENE: the electron beam energy offset with respect to the 46.6 GeV, or the 

49.1 GeV when the beam energy was subsequently raised, nominal energy in 

units of GeV. 

. BXPO: the electron beam x-posltion at the interaction point (IP) in units of 

jrm. 

l BYPO: the electron beam y-position at the IP in units of m. 

l BXAN: the electron beam pointing angle in the x direction in units of )rrads. 

l BYAN: the electron beam pointing angle in the y direction in units of pads. 

l BPHA: the klystron 91 rf phase. 

l BLOS: the difference of the beam charge between two toroids, located close to 

the entrance and close to the dump of the FFTB line. 

All the above beam parameters, with the exception of the beam charge related ones, 
arc reported by the accelerator feedback loops active during the data collection time 

and their values are present on an event-by-event basii. 
The sclcction of the data sample for both the laser ON and the laser OFF event+ 

by looking at the beam parameters, is based on the fact that events with large RUC- 

tuations in any of the beam parameters listed above, should be discarded. Large 

fluctuations in the beam charge for example, mean that there is significant beam 

scrapping on the accelerator pipe walls creating enormous barkround levels. Large 
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Figure B.l: An example of the derivation of the beam cut value for the case of the Figure B.2: Distribution of the beam cut parameter BFLA for the total 46.6 and 49.1 
electron beam charge and for run 15323.The vertical lines show the limits of the f3u GeV data sample. The shaded area corresponds to events for which at least one of 
range, based on the Gaussian fit u. the beam parameters was not within the f30 range, as d&rod in the tent. 

offsets in the position or the pointing angle of the electron beam at the IP can affect 

seriously the spatial and temporal overlap conditions between the laser and the clecc 

tron beams. Finally energy offsets, besides of introducing beam steering problems, it 
can also seriously affect the event production rates. To avoid therefore large beam 

parameter fluctuations, the f3a rule is introduced, For each run all the above listed 

eight beam parameters are plotted separately and the statistical rms distribution is 

extracted. The plots then are redrawn within the f34- limits around the mean 

vahre and a Gaussian is fitted. The cv of this last Gaussian fit defines the final f3u 

range within which the data events are kept. Fig B-1 shows such a plot for the case 

of the electron beam charge and for run 15323. An indicator, called the BFLA, is 

assigned then to each data point. Events for which BFLA=O, are characterird by all 
their beam parameters being within tbe f3a range, while events with BFLA>O, have 

at lesst one beam parameter that lies outside the f& range. The value of BFLA in 

this case is indicative of the number of beam parameters for tbat spscitlc event, that 

were found outside the f317 range and can vary between 1 (one parameter only is 

outside) up to 8 (all parameters are outside). Only data events for which BFLA-0 

are kept and subsequently anaIyzed. Fig. B.2, shows the BFLA distribution for all 

the laser ON and laser OFF events used in the 46.6 GeV and 49.1 GeV data analysis 

dcxribcd in the main part of the thesis. About 21,000 events are found to have 

BFLA>O, which correspond to - 7.5% of the initial data sample. 
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B.2 The Shazam Chit 

There are data events that are characterized by high background levels, which CBI~ 
be ssen, for example, in all ECAL rows, even the ouss far away from the beam pipe, 

liks rows 5, 6, 7, 8, which in principle are not supposed to see any signal at all. 
These background eventa have no her origin, but are characteristic bf poor electron 
beam conditions; for example events where the linac energy feedba&s do not perform 

well. J%om the accelerator operator’s point of view, they look like big electron flashes 

hitting all over the accelerator pipe walls and producing background electrons Ot 

positrons of various energies. We call these events the “‘shazam” events. Fig. B.3 
shows the shazam events for the case of the 49.1 GeV data. The top three plots shoti 
the signal of the center pads of row 5 of ECAL versus that of row 1, both for the 
laser ON (left) and the laser OFF (center) events. It is dear from the laser OFF plot 
that we have at least three events that are characterized by high energy backgrounds. 

These arc seen much better when the distribution of the signal from row 5 of ECAL 
is shown independently (right plot). The second plot triplet shows exactly the same 
correlations, but now the signal from the outer pads of row 5 of ECAL is used. 

Although the shazam events do not seem to be too many-they are usually en- 

countered more often during the initial time of linac operation-we would like to cut 
them away. The best way of doing that is by subtracting from the signal of the center 
pads of row 5 of ECAL, the signal from the corresponding outer pads of the same 
ECAL row, the latter being scaled by some factor, i.e. 

ECR(5) - a EOR(5) @I) 

The scaling factor ueeds to be chosen in such a way so that the shazam events wiI1 

still be visible for the laser OFF events, but not for the laser ON events, when we will 

try to correlate this subtracted row 5 signal to the signal from the center pads of row 

1 of ECAL. If this is achieved, then we can introduce a slrazam cut without hurting 

any of the laser ON data. The best way of choasing the scaling factor is to find the 

RowlCP 

ROWICP ON 

I 2 
10' 

IO2 10 1 f#i!!il 

Figure 3.3: Demonstration of the shazam cut effect. This is a cut applied in order to 
clean up events where the electron beam scrapes the accelerator pipe and produces 
abnormal background levels. 

slopes of the correlation plots shown on the left sides of the top and center triplets in 
Fig. B.3, and determine their ratio. The resulting scaling fackx found in this WY is 

a = 2.5. The bottom triplet in Fig. B.3 shows the correlation of the signal resultidg 

‘from Fq. 3.1 with a = 2.5, with the signal from the center pads of row 1 of ECAL 
for both the laser ON (left plot) and laser OFF (center plot) events, along with its 

energy distribution (right plot). nom this last plot we can introduce a shaaam cut 
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at fZ0 GeV without loosing any of the leser ON events. The total number of shasam 
events encountered in the whole data sample is - 10 and almost all of them belong 

to the 49.1 GeV data sample. 

Appendix C 

Nonlinear Compton Scattering 

Results 

In this appendix we briefly discuss the results from the nonlinear Compton scattering 

data, taken during the August 1996 run. Although the main goa of that run was the 

observation of positron events from multiphoton B&-Wheeler pair production, the 
experimental arrangement provided us also with the opportunity of simuitaneotiy 

collecting data useful for studying the higher order Compton scattering processes [SO). 

The main reason for presenting the measured nonlinear Compton scattering data here, 

is that their con&&on with the simulation data, which are based on the input q 

values, can check the validity of these values calculated from the linear and nonlinear 
monitor signals, as described in chapter 6. Although in that chapter we had a quick 
glance at the ECAL data, only the analysis of the complete BCAL data sample caa 

provide us with the means of fully checking the reconstructed q values, since the 

ECAL data probe higher orders of nonlinear Compton scattering than the nonlinear 

monitors do. 
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C.l Experimental Setup 

For the nonlinear Compton scattering process, the electron calorimeter (ECAL) be 
comes the primary detector. Fig. Cl shows the experimental setup for nonlinear 

Compton data collection. Briefly, high energy electrons interact with the tightly 

IPl 

.‘-, dump magnet 

Figure Cl: Setup for the study of the nonlinear Compton scattering. 

focused laser beam, according to the reaction 

as eiready described in the main part of the thesis (see for example chapter 1). The 
laser is linearly polarized with a wavelength of 527 am (green) and a pulse FWHM of 

the order of 1.5 pa. The laser energies vary between 250 mJ and 750 mJ. The produced 
high enorgy gammas, move forward and they can be detected by the forward gamma 

&enkov detector, called CCMI. The scattered electrons are bent by the permanent 

bending magnets, located after the interaction region (IP), towards ECAL. ECAL 

itself is moving vertically during the runs, so that more than one orders of multiphoton 
Compton scattering are measured. To avoid saturation of the detector, the upper limit 
of its vertical motion is placed well below the kinematic edge of the n = 1 scattered 

electrons. For these runs, only the signal from the top row of ECAL has been analysed, 
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since this row shows the smalleat signal reconstruction errors (for details about the 

ECAL reconstruction method, see section 5.1.3). Consequently, only R = 3 and n = 4 

Compton electrons have been analyzed. In order to accurately compare the data with 

the theory, the simulation needs a value for the laser intensity parameter r) es an input 
(see appendix A for a description of the simulation code). As already described in 

chapter 6, the t) values are reconstructed by the measured signals from the Nl, N2 

and N3 monitors which intercept first, second- and third-order Compton scattered 
electrons. If the r) reconstruction on an event-by-event besis is done correctly. the 

simulated data should be in good agreement with the data measured by ECAL, since 

the last essentialIy also looks at Compton scattered electrons, albeit higher order 

ones. It is important to stress here that agreement between the simulation and the 

measurement does not necessarily indicate agreement with the theory describing the 

physical processes, but merely the validity of the t) reconstruction method. Older 

data samples, for which Q was’independently reconstructed by the measured laser 

parameters, have already confirmed the validity of the theoretical description (see for 

example [60], [5Oj, [59)). For normalization to the n = 1 Compton signal, the reported 

signal of the two Gerenkov counters that look at linearly scattered Compton electrons, 
described in section 5.2, is used, instead of the gamma monitor CCMl signal, which 
for the reesoue stated in that section, was used only during calibration measurements. 

C.2 Data Analysis and Results 

Two main data samples were taken, the first one using an electron beam of 46.6 

GeV, and the second one an electron beam of 49.1 GeV. We will diiuss results from 
both data samples. For a detailed description of the data analysis of the nonlinear 

Compton scattering date shown here, see [SO). The event selection criteria were the 

same for botb data samples analyzed, so we will present them together here. Five 

types of selection cuts have been used: 
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1. Electron beam cuts. Electron beam parameters are required to be within f3u 

of their normal values (see Appendii B for a discussion of the beam parameter 

cuts). 

2. Overlap cut. The ratio of the measured 7 flux over the simulated one without 
jitter, i.e. N&b/N,;,,,, needs to be more than 0.7. 

3. DAQ cut. A cut on the DAQ trigger time difference, for both laser ON and 

laser OFF events is introduced. This is to ensure that events that were wrongly 

confused as laser ON or laser OFF events, will not be considered in the data 

analysis (see a discussion of such a type of cut in section 5.3.3. 

4. Laser cut. Only events for which the laser intensity parameter q is available, 
and for which therefore a simulation prediction exists, are considered. 

5. BCAL cut. Events for which ECAL is saturated are discarded. 

More than 5000 events are lect after applying the above cuts from the 46.6 GeV 
data sample, and about 1000 events from the 49.1 GeV data sample. For both data 

samples the ECAL rate is normalized to the measured n = 1 rate according to the 

formula 
1 dN, ECAL rate = - - 

N, 4 W) 

where dNe the number of electrons detected within the momentum acceptance dp. 

In the case of the 46.6 GeV data sample, the data were grouped in 9 r) bins with 

Av of 0.02 within the range of 0.14 5 q < 0.32. The data within each of the 9 q bins, 

were further grouped according to their momentum, into momentum bins with Ap 

of 0.4 GeV, in the momentum rauge of pc- =G-11 GeV. We have therefore a total of 

N 110 biua. Witbin each one of those 110 bins, the average signal (5’) value is found 

using the formula . . 
(S) = g$ (C-3) 

APPENDIX C. NONLINEAR COMPTON SCATTERING RESULTS 310 

Data vs MC rows 1 of Ecal (cormted), Ecal scans 
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Figure C.2: Results on the nonlinear Compton scattering showing the scattered elect 
tron momentum spectra, using a linearly polarized greee laser beam and a 46.6 GeV 
electron beam.‘Solid circlca show the measured rates, while open circlea the simulated 
rates. 

where wi = 1 and N is the number of events in the bin, along with the BMS value 

of the signal distribution. Errors then are calculated as v for each bin. Fig. C.2, 

shows the comparison of the measured nonlinear Compton rates in each of tbe 9 r/ 
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bins a8 function of the electron momentum, to the simulation data. The average error 

from the 11 recon8truction is (?) w 11% and therefore the acpected uncertainty on 
the simulation date is of the order of 2. The measured data agree with the simulation 

within this error, verifying the validity of the 11 recon8truction. The n = 3 plateau 

is clearly visible, while due to energy smearing the n = 4 is not. Fig. C.3 shows the 

variation of the nonlinear Compton rates as 8 function of the laser interrsity parameter 
IJ, for 9 ditfeerent electron momenta Again both the measured and the simulated data 
are shown. In the n = 3 *on the data follow an r$ power law. This is not exactly 

the expected qz(n-t) = q4 power law (q& = q6 for n = 3 procea8q ‘minus” $ for 

normahsing with respect to the n = 1 signal), because the eiectron spectrum for 
a fixed momentum range of ECAL changes with the field intensity q, resulting to 

the ECAL measuring diierent parts of the n = 3 energy spectrum for different field 

intensities. For the shme reasons, the n = 4 region follows a power law of $ and not 
of q6, ae expected from the theory. 

fn the 49.1 GeV data sample the came procedure is applied. Again the data are 

grouped in 9 11 bin8 with q valuee in the range of 0.12-0.24 and with Ar) = 0.02. 
Within each q bin the data are arranged in momentum bins 0.4 GeV wide, according 
to their electron momentum pc-, in the range of 6-11 GeV. This arrangement results 

again to a total of N 110 bins. The signal average value8 and the error8 are calculated 
in the came way ae in the 46.6 GeV data sample. Fig. C.4 show8 the measured and 
the simulated data in each of the 9 q bine a8 a function of the electron momentum 

PC*. There is again good agreement within the simulation uncertainty of a factor of 2 

that correaponde to an average error in the q reconstruction of (?) s 10%. Similarly 
Fig. C.5 show8 the variation of the simulated and the measured nonlinear Compton 
rates with the laser inti8ity parameter q, for 7 different electron momenta. Although 

the agreement is not bad, it is worse than in the 46.6 GeV data sample, mainly due 

to the lower statistics. The same power law behaviors, as the ones for the 46.6 GeV 
data sampl are observed hero too. 

Data vs MC rows 1 of Ecal (correcka], Ecal sums 
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Figure C.3: Rcsulta on the nonlinear Compton scattering showing the signal depen- 
dence on the laser intensity, wing a linearly polarized green laser beam and a 46.6 
GeV electron beam. Solid circles show the measured rates, while the open circles the 
simulated rates. 

Independently of the previous discussion of the comparison of the measured ECAL 

data with the simulation, looking at the electron spectra, does uot provide ua with a 

clear cut between the nonlinear Compton scattering and the multiple Compton 8cat 
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mts vs MC rows 1 of Ecal (we), Ecal scais 49 GeV Da4 vs MC mws 1 oj Ecal (cog Ecal scfp 49 GeV 
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Figure C.4: Results on the nonlinear Compton scattering showing the scattered elec- 
tron momentum spectra, using a IinearIy polarized green laser beam and a 49.1 GcV 
eleczron beam. 

Figure C.5: Results on the nonlinear Compton scattering showing the signal laser 
intensity dependence, using a linearly polarized green iaset beam and a 49.1 GeV 
clcctron beam. 

tering. The first process involves the scattering of a high energy ehxtron entering the much less energetic. It is therefore a coherent process, since more than one laser pho- 

intense laser field by more than one laser photons at the same space-time point and the tons participate simultaneously. The second pmcess on the other hand, involves the 

production of a high energy gamma, while the scattcmd electron as a result becomes Compton scattering of the high energy electron off single laser photons, several times 
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Figure C.& Preliminary results that show the second order Compton 7 energy spe 
trum. 

during its traversal of the laser focus. It is there-fore an incoherent process, since only 

one Issex photon participates every time. It turns out that the kinematics for these 

two proceases are exactly the same, resulting in the same kinematic edges o@xved 
in the scattered electron spectrum. Although, as it has been shown elsewhere (601, 
their expected rate is fully incompatible with the observed scattered electron rate in 
ECAL, only a look at the emitted gammas can provide us with an unambiguow way 

ofseparating the “coherent” from the Tncoherent” Compton scattering. The gammas 

produced by multiple linear Compton scatterings, are less energetic than the gammas 
produced in a single nonlinear Compton scattering, The CCD detectors described in 
the previous section provide us with the means of measuring the energy spectra of 

those 7%. 

APPENDIX C. NONLINEAR COMPTON SCA’M’ElUNG RESULTS 

As mentioned in section 1.2, in order to measure the spectrum of the forward 7’s, 

a thin converter (foil or wire) was placed in the (P line, and the produced electrons 

and positrons were diverted horisontally by a bending magnet onto the f&r CCD 
pairs, positioned on either side of the line. In view of the high event rate no attempt 
was made to reconstruct the 7’s, but the positron or electron spectrum reelects the 

spectrum of the parent gamma. Such a spectrum is shown in Fig. C.6 (641. It la based 

on the events of a single data run (run 15296), where a total of 2578 events after the 

selection cuts are used. Out of this number of events, 68 are fouud to be above the 

30 GeV/c line, which characterizes the n = 1 edge in the case of a laser intensity 

parameter q = 0.3 and they can therefore be interpreted as 7’s produced by a second- 
order Compton scattering. The dashed line shown in the same piot, represents the 

expected theoretical spectrum, which as it can be seen, agrees well with the measured 

data. We can conclude therefore that we have definitely observed nonlinear Compton 
scattering, and this is verified in an unambiguous way by the measured 7 spectrum. 
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