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Abstract Aridity index (AI), defined as the ratio of precipitation to potential evapotranspiration (PET), is a
measure of the dryness of terrestrial climate. Global climate models generally project future decreases of AI
(drying) associated with global warming scenarios driven by increasing greenhouse gas and declining
aerosols. Given their different effects in the climate system, scattering and absorbing aerosols may affect AI
differently. Here we explore the terrestrial aridity responses to anthropogenic black carbon (BC) and sulfate
(SO4) aerosols with Community Earth System Model simulations. Positive BC radiative forcing decreases
precipitation averaged over global land at a rate of 0.9%/°C of global mean surface temperature increase
(moderate drying), while BC radiative forcing increases PET by 1.0%/°C (also drying). BC leads to a global
decrease of 1.9%/°C in AI (drying). SO4 forcing is negative and causes precipitation a decrease at a rate of
6.7%/°C cooling (strong drying). PET also decreases in response to SO4 aerosol cooling by 6.3%/°C cooling
(contributing to moistening). Thus, SO4 cooling leads to a small decrease in AI (drying) by 0.4%/°C cooling.
Despite the opposite effects on global mean temperature, BC and SO4 both contribute to the twentieth
century drying (AI decrease). Sensitivity test indicates that surface temperature and surface available energy
changes dominate BC- and SO4-induced PET changes.

1. Introduction

Terrestrial aridity depends on precipitation (P) and the evaporative demand of the atmosphere. The latter can
be represented by potential evapotranspiration (PET), which can be estimated by the common Penman-
Monteith equation [Penman, 1948;Monteith, 1981]. The aridity index (AI) is a measure of the dryness of terres-
trial climate [Middleton and Thomas, 1992;Arya, 2001],which is definedby the ratio of annual P to annual PET. AI
is abettermetric of aridity thaneither Por PET alone.AI accounts for climate factors andhasbeenused toexam-
ine future aridity changes [Sherwood and Fu, 2014]. The United Nations Convention to Combat Desertification
[United Nations Convention to Combat Desertification, 1994] classifies dry lands by AI< 0.65 and further divides
dry lands into hyperarid (AI< 0.05), arid (0.05<AI< 0.2), semiarid (0.2<AI< 0.5), and dry subhumid
(0.5<AI< 0.65) regions [Middleton and Thomas, 1992; Hulme, 1996;Mortimore, 2009].

Many climate models project 21st century drying over land [Feng and Fu, 2013; Cook et al., 2014; Scheff and
Frierson, 2015; Lin et al., 2015; Zhao and Dai, 2015]. Using the Coupled Model Intercomparison Project Phase 5
(CMIP5) transient CO2 increase simulations [Taylor et al., 2012], Fu and Feng [2014] showed that the P averaged
over land increases by 1.4% per degree of global mean surface air temperature increase, while PET increases at
4.6%/°C, leading to an AI decrease (i.e., drying) by 2.9%/°C. Combining observational and reanalysis data for
1948–2008, Feng and Fu [2013] revealed that global dry lands have expanded in the last 60 years. Basing on
the data compiled by Feng and Fu [2013], Huang et al. [2015] found that the largest expansion of dry lands
has occurred in semiarid regions since the early 1960s. Regionally, Li et al. [2015] also found a significant
expansion of dry lands in northern China between 1948–1962 and 1994–2008. Using the historical observation,
Gao et al. [2015] show that half of the stations in the semiarid northwestern Tibetan Plateau became drier
between 1979 and 2011. Nastos et al. [2013] showed that drier conditions are expected in many regions of
Greece at the end of the 21st century.

Using three sets of ensemble simulations from the Community Earth System Model (CESM) (see details of
these ensemble simulations in Kay et al. [2014], Sanderson et al. [2015], and Xu et al. [2015]), L. Lin et al.
(Simulated differences in 21st century aridity due to different scenarios of greenhouse gases and aerosols,
submitted to Climatic Change, 2015) showed that the normalized change in AI due to greenhouse gases
(GHGs) agrees with AI changes due to CO2 alone [Fu and Feng, 2014], as CO2 is the largest forcing term among
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all GHGs in the 21st century. L. Lin et al., submittedmanuscript, 2015 also showed that projected anthropogenic
aerosol decreases in the 21st century have little impact on global land aridity because aerosols cause both a pre-
cipitation reduction and PET reduction. Thus, when both GHGs and aerosols are included, CO2 remains themost
important anthropogenic factor in determining the current and future changes in AI (Q. Fu et al., Changes in
terrestrial aridity for the period 850–2080 from the Community Earth System Model, submitted to Journal of
Geophysical Research Atmospheres, 2015). Similarly, Zhao et al. [2015] found that the effects of dust aerosols
are indiscernible in the expansion of arid and semiarid areas using the Beijing Climate Center Atmospheric
General CirculationModel version 2.0.1 [Zhang et al., 2012;Wu et al., 2010]. In this work wewill expand on these
earlier results to attempt to attribute the effects of aerosols on aridity (AI) by aerosol types.

The total aerosol effects on climate are highly uncertain [Boucher et al., 2013; Zhang et al., 2015]. Different
types of aerosols can have different climate impacts because they affect the radiative budget differently.
However, previous studies [L. Lin et al., submitted manuscript, 2015; Zhao et al., 2015] did not compare or
contrast the effects of various aerosol types on aridity. Here we examine the aridity response to two promi-
nent anthropogenic aerosol species: light-scattering sulfate (SO4) and light-absorbing black carbon (BC)
using global climate model simulations driven by individual forcings. We also discuss the physical mechan-
isms of the model responses. This helps clarify and put into context earlier work.

2. Methods
2.1. Model and Experiments

We use the Community Earth System Model (CESM) version 1 for this study. The climate simulated by CESM
have been evaluated by Meehl et al. [2013] and Lin et al. [2015]. A comprehensive three-mode model aerosol
module and two-moment bulk cloud microphysical scheme have been implemented in the model [Morrison
and Gettelman, 2008; Liu et al., 2012]. The direct and indirect effects of aerosols on clouds play an important
role in climate change [Gettelman et al., 2010; Ghan et al., 2012]. Cloud droplet size is very important in the
calculation of cloud radiation [Zhang et al., 2010]. In particular, BC is an effective absorber of solar radiation
(direct effect) with small impacts on cloud droplets. Sulfate aerosols reduce the short-wave radiation reaching
to the surface by scattering, and by reducing total surface energy, also reduce global precipitation. Sulfate
aerosols are also effective cloud condensation nuclei and ice nuclei for homogeneous freezing and they thus
have a large impact on cloud droplet size, known as aerosol indirect effects [Twomey, 1977], that further
brighten clouds and cool the climate by reflecting more solar radiation back to space.

CESM1 simulations are conducted using a fully coupled model with instantaneous forcing. The control case is
a 394 year preindustrial simulation. Starting from the end of the 319th year, we ran two simulations, each with
a single forcing change for another 75 years, with the last 60 years of output analyzed, allowing the first
15 years for model spin-up. The forcing is imposed by instantaneously increasing BC emissions or SO2 emis-
sions (a precursor of SO4) from preindustrial to present-day levels [Lamarque et al., 2011]. CO2 and other GHG
concentrations remain constant at preindustrial levels. This methodology is analogous to the classical instan-
taneous CO2 doubling experiment [Manabe and Wetherald, 1975]. The long averaging time (60 years in the
perturbed simulation versus 394 years for the preindustrial control simulations) enabled us to dampen the
influence of decadal natural variability and to obtain a clear effect due to aerosol perturbation. Differences
are shown as present minus preindustrial. This yields the effect of present-day aerosols. Additionally, we ana-
lyzed the simulations under an instantaneous increase of forcing of CO2 (260 to 400 ppm) to put the results in
context with previous studies that focused on GHG induced changes. These same simulations have also been
used to study the response of mountain snowpack to CO2 and aerosol forcing [Xu et al., 2015].

To increase the signal-to-noise ratio for BC (due to a smaller BC forcing), an ensemble of five perturbed
simulations were conducted. Present-day BC emissions are adjusted from the standard emission inventory
to account for the potential underestimation of BC emissions. The standard emission inventories are from
Lamarque et al. [2010], BC emission increases since 1850 are mostly located in regions of the Northern
Hemisphere (NH) (e.g., China and India). Emissions over East Asia are increased by a factor of 2 and South
Asia by 4. BC emissions were adjusted in all sectors (energy, industrial, etc.) and all seasons by the same ratio.
Xu et al. [2013] showed that such an adjustment would improve model simulated radiative forcing compared
with values derived from observations. Without the adjustments, the modeled forcing (and simulated tem-
perature change) would be lower by about a factor of 2 to 4 [Xu et al., 2013]. However, since we will normalize
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the responses by surface temperature change, the enhancement will not affect the results but serve to
increase the signal-to-noise ratio.

PET is computed from available energy (Rn-G), surface air temperature (SAT), relative humidity (RH), and 2m
wind speed (u2) using the Food and Agriculture Organization Penman-Monteith method [Allen et al., 1998].
Monthly output is used in the equation, and u2 is derived from the u10 (10m wind speed) output using the
equation given by Allen et al. [1998]. For details, see L. Lin et al. (submitted manuscript, 2015).

3. Results
3.1. Global Mean Values

Table 1 lists the global land average change of SAT, P, PET, AI, and other key parameters as the difference
between the control and perturbed simulations with increased BC, SO4, and CO2. Values are scaled by the
respective changes in global mean surface air temperature (°C). The scaling is used here because the CO2

forcing is 2 to 4 times larger than the other aerosol forcings, and in this study, we are interested in the
mechanism of AI change, not the absolute value of the changes. The latter is more model and scenario
dependent. The results due to all GHGs and all aerosols from L. Lin et al. (submittedmanuscript, 2015) are also
shown for comparison. To evaluate the uncertainties associated with internal variability, we divide the last
60 years of perturbed simulations to four 15 year periods and contrast this to four 15 year periods from the
control run. We do this in all combinations of the four periods (differencing each 15 period of perturbation
to each 15 period of the control) to generate a standard deviation from 16 differences. The mean is similar
to the mean of 60 year differences. The samemethod for assessing uncertainty is also used in Figures 3 and 3.

The scaled changes in SAT due to BC and SO4 are similar (1.6°C/°C and 1.5°C/°C, respectively). Note that the
change in SAT associated with SO4 is negative. Per one degree of global mean temperature change, the land
mean temperature changes by 1.6 for BC and 1.5° for SO4, partly due to a larger aerosol forcing associated
with their primary emission sources over land than over ocean. A warming over land is also seen in CO2 cases
(1.2°C/°C) but to a smaller extent. The land-ocean contrast in CO2-driven warming is also observed in other
global climate models [e.g., Joshi et al., 2008]. The main explanation is that the drier land boundary layer will
generally warm more than the ocean boundary layer in order to maintain a neutral stability in the
atmosphere [Joshi et al., 2008], while the reduction of land relative humidity also plays a role in contributing
to larger land warming [Byrne and O’Gorman, 2013]. However, the spatially inhomogeneous radiative forcing
from aerosols leads to more localized temperature responses (e.g., higher land-ocean warming ratio) than
CO2 despite moderating effects of the ocean (Xu et al., Understanding the spatial patterns of climate response
to CO2, sulfate and black carbon aerosols in a global climate model, in preparation for Journal of Climate). The
aerosol contribution also helps explain why the land-ocean warming ratio has larger model-to-model differ-
ences than GHG forcing in twentieth century simulations compared to 21st century simulations because the
radiative forcing in the twentieth century simulations has a larger aerosol component [Joshi et al., 2013].

The scaled land precipitation changes, however, are of different sign for BC (�0.9%/°C) and SO4 (6.7%/°C)
forcing. Anthropogenic SO4 is a negative forcing that induces surface cooling and reduces precipitation.
This results from lowering the incident energy to the surface. BC on the other hand causes surface warming
and a small precipitation reduction in CESM. We investigate the mechanisms further below. The BC forcing
result is consistent with results fromMing et al. [2010] that absorbing aerosols cause a net reduction in global

Table 1. The Normalized Change (Scaled by Global Mean Surface Air Temperature Change) of Surface Air Temperature (SAT), Precipitation (P), Potential
Evapotranspiration (PET), Aridity Index (AI), Surface Relative Humidity (RH), Available Energy (Rn-G), Net Downward Long-Wave Radiation (Rn,l), Net Downward
Short-Wave Radiation (Rn,s), and Wind Speed (u2) Averaged Over Land (60°S to 90°N)a

SAT (°C/°C) P (%/°C) PET (%/°C) AI (%/°C) RH (%/°C) Rn-G (Wm�2°C�1) Rn,l (Wm�2°C�1) Rn,s (Wm�2°C�1) u2 (10
�2ms�1°C�1)

BC 1.6 ± 0.2 �0.9 ± 2.4 1.0 ± 1.4 �1.9 ± 3.7 �1.0 ± 0.5 �3.7 ± 1.1 0.1 ± 1.0 �3.8 ± 1.7 0.1 ± 1.4
SO4 1.5 ± 0.1 6.7 ± 1.5 6.3 ± 0.4 0.4 ± 1.6 �0.5 ± 0.2 3.5 ± 0.4 �1.4 ± 0.3 4.9 ± 0.5 0.1 ± 0.6
CO2 1.2 ± 0.04 1.2 ± 0.4 4.6 ± 0.2 �3.3 ± 0.5 �0.9 ± 0.1 1.3 ± 0.1 0.5 ± 0.2 0.8 ± 0.1 �0.3 ± 0.2
GHGs 1.3 ± 0.03 1.7 ± 0.5 4.9 ± 0.2 �2.7 ± 0.6 �0.8 ± 0.1 1.4 ± 0.1 0.6 ± 0.1 0.7 ± 0.1 0.2 ± 0.2
Aerosols 1.5 ± 0.1 6.1 ± 1.7 6.4 ± 0.6 0.1 ± 1.9 �0.3 ± 0.3 3.7 ± 0.3 �0.2 ± 0.4 3.9 ± 0.4 �0.3 ± 0.4

aThe changes due to greenhouse gases (GHGs) and total aerosols obtained from L. Lin et al. (submittedmanuscript, 2015) are shown for comparison. Noted that
the SO4 radiation forcing is negative forcing and induced global mean temperature change is negative (cooling). The uncertainty range is one standard deviation.
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mean precipitation. Rotstayn et al. [2000] have shown a shift of NH precipitation southward with aerosols
indirect forcing from SO4, and an overall reduction in precipitation. So both SO4 and BC reduce precipitation
but with opposite sign of the global surface temperature change.

The scaled percent changes in global precipitation, i.e., the percent global precipitation change per unit of
global surface air temperature change (%/°C), is called as the hydrological sensitivity. Ocko et al. [2014] found
that the global hydrological sensitivity due to SO4 is 2.4%/°C, while that due to BC is�1.5%/°C using the GFDL
(Geophysical Fluid Dynamics Laboratory) climate model. In this study the global hydrologic sensitivity is
3.7%/°C for SO4 and �1.1%/°C for BC.

Anthropogenic BC and SO4 lead to a change in PET by 1.0%/°C and 6.3%/°C, respectively (more details in
section 3.3). Note that BC is generally a positive direct forcing causing warming, while SO4 is a negative
forcing causing cooling by both direct and indirect effects [Ghan et al., 2012]. Overall, BC increases lead to
AI decrease (drying) at �1.9%/°C, and SO4 increases also lead to AI decrease because of cooling effect.
However, the scaled change in aridity index due to SO4 (i.e., 0.4%/°C) is much smaller because of the
cancelation of the effects between PET and P. The response to SO4 is similar to L. Lin et al.’s (submitted
manuscript, 2015) analysis on total aerosols because SO4 is the largest contribution to total aerosol forcing.

For both BC and SO4, changes in short-wave radiation (�3.8 ± 1.7W/m2/°C and 4.9±0.5W/m2/°C, respectively)
dominate over changes in long-wave radiation (0.1± 1.0W/m2/°C and �1.4 ± 0.3W/m2/°C, respectively).
Interestingly, for CO2, the short-wave radiation change (0.8 ± 0.1W/m2/°C) at the surface is still larger than the
long-wave radiation change (0.5 ± 0.2W/m2/°C), suggesting the feedbacks through cloud changes. This is in line
with a recent study that showed that the primary causes of top of the atmosphere energy imbalance in
response to CO2 increase are coming from short-wave radiation [Donohoe et al., 2014].

3.2. Regional Patterns

Figure 1 shows the global distributions of normalized changes in P, �PET, and AI due to BC and SO4. The
negative PET is used so blue colors denote wetter conditions in all panels. BC increases P in North Asia but
reduces P in most of North and South America and leads to a northward shift of the Intertropical

Figure 1. Changes in (a, b) precipitation (P), (c, d) potential evapotranspiration (PET), and (e, f) aridity index (AI) due to
black carbon (Figures 1a, 1c, and 1e) and sulfate (Figures 1b, 1d, and 1f) aerosol, scaled by global mean surface air
temperature changes. Grid points are stippled for statistically significant changes based on a 90% confidence interval
from a two-sided t test.
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Convergence Zone (ITCZ) (Figure 1a). Our BC results agree with Roberts and Jones [2004], Wang and
Magnusdottir, 2006, and Mahajan et al. [2013] who found a northward shift of the ITCZ with BC forcing.
SO4 has a stronger impact on the precipitation over North Africa, India, and south China (Figure 1b). A recent
multimodel assessment of precipitation responses to SO4 concludes that a southward shift of the ITCZ is
found across nearly all CMIP3 and CMIP5 models [Hwang et al., 2013]. In our simulations, the spatial pattern
of changes in P due to SO4 (Figure 1b) is similar to that reported in Hwang et al. [2013].

Despite many studies devoted to estimating precipitation response to various aerosol types, the PET
response to aerosols is rarely discussed. Based on our simulations, BC reduces PET strongly over India and
south China (Figure 1c). Despite a local warming effect due to BC that tends to increase PET, the surface dim-
ming effect of BC leads to the PET reduction (see next section). In addition, BC suppresses precipitation and
increases PET over North and South America, North Africa, Europe, and Australia, resulting in stronger drying
in those regions (decreasing AI in Figure 1e). Present-day SO4 aerosols have a larger impact on AI over South
America, Europe, North Africa, and India (Figure 1f). In general, the PET response pattern due to anthropo-
genic SO4 (Figure 1d) is more spatially uniform than that due to BC (Figure 1c). A negative SO4 radiative for-
cing decreases PET everywhere in Figure 1d. The difference is due to the fact that BC imposes compensating
effects on PET (i.e., surface dimming and surface warming), therefore causing the close-to-zero response and
sign differences in many regions. On the other hand, SO4 consistently reduces PET across all regions. Next we
investigate further the different components of PET changes.

In the next section, we explore the physical mechanisms of the AI change to understand why these
changes occur.

3.3. Physical Mechanisms of PET and AI Responses

We use equation (1) to quantify the relative contributions of changes in temperature, relative humidity, wind
speed, and available energy to the total percentage changes in PET over global land to explore why BC and
SO4 impact PET differently. For example, in order to isolate the effect of the temperature change (SAT) on PET
due to BC over land, we calculate the PET using SAT with the BC perturbation run but using the other factors
(RH, u2, and Rn-G) from the control run and then compare this with the PET calculated using the inputs all
from control run. The Appendix A in Fu and Feng [2014] describes the details on the method of deriving
the individual contributions. Figure 2 shows the global distribution of the individual contributions of changes
in SAT, RH, u2, and Rn-G to the total percentage change in PET due to BC and SO4. RH changes play an
important role in the BC-induced PET change in CESM over North and South America (Figure 2a). Wind speed
changes, however, have no significant influence to PET (Figures 2c and 2d). Among these variables, SAT is the
largest contributor of PET change over most of land area (Figures 2e and 2f). The available energy (Rn-G)
is also significant contributor to the SO4 induce PET change (Figure 2h) but is highly uncertain in the
BC-induced PET change (Figure 2g) due to competing effect of surface warming and surface dimming.

Figure 3 shows the individual contributions from various physical factors over global land. The results of all
GHGs and all aerosols from L. Lin et al. (submitted manuscript, 2015) are also shown for comparison. The effects
of SAT on scaled PET changes over land due to BC and SO4 are similar (3.7%/°C and 3.3%/°C, respectively). BC
warming leads to a PET increase, and SO4 cooling leads to a PET decrease. However, the effects of Rn-G are
of opposite sign (�3.5%/°C and 2.5%/°C, respectively) because BC warming is accompanied by a surface dim-
ming. Therefore, BC-induced PET change is smaller (1.0%/°C) because of two compensating effects: surface
warming and surface dimming. For SO4, surface temperature cooling and surface dimming work together to
reduce PET (6.3%/°C). Note that SO4 and BC represent two extreme types of aerosols in terms of the radiation
budget and their temperature impact. For example, organic carbon and dust aerosols are partially absorbing
(BC like) and partially reflecting (SO4 like), and their impact on PET will likely fall between the values calculated
in this paper. Since the total aerosols consist of SO4, BC, and other aerosols, the total aerosol impact on PET is
dependent on the chemical composition of aerosols, which determines their direct scattering and/or absorption
properties, as well as their hygroscopicity and ability to enhance cloud droplet and ice crystal nucleation.

Similarly, we can derive the individual contributions of changes in SAT, RH, u2, Rn-G, and P to the total
global percentage change in AI (Figure 4), as discussed in L. Lin et al. (submitted manuscript, 2015). The
changes in SAT and RH due to BC lead to consistent AI decreases (drying: a negative sign in Figure 4), with
only the Rn-G term leading to increasing AI with BC (wetting: positive sign in Figure 4). The combined result
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Figure 3. The effects (in percent change of PET per degree) of relative humidity (RH), wind speed (u2), surface air temperature
(SAT), and available energy (Rn-G) on the percentage changes in potential evapotranspiration (PET) over global land due to
black carbon aerosol, sulfate aerosol, and CO2, scaled by global mean surface air temperature change. The results of greenhouse
gases (GHGs) and aerosols from L. Lin et al. (submitted manuscript, 2015) are shown for comparison. The error bar denotes
two standard deviation.

Figure 2. The effects (in percent change of PET per degree) of relative humidity (RH), wind speed (u2), surface air temperature
(SAT), and available energy (Rn-G) on the percentage changes in PET due to black carbon aerosol and sulfate aerosol, scaled by
global mean surface air temperature change. Grid points are stippled for statistically significant changes based on a 90%
confidence interval from a two-sided t test.
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is a modest decrease in AI of �1.9%/°C for BC forcing. SAT and Rn-G are the biggest factors to BC-induced
AI change (�3.7 and 3.6%/°C, respectively). In addition, the P response leads to a change AI of �0.9%/°C.
For the negative SO4 radiative forcing, the SO4-induced changes (normalized by temperature changes) in
SAT and Rn-G lead to an AI change of �6.5%/°C, but this is almost completely offset by the P response
(the latter leads to a change AI of 6.9%/°C for SO4).

Figure 5 illustrates the individual contributions of changes in SAT, RH, u2, Rn-G, and P to the total percentage
change in AI for different regions. The regions are eastern USA (30°N–47°N, 76°W–98°W), Europe (42°N–62°N,
0°E–30°E), eastern China (20°N–37°N, 104°E–121°E), and India (5°N–33°N, 60°E–90°E). Changes due to BC and
SO4 are shown separately. Aerosol-induced aridity changes are due to different factors across different
regions (L. Lin et al., submitted manuscript, 2015). P changes dominate the SO4 and BC-induced AI change in
CESM over most regions. One exception is that available energy (Rn-G) dominates the aridity change due
to BC in eastern China (Figure 5c). SAT is the largest contributor of the P/PET change due to SO4 in Europe
(Figure 5b). BC radiative forcing increases the aridity index (moistening) in eastern China and India (15.0%/°C
and 37.5%/°C, respectively) while SO4 cooling leads to an increase in AI (moistening) in Europe by 5.9%/°C
cooling. Results indicate a leading role for precipitation, with a secondary role for available energy and surface
temperature. Surface humidity and wind speed are not important for aerosol-induced aridity change.

4. Concluding Remarks

We have analyzed the effect on aridity using a series of simulations in CESM with two prominent anthropo-
genic absorbing and scattering aerosol species, black carbon (BC), and sulfate (SO4), respectively. Positive BC
radiative forcing enhances the direct radiative heating of the atmosphere and increases the global mean sur-
face air temperature. The atmospheric solar absorption due to BC suppresses P because less latent heat
release is required to balance the atmospheric radiative cooling [O’Gorman et al., 2012]. However, based
on the energy balance constraint on the hydrological cycle, the warming surface tends to increase the
long-wave cooling that leads to a precipitation increase [Held and Soden, 2006]. Between these two compet-
ing factors, the suppression of P due to atmospheric absorption by BC outweighs the surface warming effects
of BC, at least in CESM, resulting in a net decrease in the global mean precipitation due to BC. A similar result
has been found for the GFDL model [Ocko et al., 2014] but with a slightly different magnitude. The results
could be model dependent and especially sensitive to the altitude of BC layer in the model. On the contrary,
SO4 induces a significant land mean precipitation reduction (6.7%/°C), mainly due to surface cooling. The SO4

effect seems consistent across models [Hwang et al., 2013].

Using precipitation as the sole metric, one may conclude that SO4 is more effective in causing drought than
BC. Our study, however, revealed BC is more effective in causing aridity increases (decreasing AI, drier), when
also considering the effects of PET changes. The mechanisms are summarized as follows: BC decreases the

Figure 4. The effects (in percent change of AI per degree) of relative humidity (RH), wind speed (u2), surface air tempera-
ture (SAT), available energy (Rn-G), and precipitation (P) on the percentage changes in aridity index (AI) over global land
due to black carbon aerosol, sulfate aerosol, and CO2, scaled by global mean surface air temperature change. The results
of greenhouse gases (GHGs) and aerosols from L. Lin et al. (submitted manuscript, 2015) are shown for comparison.
The error bar denotes two standard deviation.
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Figure 5. The effects (in percent change of AI per degree) of relative humidity (RH), wind speed (u2), surface air tem-
perature (SAT), available energy (Rn-G), and precipitation (P) on the percentage changes in aridity index (AI) over
eastern USA (30°N–47°N, 76°W–98°W), Europe (42°N–62°N, 0°E–30°E), eastern China (20°N–37°N, 104°E–121°E), and
India (5°N–33°N, 60°E–90°E) due to black carbon aerosol and sulfate aerosol, scaled by global mean surface air temperature
change. The error bar denotes two standard deviation.
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solar radiation that reaches the surface, leading to a decrease of PET. On the other hand, BC-induced surface
warming tends to increase PET. Interestingly, the surface warming due to BC outweighs the radiation in
affecting PET, resulting in a net increase in the global mean PET, which lowers AI (increasing aridity) in
addition to reducing P. Overall, BC leads to a �1.9%/°C AI change (drying).

SO4 however has smaller impact on AI (0.4%/°C). Note that the negative sulfate forcing decreases the global
mean temperature, leading to a smaller AI (drying). This smaller impact on AI is because of the cancelation
effects between P (6.7%/°C) and a PET (�6.3%/°C). The large change of PET is due to both the decreased solar
radiation that reaches the land as well as the cooler surface temperature.

The conclusion that BC is a more effective drying agent (decreasing AI) than SO4 (per unit surface tempera-
ture change) is based on the normalized calculation in the form of %/°C, because we aim to understand the
physical mechanism of the changes. SO4 twentieth century forcing is much larger than BC, and so the total
effect for SO4 is much larger, and therefore, SO4 is still the main contributor among all aerosol species to the
changes of hydrological cycle and aridity. This study using twentieth century aerosol forcing reaffirms our
previous study (L. Lin et al., submitted manuscript, 2015) using 21st century forcing scenarios: aerosol-induced
drying in terms of aridity index is much smaller than that estimated using precipitation alone. Aerosol effects
are not just important for anthropogenic emissions, and this analysis may also have important implications
for interpreting paleoclimate records associated with volcanic eruptions (Q. Fu et al., submitted manuscript,
2015). The volcanic SO4 in the stratosphere may dry the land less than previously assumed because PET
decreases may counteract much of the P decreases due to temperature, although there will be no indirect
effects (due to a lack of clouds in the stratosphere). Our results suggest improving aerosol treatment in climate
models and examinations of their roles in hydrological cycle are crucial for projection of future aridity. Future
research using output from multiple models is needed to confirm the robustness of our results with CESM.
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