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1 SUMMARY

The objective of the Open and Extensible Control and Analytics (openECA) Platform for Phasor Data
project is to develop an open source software platform that significantly accelerates the production,
use, and ongoing development of real-time decision support tools, automated control systems, and off-
line planning systems that (1) incorporate high-fidelity synchrophasor data and (2) enhance system
reliability while enabling the North American Electric Reliability Corporation (NERC) operating functions
of reliability coordinator, transmission operator, and/or balancing authority to be executed more
effectively.

The openECA platform enables the deployment of analytics in production utility operations that
incorporate both real-time (streaming) and off-line (stored) synchrophasor data. In this project,
development of the openECA platform was divided into two major parts: (1) creating the openECA
platform itself and (2) providing a rich library of analytics for it that serve as (a) test cases for
development, production use and refinement of the platform and (b) patterns which can subsequently
be used to expand the platform with additional analytics.

The openECA platform provides a Common Analytics Interface (CAl) for integration of a diverse set of
platform analytics along with structured integration of platform configuration, display and storage
systems. The platform includes an open-source Linear State Estimator (LSE) as a core component to
enable the results from the LSE to be easily incorporated into other openECA analytical components.

The openECA platform enables the secure, high-performance exchange of synchrophasor data with
external entities through publish/subscribe protocols and includes a local historian to archive openECA
performance statistics. The openECA platform provides an alarming engine that can raise alarms based
on high and low data set points and provides a common set of visualization displays optimized for
testing and verification of analytic results that can simplify information presentation for decision
support.

This project is developing and/or refining to pre-commercial status 11 analytic packages (some open
source and some proprietary) that can be deployed using the openECA platform CAl. These analytic
packages are divided into the three classes of real-time decision support, control, and off-line analytics
as follows:

Real-Time Analytics

1. Oscillation Detection Monitor

2. Oscillation Mode Meter

3. Topology Estimator
Control Analytics

4. Local Voltage Control

5. Regional Voltage Control

6. Shadow System Simulator

7. Phasor Measurement Unit (PMU) Synchroscope
Off-Line Analytics

8. Dynamic PMU Transducer Calibration (Automated, Periodic Use Case)
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9. Line Parameter Estimation (Ad-Hoc Use Case)
10. Synchronous Machine Parameter Estimation (Automated, Periodic Use Case)
11. Acceleration Trend Relay Improvement (Research Use Case)

The openECA project completed its Phase 1 Design efforts in 2016. During the first quarter of calendar
year 2017, the openECA team conducted bench testing of alpha versions of the openECA platform and
analytics. Beginning in June 2017, beta versions of the openECA platform and analytics were installed at
Dominion Energy, Southwest Power Pool (SPP), Oklahoma Gas & Electric (OG&E), and the Bonneville
Power Administration (BPA) where they were demonstrated and evaluated. This report summarizes the
results of this testing.
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2 OPENECA PLATFORM

The Beta Release of openECA was issued on June 5, 2017. It included metadata and data structure
definitions for returning values to the openECA server components and enhanced user interface (Ul)
components.

Major architectural elements of the openECA platform include:

e Data Integration Services

e Common Analytics Interface

e Data Conditioning and Alarming
e Electric Network Model

e Shared Platform Services

OpenECA defines a unified environment for modeling an analytic’s:

e Configuration
e Data Structures, and
e Measurement Mapping,

The Data Modeling Manager Tool allows the analytic developer to define two classes of data structures:

e The domain input, called SourceData
e The analytic product, called ResultData

The contents of these data structures are under the complete control of the analytic developer.

Beta version testing has demonstrated that the openECA platform allows developers to easily create
new analytics by creating data structures and mapping to streamed data sources. Developers can select
a target language for the analytic and then use the tool to create a new analytic project.

For additional demonstration results, see Appendix A.
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3 LINEAR STATE ESTIMATOR (OPENLSE)

Improvements to the openLSE are a key deliverable for the project. The updates that were made
accomplished the goals of making if far easier to deploy and maintain — substantially lowering the
burden for technology adoption — most of which is made possible by integration with openECA.
Being able to “try it out” without great cost in time or resources to an organization is important for
delivering value through open source.

The LSE is deployable as a real-time service (https://github.com/kdjones/openLSE). It is provisioned
with an easy installer package. Integration of a Topology Estimator enables use of LSE without breaker
telemetry (a common hurdle to adoption). It has been integrated with Grafana for Dashboard
Visualization.

Improvements were made to the Network Model Editor and Offline Analysis to semi-automate the
model building process. Metadata connection to openECA assists in modeling automation. Importing
models from GE-Alstom Energy Management Systems (EMS) and PSSEv33 format supports semi-
automated model building. Importing measurement information supports semi-automated mapping.
The LSE provides an autogenerated *.ecamap file for openECA. It is integrated with the openECA
Measurement Sampler Analytic and modeling and analysis tools have been merged for better workflow.

For additional demonstration results, see Appendix D.
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4 (OSCILLATION DETECTION MONITOR

T&D Consulting Engineers and Montana Tech developed Version 1 of the Oscillation Detection Monitor
(ODM) which is in service at BPA and the Western Electricity Coordinating Council (WECC). The ODM
was incorporated into the openECA architecture using the openECA API. This enables it to be
productized to enable its broader commercial use. Both front-end and back-end interfaces for the
oscillation detector have been re-written for compliance with the openECA API. ODM analytic results
are published and oscillation alarms raised through the openECA common analytics interface for display
and annunciation.

The ODM analytic is designed to process many inputs from wide geographic area, seeking oscillation
energy over a broad spectrum, with minimal CPU usage and provide easy-to-use outputs scaled to
engineering units, intended for operations personnel. The ODM outputs oscillation energy in four
frequency bands.

The analytic was released in August 2017 and deployed with openECA beta at participant test sites. A
Grafana visualization dashboard was included in the beta release.

Based on results from the demonstrations, several next steps have been identified:
e Improvements to setup utility

= Can be part of an open source effort to create a “measurement selector widget” for
openECA

e Addition of optional alarm module

= Can be standalone, so that outputs from ODM flow to openECA and then act as inputs to
another openECA analytic; or

= Can be an integral part of the ODM analytic
e Addition of spectrum output capability

= This feature adds many output measurements to the openECA data bus. Rather than eight
new measurement channels, this could add hundreds. Need to explore whether this is
worth the effort for the user community

For additional demonstration results, see Appendix C.
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5 OSCILLATION MODE METER

Version 1 of the Oscillation Mode Meter (OMM), developed by Montana Tech and others, is in service at
WECC, BPA and California ISO. The OMM uses the Over-Determined Modified Yule-Walker method to
estimate the frequency and the damping factor for each major oscillation mode detected. The OMM
processes a carefully selected set of inputs known to demonstrate “observability” to a known system
oscillatory mode. Where a known system mode presents an operating challenge, this tool can be used
to provide operations personnel with accurate estimates of the characteristics of the mode. Since mode
damping changes with system loading conditions, it can be useful to have a “meter” that measures
damping in real time.

The OMM detects oscillations with the potential to grow in amplitude and includes filtering to reduce and
assure that false alarms are minimized. OMM inputs and outputs have been modified so that the analytic
can be incorporated into the openECA architecture using the openECA API.

The analytic was released in October 2017 and tested at participant sites. A Grafana visualization
dashboard is under development.

For additional demonstration results, see Appendix C.
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6 TOPOLOGY ESTIMATOR

Knowledge of network and substation topology is critical for correctly executing state estimation
calculations. With LSE (i.e. synchrophasor-only), most implementations of today either don’t have
complete telemetry of breaker statuses or have no breaker status telemetry at all. These scenarios limit
the usefulness of the LSE for increased observability but especially for data conditioning and model
verification. In some instances, SCADA information (i.e. SCADA-sourced breaker status telemetry) can be
used to supplant the absence of breaker statuses in the synchrophasor streams. However, this is
ineffectual due to latency and lack of time synchronization as compared to synchrophasor data when
dealing with the estimation of transient events. Additionally, telemetry of breakers that is available may
contain errors.

This analytic utilizes a methodology that enables the determination of the bus-branch model used by
the LSE (the standard output of a topology processor) through knowledge of phasor measurements
alone. Additionally, in some instances, these measurements can be used to validate individual breaker
status measurements and even supply the state estimator with virtual breaker status measurements in
the absence of real telemetry. The algorithm relies upon the principle of equipotentiality among
connected nodes at the same voltage levels inside a particular substation. The algorithm works first by
executing a series of offline power flow analyses of various contingency scenarios inside a particular
substation and subsequently repeated throughout the whole system. Thereafter, the expected value of
the voltage phase angle threshold value across an open breaker is empirically determined and this pre-
determined value is later used to compare phasor measurements throughout a substation topology to
group the various nodes accordingly which can be either specific to a particular substation or generic to
the whole system as defined by the user/utility. Several progressive levels are used to determine the
topology of the bus-branch model. Each level constructs the substation clusters using different assumed
input information, building upon the previous level.

o Level 0 - Each measured, energized node is its own bus
. Level 1 — Buses are grouped with breaker telemetry, where available
o Level 2 — Breaker statuses are inferred and validated using the voltage phasor deviations,

further grouping buses

J Level 3 - All node groupings are determined by voltage coherency thresholds in absence of
inherent substation structure.

° Level 4 — Level 3 behavior + available breaker telemetry and pseudo angle across breaker
telemetry check is included to further refine the groupings.

As depicted in the following figure (two and a half breaker topology scheme), using the Level-4
methodology for topology estimation we can validate any discrepancy in breaker status telemetry and
finally cluster the unobserved nodes (represented in grey) with the charged observed nodes
(represented in red) and even supplement time stamped breaker status if necessary.
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Line-3

Line-4

V2

Evaluation: The TE was evaluated during demonstration at Dominion Energy. A cumulative distribution
of angle deviations between disconnected nodes was developed. Based on this testing an angle
deviation of 1.01 degrees was associated with a probability of deviation of less than 0.05, which was
selected as the basis for determining whether two busses were connected.

A bus/branch model is constructed out of the nodal model, with the procedure split into steps
depending on assumptions concerning the knowledge that is available. The purpose of the TE is not to
establish breaker status, but rather an accurate depiction of system topology.

To determine the accuracy of the TE in reconstructing topology information, simulations were run for
random substation breaker configuration under varying system conditions. The results were manually
reviewed for consistency and accuracy, and it was verified that the TE works as designed. Results are
accurate even under “noisy” conditions and the TE accounts for the vast majority of system cases. The
TE provides an alternative and/or redundant method to estimating topology based on breaker status
telemetry.

For additional demonstration results, see Appendix B.
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7 LOCAL VOLTAGE CONTROLLER

Most voltage controllers use SCADA data as inputs to centrally driven control algorithms for managing
the load tap changers (LTC) and capacitor/reactor banks at certain individual substations. This analytic
includes LTC signals and breaker statuses for capacitor/reactor banks in the synchrophasor streams to
drive a control application which duplicates such control systems in the openECA environment driven by
synchrophasor data instead of SCADA data.

The architecture of the local and regional voltage controllers shows a “pipes and filter structure”. Three
fundamental components of the voltage controller are:

1. The input adapter
2. The voltage controller adapter (i.e., the user defined application)
3. The Interface with EMS system

These components are shown in the following figure.

Input Verification

VSA '

Control Action |

Serialized Control Decislon=+ — + — Jlb - = - = + — -

Interface
with EMS
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Voltage Controller’s software architecture

The voltage control adapter is a user defined application which interface of a class into another
interface. The voltage controller adapter provides functions such as input verification, voltage security
assessment (VSA), and voltage control action. For the local voltage controller, the VSA is simply based on
the pre-defined threshold value of target bus’s voltage, reactive power flow inside control transformers,
and reactive power output from the neighboring generators. When the measurement is lower or higher
than the limits, the control logics will be triggered, and the control signal will be sent back to the EMS
system. The VSA is conducted through evaluating PMU voltage magnitude at each bus using one
decision tree.

For additional demonstration results, see Appendix B.

8 REGIONAL VOLTAGE CONTROLLER

This analytic is an extension of the local voltage controller and provides open-loop control decisions
within a control region with dense phasor measurement units (PMUs) installed. To provide more
accurate and robust decisions for voltage control, a control methodology based on parallel decision
trees is utilized. In this methodology, each decision tree (DT) provides voltage security assessment (VSA)
for each control decision. If more than one DT provides secure control decision, the control decision
with the minimum number of devices involved will be selected.

Frequent topology changes in power system result in the difference between the actual system
operating conditions and the initial learning sample database. To guarantee the reliability of trained
decision tree, it is necessary to incorporate new available training cases. Re-training the whole decision
trees from scratch might is not as a cost-effective way. An ensemble method widely used for computer
vision is used to update the classifier in an online manner.

A physical view of regional voltage controller is shown in the following figure. The analytic is divided into
two parts: online and offline. The offline part includes the EMS system that archives the system
snapshots. Each single system snapshot provides system topology, voltage measurements, and power
flow information every five minutes. An offline adapter which creates/updates decision trees is also
included in the offline section
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The online section includes multiple Phasor Measurement Units (PMU) which provide synchronized
synchrophasor data with voltage/current magnitude and angle in real time. The openECA platform
receives and time-synchronizes phasor data from PMUs to provide output data stream. Since the system
might not be covered with PMU at each single bus, the system status still can be observed using state
estimator. The Linear State Estimator developed for openECA is able to provide estimated phasor data
and make the system network fully observable. In this case, the PMU estimated phasors are also
considered as valid input to the voltage controller.

For additional demonstration results, see Appendix B.

9 SHADOW SYSTEM SIMULATOR

The shadow system simulator analytic interacts with the power flow engine in PSS®E and changes the
system based on control signals. Before implementing any application in the field, the application should
be evaluated in a simulation environment. This analytic initial testing with PSS/E based model. The PSS/E
model is used to simulate the power system and to provide pseudo PMU measurements as input signals
for the user Analytic implemented in openECA.
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For additional demonstration results, see Appendix B.

10 PMU SYNCHROSCOPE

This analytic takes advantage of the high accuracy and time synchronization feature of PMU
measurements. It enables synchroscope functionality at a centralized control platform thus facilitating
remote synchronized breaker closing operation at any major substation. This function provides
enormous flexibility and time savings for critical scenarios such as black-start system restoration and
long extra high voltage (EHV) transmission line reclosing which generally requires deployment of
personnel and physical synchroscope hardware at the location of synchronization

The analytic connects to a stream of synchrophasor data from the openECA platform and sends control
signals back to the openECA from a centralized remote location. The significant variation included in this
analytic in comparison to the existing synchroscope is the inclusion of various delays associated in the
system and thus predicting an advanced or earlier instance of initiating breaker close command, thus
effectively carrying out successful time synchronized breaker closing action at the substation location.
The analytic can be fed with real-time estimations of the delays determined separately. All delays,
generated by communication, data processing, computation and operation are overcome via estimating
end-to-end delays and predicting closing time as described earlier.

All delays, generated by communication, data processing, computation and operation are overcome via
estimating end-to-end delays and predicting closing time as described earlier. Operators can perform
successful synchronization if the frequency and voltage phasor difference between the two buses to be
synchronized displayed on the PMU synchroscope display are within acceptable user defined tolerance
limits. The user has the option to perform this action either manually or automatically at an appropriate
time to enable a computer algorithm to perform the breaker closing. The analytic can support
estimation of angle-across-breaker to supplement system restoration activities or the closing of long
transmission lines with the intention of minimizing the impact to the system.
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As depicted in the following PMU Synchroscope display window, the user can provide the delays
associated in the system. Depending upon these delays, an advanced angle is calculated, and a modified
angle tolerance window is created within which a user/operator can initiate breaker close commands
subjected to the fact that other conditions for frequency and voltage magnitude difference are satisfied.
The breaker status is represented by the innermost circle (green in this figure). The plots for respective
measurements can be visualized by the user along with the option to operate breaker close command in
Manual or Auto mode as shown in the figure.
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The primary challenge was to overcome communication (end-to-end) delays to enable accurate
prediction of closing time for time-synchronized breaker closing actions.

Synchronizing Method:

To synchronize two separate islands, we need to retrieve voltage phasor measurements and frequency
at Bus A and B. Cumulative delays are calculated depending upon network configuration and traffic of
the path adopted. The advanced angle of operations is calculated considering delays and differences in
voltage angles.

sec (360
} {—} {(Cumulative Delay)cyc}

cyc

Sli
Adv.Ang = {( l};)ccyc}{

60 cyc
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Figure 1: Two islands to be synchronized by closing breaker between Bus A and Bus B

The PMU Synchroscope analytic has the capability of synchronizing two buses from a remote centralized
location. The downstream and upstream delays vary from one system to another, requiring that the
advanced angle be calculated for each situation. During the demonstration, the OPAL-RT ePHASORSIM
simulator was used to validate and demonstrate the comprehensive functionality of the analytic.

Load control techniques using voltage sensitivities of individual load buses inside the island are being
incorporated as an add-on to the analytic.

For additional demonstration results, see Appendix B.

11 DyNAMIC PMU TRANSDUCER CALIBRATION

Current transformer and potential transformer bias errors can result in errors in both the magnitude of
synchrophasor measurements as well as their phase angles. This analytic automatically calibrates
voltage and current instrument transformers feeding PMUs. This analytic runs periodically (off-line) on
the openECA platform, utilizes the configured transmission line data, and provides a set of complex ratio
errors of transducers under monitoring with the Least Squares Estimation method. Real-time and
historical input options are available for this analytic.

For this analytic, the system topology is analyzed to form a tree topology using an edge-based breadth-
first search graph algorithm starting at the location of the high-accuracy PTs and CTs. For this project,
Dominion Energy installed high-accuracy, high-precision Current Transformers (CTs) and Potential
Transformers (PTs) to serve as the root point of calibration for all other phasor measurements. The
estimation process is conducted for each single transmission line and the results of one line are used as
the reference for the next line in the connected tree. A propagation method for the calibrated accurate
measurements was also developed.

The following figure illustrates the user interface of this application. Within the application, users are
provided with the options for the functionality they would like to deploy. After the selection of the
function of the transducer calibration, users can choose the input data source, using historical data or
collecting instantaneous data. The system diagram can be configured using XML files which contain the
topology information of the concerned system. After launching the functionality, the calibration results
are shown in a table. A function to export the calculation results into local CSV or XLSX files is also
available.
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Dynamic PMU Transducer Calibration Function User Interface

Demonstration results showed good correlation between estimated and actual CT/PT correction factors.
In addition, the integrated application provides a good example for future developers of off-line and on-

line analytics utilizing the openECA platform.

For additional demonstration results, see Appendix B.
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12 LINE PARAMETER ESTIMATION

Improving the quality of the line impedance parameters directly benefits planning and real-time
operations. This periodic (off-line) analytic component uses synchrophasor data to estimate line
parameters across the PMU footprint. The data of the system will be provided in a xml file format. This
file is used to form the propagation path as described for the Dynamic PMU Transducer Calibration
analytic.

The analytic can be used with PMU measurement data from the openECA or openHistorian platforms. A
least squares estimation method provides the CT/PT measurements correction factors and the line
impedances.

The functionality of this analytic is demonstrated in the following user interface. After the function of
line parameter estimation is selected, the PMU measurements are collected directly from openECA
streaming data. With the system diagram configured, the estimation results are shown in the table. The
results can then be exported into the local files.
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Line Parameter Estimation Function User Interface

Demonstration results showed good correlation between actual and estimated transmission line
resistance, reactance, and susceptance parameters. For additional demonstration results, see
Appendix B.
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13 SYNCHRONOUS MACHINE PARAMETER ESTIMATION

Improving the quality of synchronous machine model parameters will provide benefits both in planning
and operations. It has recently been shown that an effective method to identify and validate
synchronous machine model parameters is to compare and match event signatures captured by PMUs
against simulated event signatures generated by the machine model under test. This periodic analytic
component will automate the process of synchronous machine model parameter estimation and
validation — a process which is currently labor-intensive, and which requires expertise from highly skilled
personnel.

When given synchrophasor data from a PMU located at or near the GSU transformer of a synchronous
generator, this analytic can automatically perform NERC-mandated model validation. The analytic was
developed and proofed in an offline mode and tested online in openECA using the Matlab template.

Inputs to the analytic are voltage and current phasors from a PMU located as close as possible to a
generator’s terminals so they are accurately measuring generator output current. The parameters of
the model to be validated must be stored in persistent memory and loaded to the analytic.

Next steps are to port the analytic to .NET, extend the model library to include additional generator,
turbine, governor, exciter, and PSS models in PSLF, PSS/E and Powerworld formats, extend the research
portion of the effort to include wind power plants models, and improve the output report template.

For additional demonstration results, see Appendix C.
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14 ACCELERATION TREND RELAY

A select category of synchronous generators, typically remotely located and connected to the bulk
power grid over long transmission lines, are protected by an acceleration trend relay (ATR). The input to
an ATR is generator shaft speed. If the shaft is accelerating beyond preset limits, the generator may be
tripped offline to protect the unit.

A complication arises when the entire system is accelerating. In this case the unit may “false trip”, i.e.
the ATR may call for a trip when the unit is not in danger of an out-of-step condition. Incorporation of
synchrophasor measurements remote from the unit may help eliminate false trips.

Inputs to the analytic are voltage phasor(s) from points representing the presumed inertia of the bulk
grid to which ATR-equipped generator is connected. The output is an “ATR block” Boolean that would
be used to block the trip command from the ATR relay.

Plans are for the developer to work with a host utility to build the value proposition for eliminating false
trips.

For additional demonstration results, see Appendix C.

15 UTILITY DEMONSTRATION OBSERVATIONS

Dominion Energy

e openECA

= Dominion believes that we can now easily develop/deploy its own analytics and easily
work with partners to develop/test/deploy analytics using openECA

e openlSE

= Easier to deploy and maintain an LSE at Dominion

= |ncreased user population will continue to improve performance and features
o All Analytics

= Provides a variety of development examples for the Dominion and the open source
community

e Local and Regional Voltage Control Analytics
= |t has been valuable to experiment with advanced types of control with synchrophasors

= |t has also been valuable to experiment with new technologies like machine learning
and cloud computing
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= |t will be useful to make people aware of the capabilities of synchrophasor based control
with control schemes that they are comfortable with

e Shadow System Simulator Analytic

= Provides a basic, open source solution for steady-state simulation in pseudo-real-time
with openECA — Saves time in working with proprietary tools and models

e CT-PT Calibration

= Has the potential to provide equipment health monitoring and improve overall PMU
data quality

e Line Parameter Estimation
= Has the potential to improve knowledge of circuit parameters
e LineZCalc

= Simple calculator — primarily used as a development example and a troubleshooting tool
for the line parameter estimation

e Topology Estimation
= Enables adoption of LSE when utility has to breaker telemetry in their PMU streams
e PMU Synchroscope

= To increase flexibility and speed of restoration time during severe restoration scenarios.

BPA

o After some issues getting the software installed, the openECA server was able to quickly connect
to the available BPA multicast synchrophasor data feed and provide data to the openHistorian
and Grafana visualizations.

e BPA s considering standing up a Grafana-based user interface for openECA-provided oscillation
results for comparison to the production system that is currently operational.

e BPA plans to continue to evaluate the openlLSE and compare its results to other LSE software
currently used.

e Grafana and the openHistorian will be evaluated for other potential uses within BPA. Flexibility
in adding displays/content a positive.

e BPA will continue to experiment with openECA generated Matlab project templates for bringing
synchrophasor into Matlab and sending results back to openECA

e Detailed stream statistics provide real-time detail not available with other phasor data
concentrators. These statistics will be compared with daily/weekly reports compiled by BPA.
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OG&E

OG&E demonstrated opeECA, openLSE, and ODM.
openECA:
e Installation and Configuration

= |nstallation and setup is easy and very similar to openPDC, which OG&E has used for
many years.

= Noissues were encountered with getting data into openECA and openHistorian.
* Performance

= 400+ PMUs with 3 Phase system requires minimal resources (3-4% CPU for each
service).

e Stability

= Acrash of the services occurred one weekend. It appears to be a result of the openECA
Manager being left open and crashing and taking the openECA service down with it.
These should be better isolated so that cascading failures are not possible.

openLSE:

e Side-by-side results of PMU data and openLSE output show good correlation.
e Qutput data are delayed by 10-15 seconds compared to PMU data.

e ODM is very sensitive to step changes, faults, and line switching.
e ODM does not include alarming or notification capabilities which are important for validation.
OG&E developed a stand-alone notification service that queries openHistorian.

General:

e OG&E plans to continue to validate the ODM and tweak alarming to provide meaningful
notification of events.

e OG&E also plans to test the oscillation mode meter (OMM) in the near future
*  OG&E will continue to work on openLSE

e  OG&E would like to test the line impedance calculator in the future.

SPP

openECA Platform:

¢ Installation and Configuration -
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0 As with all GPA tools, installation and data flow configuration was painless
0 Attaching a dedicated Historian was straightforward
User Interface
0 The openECA Manager thick client has a lot of functionality, but moving to web-based is
the right direction
0 Bulk operations have to be done in the database
0 Power Calculations are difficult to maintain
Analytics Integration
0 Both analytics SPP tested were easily able to connect to openECA, receive metadata and
real-time data
O Process of creating input/output measurement mappings is a challenge. Mappings are
static, not easily maintainable as models and device availability changes. Both analytic
developers tried to streamline.

e Suggested Improvements
0 Support of additional metadata fields for devices and signals, specifically for LSE:

= Substation
=  Voltage Level
=  Measured Device Type
= Measured Device Name
= QOpposite Substation (for lines)

e Continue web-based manager development for all the GPA platforms

openLSE:

e SPP and OGE had several iterations through the network model build process
e openlSE is still evolving - Dr. Jones worked hard to add functionality to assist SPP and OGE
during testing
e large time investment required to map PMU info to model
e openlSE is very dependent on accurate measurement mapping
e With latest improvements, a ground-up model build should be easy
e Suggested Improvements
e Support cleanup of unused openlLSE output measurements - each station has many
unused node voltage groups
e Add a Network Topology Viewer
e Auser interface with a graphical layout of the topology would make the LSE
results much easier to use.
e Could use node-graph layout to visualize topology from the network model or
bring in measurements and estimates from openECA.
e Add support for measurement residual streaming to openECA which could be
useful for quickly identifying mismatches

General:

e SPP sees great value in openECA and the potential for new analytics. We hope that the
framework continues to grow and be adopted by industry.
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e SPP will continue to run ODM and openLSE in a test environment.
e SPP plans to test OMM and Line Parameter Estimation as time permits.

e ODMe-reported Percent Bad Data is always > 0%. For most PMUs, closer to 30-50%. The data
appears good on the input side.

e Easy to visually recognize trends in large amounts of data with ODM + openHistorian + Grafana
e ODM is flexible - accepts and processes signals of any type

e Adding measurements, a bit tedious at first. SPP added a filter to the ODMapper datagrid to
streamline signal selection

e Suggested Improvements
e Built-in time-based alarming (e.g. >5SMW oscillation for >30 seconds)
e An output signal indicating frequency of largest oscillation present in the band for each
PMU
e Configurable frequency ranges for each band

Complete presentations of site demonstration results are included in Appendixes D-G.
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APPENDIX A — OPENECA PLATFORM

DE-OE0000778

Insert Carroll — openECA — November 7 R1

APPENDIX B — VIRGINIA TECH ANALYTICS

Insert VT Nov7th_Compiled_version

APPENDIX C—T&D ANALYTICS

Insert Donnelly — openECA — November 7.v2

APPENDIX D — DOMINION ENERGY DEMONSTRATION RESULTS

Insert Jones Nov 7 Dominion Findings

APPENDIX E— BPA DEMONSTRATION RESULTS

Insert BPA demo results — openECA R1

APPENDIX F — SPP DEMONSTRATION RESULTS

Insert SPP_openECA_Results

APPENDIX G — OG&E DEMONSTRATION RESULTS

Insert OGE_openECA_Results
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Development Approach

Build upon existing open source solutions- Leverage GPA’s production-
grade open-source code base to create an open source application suite under a
permissive license

Develop a standard interface - provide a “Common Analytics Interface”
(CAl) where “data structures” are made available for subscription

Detect Bad Data Early - Create a multi-tier bad data detection and
correction system with alarming services

Create “3 Generation” Data Exchange Methods - provide secure

phasor data exchange using a next-generation version of the Gateway Exchange
Protocol and the forthcoming Secure Telemetry Transport Protocol

Include Visualization Tools - Develop a visualization tool optimized for
testing and verification of analytic results

Test and Refine- Test the CAl with 10 provided analytics at four utility partner
locations

Create an Analytics Storefront:
https://github.com/GridProtectionAlliance/openECA/tree/master/Source/Analytics

openECA Project Wrap-up - November 7, 2017
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Architectural Elements

Data Conditioning / Alarming
Data Distribution Service
Common Analytics Interface (CAl)
Electrical Network Model

Shared Platform Services
Analytics

open Rk and Extensible
EC .I'jt Control & Analytics platiorm
for synchrophasor data

Electrical Network Model

Data Common
|::> Distribution Analytics Analytics |:>
Services Interface

C37.118 RESULTS

Shared Platform Services
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Data Conditioning and Alarming Summary

@ Data conditioning is provisioned through the Linear
State Estimator (LSE):

https://github.com/kdjones/Ise

B The LSE engine is hosted in an openECA analytic
that integrates with the Data Distribution Service for
input and output:

https://github.com/kdjones/openlse

@ Conditioned result data from the LSE is made
available along with real-time data to other analytics

@ Alarms can be configured based on residuals, i.e.,
differences between measured and estimated data

openECA Project Wrap-up - November 7, 2017


https://github.com/kdjones/lse
https://github.com/kdjones/openlse

Data Distribution Service Summary

@ Real-time and historical data acquisition

= Adapter-driven data providers will include:
e All common synchrophasor protocols

e Various common RDBM systems for configuration, including:
* MS SQL Server, Oracle, MySQL, PostgreSQL and SQLite

e OSI-PI, openHistorian and other historians
e Other protocols, e.g., Modbus, DNP3, Kafka, COMTRADE

@ Device management

= Automated connectivity
= Data quality reporting

@ Time-series data management

open
&5, phasor data [ platform

openECA Project Wrap-up - November 7, 2017
OE-778




Time-series Data Management Functions

Measurement Definition

" Flexible Data Types

= Automatic Creation from Phasor Sources
@ Measurement Validation

® Data Quality Testing

® Flat-line Detection

@ Data Acquisition and Routing

Adapter Configuration Management
@ Linear State Estimation Value Integration

= Available via secondary install and configuration

= Allows grouping of actual and estimated values

@ Archiving of System Performance Metrics

open
g, phasor data SO platiorm
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Common Analytics Interface (CAIl) Summary

@ Server API (targets .NET)

= Authorizes client data source connectivity
= Provisions time-series data and metadata

@ Client API (targets multiple platforms)

= Manages server connectivity

= Executes data filtering, organization, aggregation and time-alignment functionality
over user defined time-intervals

@ Data Modeling Manager Tool

= Defines data filtering, organization and aggregation
= Trends incoming data sources

open
g, phasor data SO platiorm
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CAIl — Server API

Configuration Serialization

Data class structure definitions

Labeling and identification of class instances with full measurement
mapping

Security Management

Validating clients and connections
Validating access to needed measurements

Open API for Multivendor Support

Server APl will define minimum requirements needed to implement a
server side solution that will allow vendors to support analytics written
using the openECA Client AP|
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CAl — Client API

@ User Defined Data Structure Definitions and
Mappings

= Automatically referenced within analytic tools, the Client API will exist
as a set of base services used to retrieve sets of user defined data for
input and outputs —i.e., user defined complex input and output data
structures that are mapped to time-series data values

@ User Defined Data Collection Windows and
Arrays

= The Client APl will handle time-alignment of incoming data and
support creation of “windows” of data to an analytic, e.g., providing a
one second window of data to an analytic every second

open
g, phasor data SO platiorm
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CAl — Data Modeling Manager Tool

Organizes data into logical
groupings

@ Creates data structures that
directly map to time-aligned
measurement values

@ Provides a visual
representation of these user
defined data structures

@ Displays source data as
simple trends

open

ECA platform

OE-778

izl openECA

Quick Links

Manage Data Structures
Manage Input Data Mappings
lManage Output Data Mappings
Graph Measurements
Generate Project

Settings

Server Time 02/2172017 19:34.56.089
Local Time 02/21/2017 19:34.56.081

GPA\rcarroll

App Version 0.8.40

Current User

http:/ocalhost52627 Index.cshiml

openECA Data Modeling Manager

System Health

Counter
CPU Utilization
I1/0 Data Rate
I/0 Activity Rate
Process Handle Count
Process Thread Count
Process Memory Usage
IPv4 OQutgoing Rate
IPv4 Incoming Rate
IPvE Dutgoing Rate
IPvE Incoming Rate

Last
.88
a.e8
a.e8
931.ee
34,88
119.85
359,44
746.9@
8.88
a.ee

Averags

8.29
0.e8
0.8e
937.57
34.95
119.12
376.73
765.21
454.43
1.57

Maximum

8.31
9.08
a.08
957.0@
36.808
122.29
783.97
1483.23
1231.52
17.92

Units

Average % / CPU
Kilobytes [/ sec
Operations / sec
Total Handles
System Threads
Megabytes
Datagrams / sec
Datagrams / sec
Datagrams / sec
Datagrams / sec

Statistics calculated using last 128 counter values sampled every second.

openECA Project Wrap-up - November 7, 2017
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Shared Platform Services Summary

Security and authentication services

Time-series data transport with support for multiple data types
Metadata distribution and synchronization services

Management of data structure definitions and associated point mappings

RDBMS connectivity, as required
Includes support for SQL Server, Oracle, MySQL, PostgreSQL and SQLite

Logging services

openECA Project Wrap-up - November 7, 2017
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Analytic Development

Using the Data Modeling Manager tool, the openECA
defines a unified environment for modeling analytic:
= Configuration
= Data Structures and
= Measurement Mapping

The openECA project templates target modern
development tools

Project templates also include tools to deploy analytics,
e.g., setup packages that include registration of the
analytic as a Windows service application.

open
g, phasor data SO platiorm
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Analytic Data Structure Definition

@ The Data Modeling Manager Tool allows the analytic
developer to define two classes of data structures:

® The first is the domain input, e.g., SourceData*

® The second is the analytic product, e.g., ResultData*

The contents of these data structures are under the complete
control of the analytic developer

@ The SourceData is automatically populated with time-
aligned data over the desired data window

= Auto-generated code that populates the SourceData structure is available for
the analytic writer to review and validate

® Note that a parallel metadata structure that includes timestamp and quality
information is also provided as function input

@ The ResultData is populated by the analytic developer
and returned at the end of processing

* Not a fixed name, developer names these data structures

open
g, phasor data SO platiorm
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Analytic Entry Point

Either by using a template for a quick start or starting a new analytic from
scratch, the analytic writer will be implementing analysis code from a
single point of entry, i.e., a single function call into their analysis code
called on an interval of their choosing:

[ . ) [ )

MyOutputType Execute(MyInputType inputData, MyInputTypeMeta inputMeta)
{

// Analytic code goes here..

openECA Project Wrap-up - November 7, 2017 14




Analytic Results and Visualization

® The ResultData structure is used
by the analytic developer to G- WooTend- = o &
hold the calculated results ]

Substation X Oscillation Energy (Freq Input)

@ The analytic result data are

defined as a data structure so
that results: o

0.002

0.001
19:58 20:00 20:02

— PPA1IPAUL 500 _A1_SA FQ_OD_RMSEnergy Band1:05C
= PPA1IPALL_500_A1_SA_FQ_OD_PctBadData_Band1:05C

1) flow back to the Server APl as a

unit and can easily | ol
disseminated to historians and A o oo
other adapter-based outputs o e el

2) are directly available as a e
complete input into other
analytics

open
@ew, phasor data SO platiorm
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Performance Metrics

® Performance of the openECA
is continually monitored and
archived — metrics include,
among others:

= CPU Utilization

= Memory Usage

= Thread Count

= [ock Contention

= Bandwidth Utilization

SO platiorm

phasor data

OE-778

@ openECA Manager - GPA\rcarroll

s openECA Manager

Home Davices

Stream Statistics

4 System
# ) SYSTEM
4 Run-time Statistics
STAT:15
STAT:16
STAT:T7
STAT:18
STAT:19
STAT:20
STAT:21
STAT:22
STAT:23
STAT:24
STAT:25
STAT:26
STAT:27
STAT:28
4 Input Streams
4 @ TESTDEVICE
4 Run-time Statistics
STAT:29
STAT:30
STAT:31
STAT:32
STAT:33
STAT:35
STAT:34
STAT:36
STAT:51
STAT:44
STAT:AS
STATAG
STATA2
STATA3
STAT:39
STAT:40

System

DEFAULTISYSTEM-5T1
DEFAULTISYSTEM-ST2
DEFAULTISYSTEM-5T3
DEFAULTISYSTEM-5T4
DEFAULTISYSTEM-5TS
DEFAULTISYSTEM-5T6
DEFAULTISYSTEM-STT
DEFAULTISYSTEM-STR
DEFAULTISYSTEM-5TS
DEFAULTISYSTEM-ST10
DEFAULTISYSTEM-5T11
DEFAULTISYSTEM-5T12
DEFAULTISYSTEM-5T13
DEFAULTISYSTEM-5T14

Test Device

TESTDEVICE!PMU-5T1
TESTDEVICE!PMU-5T2
TESTDEVICE!PMU-5T3
TESTDEVICE!PMU-5T4
TESTDEVICE!PMLI-STS
TESTDEVICE!NS-5T2
TESTDEVICE!S-ST1
TESTDEVICE!NS-5T3
TESTDEVICE!NS-5T18
TESTDEVICE!NS-5T11
TESTDEVICE!NS-5T12
TESTDEVICE!S-5T13
TESTDEVICE!S-5T9
TESTDEVICE!NS-5T10
TheZS

openECA CPU

Alarms Advanced

CPU Usage 09:51:29.402
Average CPLI Usage 059:51:29.402
Memory Usage 09:51:29.402
Average Memory Usage 09:51:29.402
Thread Count 09:51:29.402
Average Thread Count 09:51:29.402
Threading Contention Rate 09:51:29.402
Average Threading Contention Rate  09:51:29.402
10 Usage 09:51:29.402
Average |10 Usage 09:51:29.402
IP Data Send Rate 09:51:29.402
Average P Data Send Rate 09:51:29.402
IF Data Receive Rate 09:51:29.402
Average P Data Receive Rate 09:51:29.402
Data Quality Errors 09:51:29.402
Time Quality Errors 09:51:29.402
Device Errors 09:51:29.402
Measurements Received 09:51:29.402
Measurements Expected 059:51:29.402
Last Report Time 09:51:29.402
Tatal Frames 09:51:29.402
Missing Frames 09:51:29.402
Missing Data 09:51:29.402
Total Data Frames 09:51:29.402
Total Configuration Frames 09:51:29.402
Total Header Frames 09:51:29.402
Received Configuration 059:51:29.402

Configuration Changes 09:51:29.402

openECA Memory Utilization
1000 MiB

975 MiB
950 MiB

525 MiB

== GPA_DEFAULT!SYSTEM:ST4
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Last Refresh: 09:51:29.405

0.782
0.874
128.074
129.228
42.000
43.075
NaN
MNaM
0.352
22.451
1.002
3.948
2.004
5.731

Historian CPU

Metrics Visualized
in Grafana

Historian Memory Utilization

1.00 GiB
1000

975 MiB
1

== GPA_DEFAULTISYSTEM:ST4
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The openECA platform is available on GitHub

https://github.com/GridProtectionAlliance/openECA

Pull requests Issues Marketplace Explore

GridProtectionAlliance / openECA @Unwatch~ | 14 RStar 4 YFork | 2
<> Code ssues 19 Pull requests 0 Projects 0 Wiki nsights Settings
Re I ea Ses Open Source Extensible Control & Analytics Edit
Add topics
i B et a J u n e 2 O 1 7 P 1,133 commits ¥ 1 branch > 7 releases 11 7 contributors gs MIT
e |
i P re P ro d u Ct i O n S e t 2 O 1 7 Branch: master = New pull request Create new file Upload files Find file Clone or download ~
p @ gsfbuildbot openECA: Version change for build v1.0.68.0-master. Latest commit fec3724 11 hours ago
P . t F . | J 2 O 1 8 I Build/Scripts openECA: Version change for build v1.0.68.0-master. 11 hours ago
i rOJ e C | n a a n il Source openECA: Version change for build v1.0.68.0-master. 11 hours ago
El .gitattributes nitial commit 2 years ago
El .gitignore nitial commit 2 years ago
El LICENSE Updated copyright year in LICENSE files. a year ago
El README.md Added test harness overview to documentation. a year ago

README.md

open and Extensible
Control & Analytics platform
for synchrophasor data

Extensible Control and Analytics: A better way to connect phasor data to analytics.

openECA Project Wrap-up - November 7, 2017
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1. Install 2. Model the Data

https://github.com/GridProtectionAlliance/openECA/releases

During configuration setup,
pick the data to provide
the new analytic

or select “Sample Dataset”

open [l and Extensible
ECA Control & Analytics platform
for synchrophasor data

Workflow

4. Run & | Implementing J§3. Create Project
View Results L An Analytic & Add Analytic
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Virginia Tech/Dominion Energy
Demonstration Results Report

Real-time Line Impedance Calculator,
CTPT Calibration, and
Transmission Line Parameters Estimation
Prepared by: Chen Wang
October 20, 2017
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Deployment Results Report

Real-time Line Impedance Calculator



Virginia Tech Real-time Line Impedance Calculator Observations

® Analytic Installation and Configuration Observations

= The installation was convenient and quick. Cooperating with the configured openECA
platform, the application can properly aCCfuire the real-time data streaming. The system
diagram can be demonstrated by the application with the provided XML file containing
system topology information.

® Issues List
= Real PMU measurements data quality need to be improved.

@ Stability

= The application can continuously and stably provide transmission lines parameters
calculation results. No stability issues have been noted so far.

® Results display / presentation

= Test based on both the IEEE 118-bus standard system and the Dominion Energy Virginia
system are conducted. The line parameters calculated are demonstrated based on the
system diagram generated by the windows application. The results are refreshed every
0.3 Zlecaonds currently for results observation. The reporting rate can be increased as
needed.

@ % DOE FOA 970
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Application Data Flow

Application

On-line Analytics:

Real-time Data Streaming

e Real-time Impedance
Calculation

@

@ openECA §

Off-line Analytics:
e CT/PT Calibration

e Transmission Line
Impedance Estimation

S Z o  @PVirginiaTech  @iioe

ALLIANCE
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openECA Streaming Measurements

Real-time Streaming Measurements Run-time Statistics

@ openECA Manager - DESKTOP-QQUUCTRwangc — 0 X @ openECA Manager - DESKTOP-QQUUCTFwangc - ] X

» openECA Manager @ o & openECA Manager

Home Devices Adapters Metadata Menitoring Alarms Advanced Home Devices Adapters Metadata Monitoring Alarms Advanced

Trend Real-time Measurements Stream Statistics

Refresh Interval: 2 sec Last Refresh: 16:38:23.761 Last Refresh: 16:29:37.704
[l Line6111A-PA242 59. Degr

StatusFlag Reference | Display Settings | Save Display Settings | Load Display Settings
723 4 Run-time Statistics
STAT:1225 TESTDEVICE!PMU-ST1 Data Quality Errors 16:39:37.664
STAT:1226 TESTDEVICE!PMU-ST2 Time Quality Errors 16:39:37.664
STAT:1227 TESTDEVICE!PMU-ST3 Device Errors 16:39:37.664
STAT:1228 TESTDEVICE!PMU-5T4 Measurements Received 16:39:37.664
721 STAT:1229 TESTDEVICEIPMU-STS Measurements Expected 16:39:37.664
STAT:1230 TESTDEVICE!PMU-ST6 Measurements With Error 16:39:37.664
720 STAT:1231 TESTDEVICE!PMU-5T7 Measurements Defined 16:39:37.664 0
STAT:1233 TESTDEVICE!S-ST2 Last Report Time 16:39:37.664 39:37.632
STAT:1232 TESTDEVICE!S-ST1 Total Frames 16:39:37.664 265
STAT:1234 TESTDEVICE!S-ST3 Missing Frames 16:39:37.664 35
STAT:1249 TESTDEVICE!IS-ST18 Missing Data 16:39:37.664 35
STAT:1242 TESTDEVICE!S-ST11 Total Data Frames 16:39:37.664 211
STAT:1243 TESTDEVICE!S-5T12 Total Configuration Frames 16:39:37.664 1
STAT:1244 TESTDEVICE!IS-ST13 Total Header Frames 2 . 0
STAT:1240 TESTDEVICE!S-5T9 Received Configuration f False
@ Historical Playback STAT:1241 TESTDEVICE!IS-ST10 Configuration Changes 0
Line62I2A-PA248 0 Degrees ctart Tirme |10m ston Time [* STAT:1237 TESTDEVICE!S-ST6 Minimum Latency 16:39:37.664 -36,063.000 ms
P STAT:1238 TESTDEVICE!S-ST7 Maximum Latency 16:39:37.664 -99.000 ms
STAT:1245 TESTDEVICE!IS-ST14 Average Latency 16:39:37.664 -7,353.000 ms
STAT:1246 TESTDEVICE!IS-ST15 Defined Frame Rate 16:39:37.664 30 frames / second
Line62V1A-PA245 112.19 Deg w T —— Value o STAT:1247 TESTDEVICE!S-5T16 Actual Frame Rate 16:39:37.664 25.798 frames / second
I J = STAT:1248 TESTDEVICE!S-ST17 Actual Data Rate 16:39:37.664 0.056 Mbps
Lineb2VIM-PM245 - -tLl Volts PPA487  Line6112M-PM244 16:38:25.273 720.62 Amps 3 STAT:1235 TESTDEVICE!IS-5T4 CRC Errors 16:39:37.664 0
STAT:1236 TESTDEVICE!S-STS Out of Order Frames 16:39:37.664 0
STAT:1239 TESTDEVICE!IS-5T8 Input Stream Connected 16:39:37.664 True
Line62V2M-PM247 0 Volts STAT:1250 TESTDEVICE!S-ST19 Total Bytes Received 16:39:37.664 35,188
STAT:1251 TESTDEVICE!IS-ST20 Lifetime Measurements 16:39:37.664 0
Line6311A-PA250 Degrees - — STAT:1252 TESTDEVICE!IS-5T21 Lifetime Bytes Received 16:39:37.664 316,692
Runtime; Statistes: NESIDEVI G- SRRefeshlimterval iseo STAT:1253 TESTDEVICE!IS-5T22 Minimum Measurements Per Second  16:39:37.664 0
1D Statistic TimeTag STAT:1254 TESTDEVICE!IS-5T23 Maximum Measurements Per Second 16:39:37.664 0
STAT:1255 TESTDEVICE!IS-5T24 Average Measurements Per Second  16:39:37.664 0
STAT:1256 TESTDEVICE!IS-ST25 Lifetime Minimum Latency 16:39:37.664 -38,180 ms
Line6312M-PM252 Amps STAT:1233 Last Report Time 8:17.566 16:38:17.570 STAT:1257 TESTDEVICE!IS-5T26 Lifetime Maximum Latency :37. -44 ms
STAT:1258 TESTDEVICE!IS-5T27 Lifetime Average Latency -17.759 ms
STAT:1226  Time Quality Errors 0 16:38:17.570 STAT:1259 TESTDEVICE!IS-5T28 Up Time 16:39:37.664 310.178 s

Real-time
Line6111M-PM242  731.31 Amp: " Line6112M-PM244
722

O 0

Line6112A-PA244 -110.47 Deg

y

Line6112M-PM244 72062 Amp:
Line61V1A-PA241 -112.16 Deg
Line61V1M-PM241 304000 Volt:
Line61V2A-PA243 -108.33 Deg
Line61V2M-PM243 305000 Volt

Line6211A-PA246 11337 Deg

A L] L LA ALEA WL ML

16:38:18.258 16:38:25.229

Line6211M-PM246 E Amp:

Line6212M-PM248 0 A
ne mps Pracess Interval 33 ms Start Playback ‘ ‘ Return to Real-time

Line62V2A-PA247 0 Degrees

Line6311M-PM250 Amps

Line6312A-PA252 Degrees STAT:1225  Data Quality Errors ) 16:38:17.570
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IEEE 118-bus Standard System Topology Information

1 <?xml version="1.0" encoding="utf-8"?2>

2 %%<StudyCa5e xmlns:xsi="http://www.w3.o 2001 /f¥MLSchema-instance" xmlns:xsd="http://www.w3.o: 2001 /¥MLSchema" BaseMVA="100" BascFv="345">

2 —| <«Branches:>

4 <Branch LineNumber="1" FromBusNumber="8" ToBusNumber="9" Resistance="0.00244" Reactance="0,030499999" Susceptance="0.580999961" HighVoltageLineFlag="true" ReferenceFlag="false" />

3 <Branch LineNumber="2" FromBusNumber="8" ToBusNumber="30" Resistance="0.00431" Reactance="0.050399998" Susceptance="0.256999996" HighVoltagelLineFlag="true" ReferenceFlag="false" />

6 <Branch LineNumber="3" FromBusNumber="9" ToBusNumber="10" Resistance="0.00258" Reactance="0.032200001" Susceptance="0.615000005" HighVoltageLineFlag="true" ReferenceFlag="false" />

T <Branch LineNumber="4" FromBusNumber="26" ToBusNumber="30" Resistance="0.00799" Reactance="0.086000005" Susceptance="0.454000003" HighVoltagelineFlag="true" ReferenceFlag="false" />

8 <Branch LineNumber="5" FromBusNumber="30" TocBusNumber="38" Resistance="0.00464" Reactance="0.054" Susceptance="0.210999896" HighVoltageLineFlag="true" ReferenceFlag="false" />

9 <Branch LineNumber="6" FromBusNumber="38" ToBusNumber="65" Resistance="0.00901" Reactance="0.098600002" Susceptance="0.522999992" HighVoltageLineFlag="true" ReferenceFlag="false" />
10 <Branch LineNumber="T" FromBusNumber="63" TocBusNumber="64" Resistance="0.00172" Reactance="0.02" Susceptance="0.108000002" HighVoltagelLineFlag="true" ReferenceFlag="false" />
11 <Branch LineNumber="8" FromBusNumber="64" ToBusNumber="65" Resistance="0.00269" Reactance="0.0302" Susceptance="0.189999998" HighVoltageLineFlag="true" ReferenceFlag="false" />
12 <Branch LineNumber="9" FromBusNumber="65" ToBusNumber="68" Resistance="0.00138" Reactance="0.015999995" Susceptance="0.319000001" HighVoltageLineFlag="true" ReferenceFlag="false" />
13 <Branch LineNumber="10" FromBusNumber="68" ToBusNumber="81" Resistance="0.00175" Eeactance="0.020200001" Susceptance="0.404000015" HighVoltagelLineFlag="true" ReferenceFlag="true" />
14 <Branch LineNumber="11" FromBusNumber="68" ToBusNumber="116" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.5809%9961" HighVoltageLineFlag="false" ReferenceFlag="false" />
15 <Branch LineNumber="12" FromBusMumber="5" ToBusNumber="8" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
le <Branch LineNumber="13" FromBusNumber="17" ToBusWumber="30" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
17 <Branch LineNumber="14" FromBuslumber="25" ToBuslumber="26" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
18 <Branch LineNumber="15" FromBusNumber="37" ToBusNumber="38" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
19 <Branch LineNumber="16" FromBuslumber="59" ToBuslumber="63" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
20 <Branch LineNumber="1T7" FromBuslumber="61" ToBusNumber="64" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
21 <Branch LineNumber="18" FromBusNumber="65" ToBusNumber="66" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
22 <Branch LineNumber="19" FromBuslumber="68" ToBusNumber="69" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
2] <Branch LineNumber="20" FromBusNumber="80" ToBusNumber="81" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
24 <Branch LineNumber="21" FromBuslumber="8" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999%961" HighVoltageLineFlag="false" ReferenceFlag="false" />
233 <Branch LineNumber="22" FromBusNumber="10" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
26 <Branch LineNumber="23" FromBusWumber="26" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
27 <Branch LineNumber="24" FromBusNumber="65" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.58099%9961" HighVoltageLineFlag="false" ReferenceFlag="false" />
28 ~ </Branches>
29 H <«Buses>
30 <Bus BusNumber="8" BusName="Olive" ReferenceFlag="false" />
31 <Bus Buslumber="9" BusName="Bequine" ReferenceFlag="false" />
3z <Bus Buslumber="10" BusName="Breed" ReferenceFlag="false" />
33 <Bus BusNumber="26" BusName="TannrsCk" ReferenceFlag="false" />
34 <Bus BusNumber="30" BusName="Sorenson" ReferenceFlag="false" />
35 <Bus BusNumber="38" BusName="EastLima" ReferenceFlag="false" />
36 <Bus Buslumber="63" BuslName="Tidd" ReferenceFlag="false" />
2 <Bus BusNumber="64" BusName="Kammer" ReferenceFlag="false" />
38 <Bus BusNumber="65" BusName="Muskngum" ReferenceFlag="false" />
39 <Bus Buslumber="68" BusName="Sporn" ReferenceFlag="false" />
40 <Bus BusNumber="81" BusName="Kanawha" ReferenceFlag="true" />
41 - </Buses>
4z —</StudyCase>
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Application Calculation Results Example Demonstration

IEEE 118-bus System

neZy - X
Function Selection

(O CT/PT Calibration (O Line Parameters Estimation

(® Realtime Parameters Calculation

@ C# Beta_Application_CTPT LineZ — ] X

Muskngum EastLima Olive

Kanawha | Sporn

R: 38042
X: G039
y: 00004

Algorithm test harmess is running. To stop ‘

Real-time Data Streaming! ~
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
Real-time Data Streaming!
:::i'tﬁ g::: 2:;:::1::: C:\Users\wangc'\Desktop'. 118SystemConfiguration xml I Qﬂ'ﬂgle Launch
Real-time Data Streaming!

Real-time Data Streaming! o Frome
Real-time Data Streaming! lh‘ll':;:a' Name Bus ﬂ-luh KV1 Angle Magnitude Ki1 Angle N

- I I I I I I I

TannrsCk

Algorithm ~ Subscriber  Concentrator

>>> Realtime Parameters Calculation Functionality Launched!

% %
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Application Calculation Results Example Demonstration

Dominion Energy Virginia Field Data

Function Selection
() CT/PT Calibration (O Line Parameters Estimation

(® Realtime Parameters Calculation

& C# Beta_Application_CTPT LineZ - O X
N 1 B B B B | 1 | ;B |
: : : | {1 [ [ [ [ |
Algorithm test hamess is running. To stop R T R T T B —
L eV oY el e Yol el L e |2 A
N NV Ny Nl Ny N N Nt Ml Nty
- - N Nt L Nl M M A/ Neshd Mea Nt Nl id ety
Real-time Data Streaming! A MO |k B o
Real-time Data Streaming! |- acoos "re a | o “waw maw ew et
Real-time Data Streaming! l' el =~ |‘ o e - R~
Real-time Data Streaming! by i 3 P
Real-time Data Streaming! A [ | “ |t e
Real-time Data Streaming! e miw v
Real-time Data Streaming! ‘1 | ot
Real-time Data streaming! | “

Real-time Data Streaming!
Real-time Data Streaming! - -
e tine oot strsamin! Real-time Line Impedance Calculator
Real-time Data Streaming!

Real-time Data Streaming! < >
Real-time Data Streaming!
Real-time Data Streaming!

Real-time Data Streaming! r .
Real-time Data Streaming! |C:\Users\wangc\Desktop\DVP SystemConfiguration xmi ] Launch Cancel Export

Real-time Data Streaming!
Real-time Data Streaming!

~

Line Frome Bus KVi Ki1 To Bus Kv2
v Number Name Magnitude KV1 Angle Magnitude Kit Angle Name Magnitude KV2 Angle
Algorthm  Subscriber  Concentrator | | | | | l [
Messages
>>> Realtime Parameters Calculation Functionaltty Launched!
%
< >
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Deployment Results Report

CT/PT Calibration



Virginia Tech CT/PT Calibration Observations

® Analytic Installation and Configuration Observations

= The installation was convenient and quick. Cooperating with the configured openECA
platform, the application can properly acquire and collect the real-time data streaming.
The real-time data is also archived in openHistorian and accessible for the application to
guery. The system diagram can be demonstrated by the application with the provided
XML file containing system topology information.

® [ssues List
= Real PMU measurements data quality need to be improved.

®m Stability
= The application can continuously and stably provide transmission lines parameters
calculation results. No stability issues have been noted so far.
® Results display / presentation

= Test based on both the IEEE 118-bus standard system and the Dominion Energy Virginia
system are conducted. The ratio errors (correction factors) of the CTs and PTs are
demonstrated by the table in the application.
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Application Data Flow

o o i . . -\
. Option1 1 | Application @

|
|
}
Internal |
Subscription \

—

Off-line Analytics:

Historical PMU |
Measurements }

Option 2

e CT/PT Calibration

e Transmission Line
Impedance Estimation

Direct Data Streaming
Collection

On-line Analytics:

e Real-time Impedance
Calculation
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openECA Streaming Measurements

Real-time Streaming Measurements Run-time Statistics

@ openECA Manager - DESKTOP-QQUUCTRwangc — 0 X @ openECA Manager - DESKTOP-QQUUCTFwangc - ] X

» openECA Manager @ o & openECA Manager

Home Devices Adapters Metadata Menitoring Alarms Advanced Home Devices Adapters Metadata Monitoring Alarms Advanced

Trend Real-time Measurements Stream Statistics

Refresh Interval: 2 sec Last Refresh: 16:38:23.761 Last Refresh: 16:29:37.704
[l Line6111A-PA242 59. Degr

StatusFlag Reference | Display Settings | Save Display Settings | Load Display Settings
723 4 Run-time Statistics
STAT:1225 TESTDEVICE!PMU-ST1 Data Quality Errors 16:39:37.664
STAT:1226 TESTDEVICE!PMU-ST2 Time Quality Errors 16:39:37.664
STAT:1227 TESTDEVICE!PMU-ST3 Device Errors 16:39:37.664
STAT:1228 TESTDEVICE!PMU-5T4 Measurements Received 16:39:37.664
721 STAT:1229 TESTDEVICEIPMU-STS Measurements Expected 16:39:37.664
STAT:1230 TESTDEVICE!PMU-ST6 Measurements With Error 16:39:37.664
720 STAT:1231 TESTDEVICE!PMU-5T7 Measurements Defined 16:39:37.664 0
STAT:1233 TESTDEVICE!S-ST2 Last Report Time 16:39:37.664 39:37.632
STAT:1232 TESTDEVICE!S-ST1 Total Frames 16:39:37.664 265
STAT:1234 TESTDEVICE!S-ST3 Missing Frames 16:39:37.664 35
STAT:1249 TESTDEVICE!IS-ST18 Missing Data 16:39:37.664 35
STAT:1242 TESTDEVICE!S-ST11 Total Data Frames 16:39:37.664 211
STAT:1243 TESTDEVICE!S-5T12 Total Configuration Frames 16:39:37.664 1
STAT:1244 TESTDEVICE!IS-ST13 Total Header Frames 2 . 0
STAT:1240 TESTDEVICE!S-5T9 Received Configuration f False
@ Historical Playback STAT:1241 TESTDEVICE!IS-ST10 Configuration Changes 0
Line62I2A-PA248 0 Degrees ctart Tirme |10m ston Time [* STAT:1237 TESTDEVICE!S-ST6 Minimum Latency 16:39:37.664 -36,063.000 ms
P STAT:1238 TESTDEVICE!S-ST7 Maximum Latency 16:39:37.664 -99.000 ms
STAT:1245 TESTDEVICE!IS-ST14 Average Latency 16:39:37.664 -7,353.000 ms
STAT:1246 TESTDEVICE!IS-ST15 Defined Frame Rate 16:39:37.664 30 frames / second
Line62V1A-PA245 112.19 Deg w T —— Value o STAT:1247 TESTDEVICE!S-5T16 Actual Frame Rate 16:39:37.664 25.798 frames / second
I J = STAT:1248 TESTDEVICE!S-ST17 Actual Data Rate 16:39:37.664 0.056 Mbps
Lineb2VIM-PM245 - -tLl Volts PPA487  Line6112M-PM244 16:38:25.273 720.62 Amps 3 STAT:1235 TESTDEVICE!IS-5T4 CRC Errors 16:39:37.664 0
STAT:1236 TESTDEVICE!S-STS Out of Order Frames 16:39:37.664 0
STAT:1239 TESTDEVICE!IS-5T8 Input Stream Connected 16:39:37.664 True
Line62V2M-PM247 0 Volts STAT:1250 TESTDEVICE!S-ST19 Total Bytes Received 16:39:37.664 35,188
STAT:1251 TESTDEVICE!IS-ST20 Lifetime Measurements 16:39:37.664 0
Line6311A-PA250 Degrees - — STAT:1252 TESTDEVICE!IS-5T21 Lifetime Bytes Received 16:39:37.664 316,692
Runtime; Statistes: NESIDEVI G- SRRefeshlimterval iseo STAT:1253 TESTDEVICE!IS-5T22 Minimum Measurements Per Second  16:39:37.664 0
1D Statistic TimeTag STAT:1254 TESTDEVICE!IS-5T23 Maximum Measurements Per Second 16:39:37.664 0
STAT:1255 TESTDEVICE!IS-5T24 Average Measurements Per Second  16:39:37.664 0
STAT:1256 TESTDEVICE!IS-ST25 Lifetime Minimum Latency 16:39:37.664 -38,180 ms
Line6312M-PM252 Amps STAT:1233 Last Report Time 8:17.566 16:38:17.570 STAT:1257 TESTDEVICE!IS-5T26 Lifetime Maximum Latency :37. -44 ms
STAT:1258 TESTDEVICE!IS-5T27 Lifetime Average Latency -17.759 ms
STAT:1226  Time Quality Errors 0 16:38:17.570 STAT:1259 TESTDEVICE!IS-5T28 Up Time 16:39:37.664 310.178 s

Real-time
Line6111M-PM242  731.31 Amp: " Line6112M-PM244
722

O 0

Line6112A-PA244 -110.47 Deg

y

Line6112M-PM244 72062 Amp:
Line61V1A-PA241 -112.16 Deg
Line61V1M-PM241 304000 Volt:
Line61V2A-PA243 -108.33 Deg
Line61V2M-PM243 305000 Volt

Line6211A-PA246 11337 Deg

A L] L LA ALEA WL ML

16:38:18.258 16:38:25.229

Line6211M-PM246 E Amp:

Line6212M-PM248 0 A
ne mps Pracess Interval 33 ms Start Playback ‘ ‘ Return to Real-time

Line62V2A-PA247 0 Degrees

Line6311M-PM250 Amps

Line6312A-PA252 Degrees STAT:1225  Data Quality Errors ) 16:38:17.570
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openHistorian Archiving Measurements

Real-time openECA Feeding Run-time Statistics

B4 openHistorian Manager - DESKTOP-QQUUCTR\wangc — O x Ef openHistorian Manager - DESKTOP-QQUUCTF\wangc — O X
p g g P! g g
® openHistorian Manager o TR © © & @ openHistorian Manager o | © © &
Home Inputs Outputs Actions Metadata Monitorin: Reportin: System [ Home Inputs Outputs Actions Metadata Monitorin: Reportin: System [
P P g P 9 Yy P P g P! 9 Y
Graph Real-time Measurements Stream Statistics
Refresh Interval: 2 sec Last Refresh: 17:12:18.566 1714
ALL DATMLPMTZS 0 Volt StatusFlag Ref e | Display Settings | Save Display Settings | Load Display Settings Last Refresh: 17:14:41.837
Al DALl MM - U Volts _ 4 ALL DATA_OPENECA!ITESTTest Device
[] AL DAT.1A-PA2 Deare 160 Real-time PPA:1543 ALL_DATA_OPENECA!TESTDEVICE!PMIData Quality Errors 17:14:41.806 0
e e 4 |~ ALL DATA OPENECAILine112A-PA4 PPA:1551 ALL_DATA_OPENECAITESTDEVICE!S-SLast Report Time 17:14:41.806 14:41.799
. 1207 PPA:1544 ALL_DATA_OPENECA!TESTDEVICE!PMITime Quality Errors 17:14:41.806 0
AL DAT..1M-PM2 Amps ) y
804 —~ ALL_DATA_OPENECA!Line2111A-PA82 S —— S —— — PPA:1550 ALL_DATA_OPENECAITESTDEVICE!IS-STotal Frames 17:14:41.806 255
ALL DAT..2A-PA4 Degre: © I ——— : - PPA:1545 ALL_DATA_OPENECAITESTDEVICE!PMIDevice Errors 17:14:41.806 0
S 407 PPA:1552 ALL_DATA_OPENECA!TESTDEVICE!IS-SMissing Frames 17:14:41.806 45
[ ALL DAT.2M-PM4 Amps < [ ey g S S— — s e p S B AR R HEE H S PPA:1546 ALL_DATA_OPENECAITESTDEVICEIPMIMeasurements Received 17:14:41.806 0
v 07 PPA:1567 ALL_DATA_OPENECA!TESTDEVICE!IS-SMissing Data 17:14:41.806 45
[]  ALL DAT..1A-PAT D 2 9
AL DAL IAAL egret T - PPA:1547 ALL_DATA_OPENECA!TESTDEVICE!PMIMeasurements Expected 17:14:41.806 0
. ) o E PPA:1560 ALL_DATA_OPENECA!TESTDEVICE!IS-STotal Data Frames 219
[ ALL DAT.1M-PM1 Volts
-80—3 PPA:1548 ALL_DATA_OPENECA!TESTDEVICE!PMIMeasurements With Error 0
[] ALL DAT..2A-PA3 _120; PPA:1561 ALL_DATA_OPENECA!TESTDEVICE!IS-STotal Configuration Frames 0
E PPA:1549 ALL_DATA_OPENECA!TESTDEVICE!PMIMeasurements Defined [
[] ALL DAT..2M-PM3 1604712115 061 TATTOES PPA:1562 ALL_DATA_OPENECA!TESTDEVICE!S-STotal Header Frames 0
O — — PPA:1558 ALL_DATA_OPENECA!TESTDEVICE!IS-SReceived Configuration False
ALL DAT..A-PATS Degrer D Signal Reference Time Tag Unit PPA:1559 ALL_DATA_OPENECAITESTDEVICE!IS-SConfiguration Changes 17:14:41. 0
PPA:1555 ALL_DATA_OPENECA!TESTDEVICE!IS-SMinimum Latenc 17:14:41.806 -14,631.000 ms
[] ALL DAT..M-PMT78 Amps . i 3 _DATA Y .
P PPA326  ALL_DATA_OPENECALIne  17:12:19.385 Degrees 3 PPA:1556 ALL_DATA_OPENECAITESTDEVICE!IS-SMaximum Latency 17:14:41.806 -4,665.000 ms
[] ALL DAT.A-PABD Degre PPA482  ALL_DATA OPENECA!Line  17:12:19.385 77.4 Degrees 38 PPA:1563 ALL_DATA_OPENECAITESTDEVICE!IS-SAverage Latency 17:14:41.806 -9,111.000 ms
PPA:1564 ALL_DATA_OPENECA!TESTDEVICE!S-SDefined Frame Rate 17:14:41.806 30 frames / second
[ ALl DAT.M-PMB0 Amps PPA:1565 ALL_DATA_OPENECAITESTDEVICE!S-SActual Frame Rate 17:14:41.806 22.602 frames / second
PPA:1566 ALL_DATA_OPENECA!TESTDEVICE!IS-SActual Data Rate 17:14:41.806 0.000 Mbps
. P
[] ALL DAT.APATZ O Degress Run-time Statistics: ALL_DATA OPENECA  Refresh Interval: 2 sec PPA:1553 ALL_DATA_OPENECA!TESTDEVICE!S-SCRC Errors 17:14:41.806 0
PPA:1554 ALL_DATA_OPENECA!TESTDEVICE!IS-SOut of Order Frames 17:14:41.806 [
[] ALL DAT.M-PM77 0 Volts D Statisti Val TimeT: i
e isHe aue imelag PPATS57 ALL_DATA_OPENECAITESTDEVICE!S-SInput Stream Connected 17:14:41.806 True
[] ALL DAT.A-PA79 0O Degrees STAT:304  Subscriber Connected True 17:12:15.760 PPA:1568 ALL_DATA_OPENECA!TESTDEVICE!IS-STotal Bytes Received 17:14:41.806 [
PPA:1569 ALL_DATA_OPENECA!TESTDEVICENS-SLifetime Measurements 17:14:41.806 [
[] ALL DAT..M-PM78 0 Volts STAT:306  Processed Measurements 263,195 17:12:15.760 PPA:1570 ALL_DATA_OPENECAITESTDEVICE!IS-SLifetime Bytes Received 17:14:41.806 2,322,408
- cr PPA:1571 ALL_DATA_OPENECA!TESTDEVICE!IS-SMinimum Measurements Per Second 17:14:41.806 0
+7 4 STAT:307 Total Bytes Received 112,556 17:12:15.760 = =
ALL DAT.A-PAB2 774 Degrees " PPA:1572 ALL_DATA_OPENECAITESTDEVICE!S-SMaximum Measurements Per Second  17:14:41.806 0
[] ALL DAT.M-PM82 4 Amps STAT:305 Subscriber Authenticated False 17:12:15.760 PPA:1573 ALL_DATA_OPENECA!TESTDEVICE!IS-SAverage Measurements Per Second  17:14:41.806 0
R P o PPA:1574 ALL_DATA_OPENECA!TESTDEVICE!S-SLifetime Minimum Latency 17:14:41.806 -43,121 ms
[] ALLDAL.APAS4 © Degrees STAT:308  Authorized Signal Count 17:12:15.760 PPASTS ALL_DATA_OPENECA!TESTDEVICE!S-SLifetime Maximum Latency -44 ms
STAT:309  Unauthorized Signal Count 3 T 336T PPA:1576 ALL_DATA_OPENECAITESTDEVICE!S-SLifetime Average Latency -18,341 ms
PPA:1577 ALL_DATA_OPENECA!TESTDEVICE 2,414.320s
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IEEE 118-bus Standard System Topology Information

1 <?xml version="1.0" encoding="utf-8"?2>

2 %%<StudyCa5e xmlns:xsi="http://www.w3.o 2001 /f¥MLSchema-instance" xmlns:xsd="http://www.w3.o: 2001 /¥MLSchema" BaseMVA="100" BascFv="345">

2 —| <«Branches:>

4 <Branch LineNumber="1" FromBusNumber="8" ToBusNumber="9" Resistance="0.00244" Reactance="0,030499999" Susceptance="0.580999961" HighVoltageLineFlag="true" ReferenceFlag="false" />

3 <Branch LineNumber="2" FromBusNumber="8" ToBusNumber="30" Resistance="0.00431" Reactance="0.050399998" Susceptance="0.256999996" HighVoltagelLineFlag="true" ReferenceFlag="false" />

6 <Branch LineNumber="3" FromBusNumber="9" ToBusNumber="10" Resistance="0.00258" Reactance="0.032200001" Susceptance="0.615000005" HighVoltageLineFlag="true" ReferenceFlag="false" />

T <Branch LineNumber="4" FromBusNumber="26" ToBusNumber="30" Resistance="0.00799" Reactance="0.086000005" Susceptance="0.454000003" HighVoltagelineFlag="true" ReferenceFlag="false" />

8 <Branch LineNumber="5" FromBusNumber="30" TocBusNumber="38" Resistance="0.00464" Reactance="0.054" Susceptance="0.210999896" HighVoltageLineFlag="true" ReferenceFlag="false" />

9 <Branch LineNumber="6" FromBusNumber="38" ToBusNumber="65" Resistance="0.00901" Reactance="0.098600002" Susceptance="0.522999992" HighVoltageLineFlag="true" ReferenceFlag="false" />
10 <Branch LineNumber="T" FromBusNumber="63" TocBusNumber="64" Resistance="0.00172" Reactance="0.02" Susceptance="0.108000002" HighVoltagelLineFlag="true" ReferenceFlag="false" />
11 <Branch LineNumber="8" FromBusNumber="64" ToBusNumber="65" Resistance="0.00269" Reactance="0.0302" Susceptance="0.189999998" HighVoltageLineFlag="true" ReferenceFlag="false" />
12 <Branch LineNumber="9" FromBusNumber="65" ToBusNumber="68" Resistance="0.00138" Reactance="0.015999995" Susceptance="0.319000001" HighVoltageLineFlag="true" ReferenceFlag="false" />
13 <Branch LineNumber="10" FromBusNumber="68" ToBusNumber="81" Resistance="0.00175" Eeactance="0.020200001" Susceptance="0.404000015" HighVoltagelLineFlag="true" ReferenceFlag="true" />
14 <Branch LineNumber="11" FromBusNumber="68" ToBusNumber="116" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.5809%9961" HighVoltageLineFlag="false" ReferenceFlag="false" />
15 <Branch LineNumber="12" FromBusMumber="5" ToBusNumber="8" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
le <Branch LineNumber="13" FromBusNumber="17" ToBusWumber="30" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
17 <Branch LineNumber="14" FromBuslumber="25" ToBuslumber="26" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
18 <Branch LineNumber="15" FromBusNumber="37" ToBusNumber="38" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
19 <Branch LineNumber="16" FromBuslumber="59" ToBuslumber="63" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
20 <Branch LineNumber="1T7" FromBuslumber="61" ToBusNumber="64" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
21 <Branch LineNumber="18" FromBusNumber="65" ToBusNumber="66" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
22 <Branch LineNumber="19" FromBuslumber="68" ToBusNumber="69" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
2] <Branch LineNumber="20" FromBusNumber="80" ToBusNumber="81" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
24 <Branch LineNumber="21" FromBuslumber="8" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999%961" HighVoltageLineFlag="false" ReferenceFlag="false" />
233 <Branch LineNumber="22" FromBusNumber="10" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
26 <Branch LineNumber="23" FromBusWumber="26" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.580999961" HighVoltageLineFlag="false" ReferenceFlag="false" />
27 <Branch LineNumber="24" FromBusNumber="65" ToBusNumber="-1" Resistance="0.00244" Reactance="0.030499999" Susceptance="0.58099%9961" HighVoltageLineFlag="false" ReferenceFlag="false" />
28 ~ </Branches>
29 H <«Buses>
30 <Bus BusNumber="8" BusName="Olive" ReferenceFlag="false" />
31 <Bus Buslumber="9" BusName="Bequine" ReferenceFlag="false" />
3z <Bus Buslumber="10" BusName="Breed" ReferenceFlag="false" />
33 <Bus BusNumber="26" BusName="TannrsCk" ReferenceFlag="false" />
34 <Bus BusNumber="30" BusName="Sorenson" ReferenceFlag="false" />
35 <Bus BusNumber="38" BusName="EastLima" ReferenceFlag="false" />
36 <Bus Buslumber="63" BuslName="Tidd" ReferenceFlag="false" />
2 <Bus BusNumber="64" BusName="Kammer" ReferenceFlag="false" />
38 <Bus BusNumber="65" BusName="Muskngum" ReferenceFlag="false" />
39 <Bus Buslumber="68" BusName="Sporn" ReferenceFlag="false" />
40 <Bus BusNumber="81" BusName="Kanawha" ReferenceFlag="true" />
41 - </Buses>
4z —</StudyCase>
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Application Data Collection from openHistorian Demonstration

EE LineZy
Function Selection
(® CT/PT Calibration (O Line Parameters Estimation

(O) Realtime Parameters Calculation

Input Data Acquisition
Data Source Selection
@ Historical Data O Realtime Data
Data Collection Settings
Host Address: Data Port:
Meta-data Port: Instance Name: @

Stat Time: [10/10/201718:05:16 G~ |

= X

Kanawha

’Spom

’Muskrgm

EastLima

Sorenson

Breed

Olive ’Bequine

Kammer

Tidd

TannrsCk

End Time

- 1010201718066 @~ |

Point List / Fitter Expression:

PPA:1,PPA:2,PPA:3;PPA:4,PPA:5;PPAG,PPA:7,PPABPPASP A
PA:10;PPA:11;PPA:12:PPA:13;PPA: 14;PPA:15,PPA: 16:PPA:17;
PPA:18;PPA:19:PPA:20;PPA:21,PPA:22,PPA:23;PPA:24;PPA:2
5.PPA:26,PPA:27.PPA:28.PPA:29,PPA:30;PPA:31,PPA:32,PPA:

Frame+ate Estimate: frames per second

‘C:\Usera\wangc\[)ed(topﬂ 18SystemConfiguration xml J

Meta-data Tmeolt: Message Interval: [2000__ |

[ Enable Logging Trend Data

Messages

»>> Loading source connection metadata... P
*** Metadata Load Complete ***

Total metadata load time 4.659 seconds...

>>> Processing filter expression for metadata...

>>> Historian read will be for 192 points based on provided meta-data
expression.

*** Filter Expression Processing Complete ***

Line Frome Bus Kvi Ki1 ) To Bus Kv2
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Application Results Demonstration

57 LineZy = X
Function Selection
(® CT/PT Calibration (O Line Parameters Estimation
(O) Realtime Parameters Calculation
Input Data Acquisition Kanawha ’ Spomn ’Muskngm Easilima Sorenson Olive ’ Bequine Breed
Data Source Selection
(® Historical Data (O Realtime Data ‘ ‘ ‘ ‘ ‘
Data Collection Settings
Host Address: [127.0.0.1 Data Por:
Meta-data Port: Instance Name: |PPA Kammer Tidd TannrsCk
Start Time: [10/10/201718:05:16 (@~ |
End Time: ‘10/10/20171&06:15 @~ |
Point List / Fitter Expression:
PPA:1.PPA:2.PPA:3;PPA:4,PPA:5;PPA:6,PPA:7,PPA:B.PPASP A
PA:10:PPA:11;PPA:12,PPA:13.PPA: 14,PPA:15,PPA:16;PPA17,
PPA:18;PPA:19;PPA:20;PPA:21,PPA:22,PPA:23,PPA:24,PPA:2
5.PPA:26,PPA:27.PPA:28,PPA:29.,PPA:30;PPA:31.PPA:32,PPA: 9
Frame rate Estimate: frames per second [C:\Users\wangc\Desktop\118SystemCorfigurationaml || | Launch Cancel Export
Meta-data Timeout: Message Interval: [2000__ |
Enable Loggi Line Frome Bus Kv1 KI1 To Bus Kv2
& S0 Trend Data Number Name Magnitude KV1 Angle Magnitude Ki1 Angle Name Magnitude KV2 Angle
_ - e - — o e —
5 Spom 0.9954 1.1471 1.0064 -1.7162 Muskngum 0.9863 1.3061
Messages 6 Muskngum 0.9863 24448 0.9841 -0.4055 EastlLima 1.0025 23944
A 8 Muskngum 0.9961 1.556 0.9828 -1513 Kammer 1.0193 0.0551
1'!"‘*5‘13‘5 poits: 1342 L 5 Eastlima 09919 0.7017 1.0046 28735 Sorenson | 1.0104 0.0228
ime-span covered: 60 seconds: 1 minute
Processed timestamps: 1,292 2 Sorenson 1.0106 0.5144 1.0085 04743 Olive 0.9569 0.8579
Expected points: 345,600 @ 30 samples per second
Received borts. 248,064 4 Sorenson | 0.9704 0.1915 1.0028 3334 TanwsCk|0.9728 0361
Duplicate points: 0 N 1 Clive 0.9901 -1.2493 1.0062 £0.7118 Bequine 0.9925 -1.5878
Desa complefenam: 71.774% 3 Bequne  |10123 20978 0.978 25363 Breed 1.001 0915
7 Kammer 09787 0.8976 0.8765 26133 Tidd 0954 1.1798
>>> Historical Data Collection Completed!
»>> CT/PT Calibration Functionality Launched! ) é 3
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Application Results Based on Real-time Data Demonstration

== LineZy = X
Function Selection
(® CT/PT Calibration (O Line Parameters Estimation
(O) Realtime Parameters Calculation
Input Data Acquistion Kanawha ’Sporn ’Muskngln Easilima Sorenson Olive ’Bequine Breed
Data Source Selection
(O Historical Data (® Realtime Data ‘ ‘ ‘ ‘
127.001 38402
Kammer Tidd TannrsCk
PA10.PPA11.PPA:12.PPA 12.PF“-’
PPA-18:PPA 19.PPA-20:PPA 21:PPA-22;
5:PPA:26:PPA:27.PPA:28.PPA: 29 PP
efate e |30 & ‘C:\Users\wangc\ﬂeddopﬂ 18SystemConfiguration xml J Launch Cancel Export
60_ 2000
Irend Dat !l‘i':bu' Name e &i‘lude KV1 Angle &llude Ki1 Angle TN';&’ Kﬂ\afzg'lll.de KV2 Angle
10 Kanawha 1 0 1.0023 0.0003 Spom 0.9869 2114
5 Spom 1.0017 1.1237 1.0092 -1.7405 Muskngum 0.9885 1.2821
Messages 6 Muskngum 0.9885 -2.4688 0.9835 £0.5183 EastlLima 1.0052 23472
»>>» CT/PT Calibration Functionality Launched! A 8 Muskngum 0.9984 1.532 0.9751 -1.4078 Kammer 1.0214 0.0327
»»> Realtime Sreaming Data Collection Starts. 5 Eastlima 0.9947 0.6546 1.0068 2.8358 Serenson 1.0144 0.0505
2 Sorenson 1.0144 0.5877 1.0105 04291 Olive 0.9599 0.9189
Stext Time: 10/18/2017 12058 PM 4 Sorenson | 0.974 0.1181 1.0055 34043 TanrsCk | 0.9751 0433
End Time: 10/18/2017 1:21:39 PM 1 Clive 0.9931 -1.3103 1.0075 -0.7551 Bequine 0.997 -1.6602
T DT — 3 Bequne  |1.0172 20254 0.9967 26956 Breed 10199 085
7 Kammer 0.9808 0.924 0.8228 -2.0569 Tidd 0.9959 1.1542
>>> Starting CT / PT Calibration ...
v < >
[~ = = B » » open
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Application Results Based on Field Data Demonstration

® Dominion Energy Virginia Field Data

=14 LineZy
Function Selection
@ CT/PT Calibration (O Line Parameters Estimation

(O Realtime Parameters Calculation
Input Data Acquisition
[ [ | | [ | | [ | | | [ |
I i | ! I | ! h ! H I |

Data Source Selection
@ Historical Data (O Realtime Data

Data Collection Settings

Host Address: |127.0.0.1 Data Port:

Meta-data Port: |6175_ Instance Name:

Start Time: |10/10/2017 18:05:16 [~
End Time: (10/10/2017 18:06:16 [E)~

Point List / Fitter Expression:
06:PPA:1207.PPA:1208,PPA:1209:.PPA:1210:PPA:1211:PPA:12 A

12,PPA:1213;PPA:1214,PPA:1215:PPA:1216,PPA:1217.PPA:12
18:PPA:1219;PPA:1220;PPA:1221;PPA:1222,PPA:1223;PPA:12
v
Frame-ate Estimate: (30_ | frames per second IC.'\.Users‘\wangc\Deskiop‘\.DVPSystemCorlﬁguratlonxml } Launch Cancel Export
Meta-data Timeout: |60_ Message Interval: IZDDD— I
Enable Logging Trend Data

L ™

250906 1.0636 10.1618

Name
| ]
19.1632 B | 1042 14.26%6
|

NaN NaN

Name
— .
22 I | 10452 12.2257 0.2185
I [ NaN NaN

MessaQES
~ 2

11! Line 36 from | = NOT be calibrated due to

limited data.

#22 Line 21 from [ =< be<n calibrated.
11! Line 35 from [N -~ NOT be calibrated due to

limited data.

11! No reference !I!
>

%
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Demonstration Results

® Numerical Results for IEEE 118-bus System

O True Values

e Estimated Values

©
© ®
®
© % ®ay *00 L@
o 8 . 0%
: ® ® 5
£ ® © o s G0 s
. o © ©
®
®©

Correction Factors Real Part
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Deployment Results Report

Transmission Line Parameters Estimation
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Virginia Tech Transmission Line Parameters Estimation Observations

® Analytic Installation and Configuration Observations

= The installation was convenient and quick. Cooperating with the configured openECA
platform, the application can properly acquire and collect the real-time data streaming.
The real-time data is also archived in openHistorian and accessible for the application to
query. The system diagram can be demonstrated by the application with the provided
XML file containing system topology information.

® Issues List
= Real PMU measurements data quality need to be improved.

@ Stability

= The application can continuously and stably provide transmission lines parameters
calculation results. No stability issues have been noted so far.

® Results display / presentation

= Test based on both the IEEE 118-bus standard system and the Dominion Energy Virginia
system are conducted. The ratio errors (correction factors) of the CTs and PTs and the
concerned transmission lines’ parameters are demonstrated by the table in the
application.

@ % DOE FOA 970
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Application Data Flow

o o i . . -\
. Option1 1 | Application @

|
|
}
Internal |
Subscription \

—

Off-line Analytics:

Historical PMU |
Measurements }

Option 2

e CT/PT Calibration

e Transmission Line
Impedance Estimation

Direct Data Streaming
Collection

On-line Analytics:

e Real-time Impedance
Calculation
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Application Results Demonstration

== LineZy = X
Function Selection
(O CT/PT Calibration (®) Line Parameters Estimation
O Realtime Parameters Calculation
Input Data Acquistion ’Kannnln ’ Spom ’Mklgln Easilima Sorenson Olive ’ Bequine ’Breed
Data Source Selection
(® Historical Data (O Realtime Data ‘ ‘ ‘ ‘ ‘
Data Collection Settings
Host Address: Data Port:
Meta-data Port: Instance Name: Kammer Tidd TannrsCk
Start Time: [10/10/201718:05:16 (@~ |
End Time: [10/10/2017 18:06:16 [~ |

Point List / Fitter Expression:

0:PPA:171;PPA:172.PPA:173,PPA:174,PPA:175.PPA: 176:PPA: A
177,PPA:178,PPA:179,PPA:180,PPA:181,PPA:182,PPA:183,PP
A:184;PPA:185;PPA:186;PPA:187,PPA:188;PPA:189;PPA:190;
PPA:191;PPA:192;

Frame rate Estimate: frames per second [C:\Users\wangc\Desktop\118SystemCorfigurationaml || | Launch Cancel Export
Meta-data Timeout: Message Interval: [2000__ |
[ Enable Logging Trend Data a8 g ﬁmﬁ KV2 Angle K‘?m“de KI2 Angle Resistance Reactance Suscegitance
) e
) T 0.9862 11743 1.009 08112 0.0013 0.0159 0.320935
e 5 Eastlima  |1.0017 21273 1.0283 7.1306 0.0024 0.0%1 0531118
=~ 8 Kammer  |1.0193 00546 1.0056 5628 0.0013 0.0302 0192989
### Line 2from bus 3010 bus 8 has been estimated. 5 Sorenson | 1.0096 02435 0.9874 17713 0.0018 0.0541 021095
### Line 4 from bus 30 to bus 26 has been estimated. 2 Olive 0.9578 -1.1159 09777 26387 0.0008 0.0502 0.258881
T IO I T 4 TanrsCk | 0.9726 04923 1.0207 85474 0.0102 00827 0469563
_ _ 1 Bequne  |0.9933 -1.9629 1.0264 91641 0.0023 0.0301 0.589271
it Lo imemiun S bow: T o epe piewtngt 3 Breed 10019 12287 0.9504 6.3261 0.0014 00323 0.595884
#222 Line 7from bus B4 to bus 63 has been estimated. 7 Tidd 0.9%43 1.0662 0.9685 11.0617 0.0019 0.0207 0.115562
w < >
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Application Results Based on Real-time Data Demonstration

== LineZy X
Function Selection
(O CT/PT Calibration (®) Line Parameters Estimation
(O) Realtime Parameters Calculation
Input Data Acquisition ’Kanmvln ’Spom ’Mkngm EastlLima Sorenson Olive ’Bequine ’Breed
Data Source Selection
(O Historical Data (® Realtime Data ‘ ‘ ‘ ‘ ‘
38402
= |PPA Kammer Tidd TannrsCk
OFPA171,PPA172PPA 173 PPA 174 PPA175,PPAT76.PPA. A
177.PPA.178;PPA:179;PPA:180;PPA;181,PPA:182,PPA:183.PP
A:184,PPA:185;PPA:186,PPA:187 PPA:188,PPA:189;PPA:150;
PPA:191:PPA:192, %
efate « 30 e C:\Users'wangc'Desktop'118SystemConfiguration xmi J Launch Cancel Export
60_ 2000
Trend Data Line :.l'.l &iluie KV2 Angle Kt?ﬂagﬂl.de Ki2 Angle Resistance Reactance Susceptance
e —
9 iskng 0.9862 1.1792 1.0073 25095 0.0008 0.016 0.320151
Messages 3 Eastlima 1.0018 21271 1.025 46941 0.0064 0.0963 0.531218
A 8 Kammer 10193 £0.0515 1.0061 4 4896 0.0011 0.0303 0.192835
HiF Ve 2o Tue 3010 bus B haghser sstinated. 5 Sorenson | 1.0097 02428 0.5825 26571 0.0033 0.0543 0210256
##it Line 4 from bus 30to bus 26 has been estimated. 2 Olive 0.9575 -1.0965 0.9827 5.5568 0.0038 0.0457 0.259129
it Ui V5 nat s B i s Dt Bisery astesated.. 4 TannrsCk 0.9727 .4888 1.0209 85334 0.0102 0.0827 0.469325
7 7 1 Bequine 0.9932 -1.5472 1.0271 9.1626 0.0024 003 0.589922
L e Te bow T owomn ot 3 Breed 10031 12123 0.9504 6.3753 0.001 0.0333 0.595277
##i# Line 7 from bus 64 to bus 63 has been estimated. 7 Tidd 0.9543 1.0673 0.9907 10.9983 0.0016 0.0203 0.117053
% T
v < >
[~ == P » » open
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Application Results Based on Field Data Demonstration

® Dominion Energy Virginia Field Data

: LineZy
Function Selection

(O CT/PT Calibration (®) Line Parameters Estimation

(O Realtime Parameters Calculation

Input Data Acquisition

Data Source Selection

(® Historical Data (O Realtime Data

Data Collection Settings

Host Address: Data Port:

Meta-data Port: Instance Name:

Start Time: (10/10/2017 18:05:16 [@~
End Time: {10/10/2017 18:06:16 [G~

Point List / Fiter Expression:
06:PPA:1207,PPA:1208:PPA:1209.PPA:1210;PPA:1211.PPA:12 A
12,PPA:1213,PPA:1214,PPA:1215,PPA:1216,PPA:1217.PPA12
18:PPA:1219;PPA:1220:PPA:1221;PPA:1222.PPA:1223:PPA:12

24;
v

Frameate Estimate: |30_ | frames per second

Meta-data Timeout: |60_ Message Interval: [ZDDD_ ‘
Enable Logging Trend Data

Messages

1.538952

A~

11 Line 36 from | <=~ NOT be calibrated due to

limited data.

#ttf Line 21 from [N - =: be<n cstimated
11 Line 35 from [N - - NOT be calibrated due to

_ P B “ 8 open
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Demonstration Results

® Numerical Results for IEEE 118-bus System

Fézr: KV1 Error KI1 Error BTJ’S KV2 Error KI2 Error h A d
Error Error Rate (%) Error Error Rate (%) Error Error Rate (%)

81 N/A N/A 68 yooriedr S90S | 2.73E-06 0.1558 4.02E-07 0.0020 | -5.30E-05 | -0.0131

68 Dooell D2 g5 el Ml | 3.55E-06 0.2570 6.85E-05 0.4278 -0.00144 -0.4508

65 30300 Te00edS gg [Jl0we0s 927103 | 9.76E-05 1.0833 7.47E-04 0.7577 -0.00287 -0.5485

65 jaTuend  TTODS eq 20200 83D | 2.52E-05 0.9365 | -2.40E-04 | -0.7935 | 0.003803 2.0016

38 SOl S8NSeDS g 2ONOTEOS S0 | 4.79E-05 1.0327 4.25E-04 0.7869 -0.00161 -0.7634

61 oveeon  oeeos 63 oeeete  oraewe | -1.99E-04 | -11.5762 | -2.71E-04 | -1.3573 | 0017419 | 16.1283

D e a8 o Sowecos | -9.40E-05 | -2.1806 | -5.01E-04 | -0.9944 | 0.002828 | 1.1003

e B e e | 3.93E-04 | 49192 | 3.23E-03 | 3.7564 | -0.01661 | -3.6576

o QUmE aseew o s 10? | 5o3E05 | 24303 | GOOE-04 | 19954 | -001073 | -18460

o S dsmen o ddmets 2006 | 40pE05 | 15574 | 651E-04 | 20220 | 001191 | -19363
DOE FOA 970 2 Dominion [ V- s’ T h GRID open
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Virginia Tech/Dominion Energy
Demonstration Results Report

PMU Synchroscope Analytic Demonstration Results

Tapas Kumar Barik
October 20, 2017
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Installation Overview

« The final executable PMU Synchroscope.exe file (built using openECA) is installed on the
client/user system.

« For testing and demonstration purpose, real time simulated PMU data are streamed in using
the OPAL-RT ePHASORSIM simulator procured by Dominion Energy.

e A custom modified two islanded model for the 39 bus IEEE system is generated and
executed on the RT-LAB target simulator and the simulated synchrophasor data is streamed
over the C37.118 protocol to the openECA instance on the client’s location.

« The PMU Synchroscope installed application receives and generates signals from and to the
openECA platform as described in the following slides.

¢ .| PMU Synchroscope
modifed OPAL-RT c37.118 ‘ Platform

IEEE 39 bus ePHASORSIM Protocol

islanded model Q k
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Data Stream Connection to openECA Platform

) openECA Manager - ECEVIRG-5FKAQQN\Tapas = | Lo}
o openECA Manager Cmenhi

Home Devices Adapters Metadata Monitoring Alarms Advanced w@

Default

= Device Outputs Monitor

StatusFlag Reference Display Settings Refresh Interval: 5 sec Last Refresh: 17:39:58.157
@ BUS2_39S5YS Bus2 39S5ys IEEE C37.118-2005 Edit -
WP BUS30 _395YS Bus30_39Sys IEEE C37.118-2005 Edit
& BUS31 39S5YS Bus31 39Sys IEEE C37.118-2005 Edit
- &P BUS32_395YS Bus32 39Sys IEEE C37.118-2005 Edit
&P BUS33_39SYS Bus33_39Sys IEEE C37.118-2005 Edit
- &P BUS34_395YS Bus34 _39Sys IEEE C37.118-2005 Edit
- &P BUS35 395YS Bus35_39Sys IEEE C37.118-2005 Edit
@ BUS36_395YS Bus36_39Sys IEEE C37.118-2005 Edit
@ BUS37_395YS Bus37_39Sys IEEE C37.118-2005 Edit
&P BUS38 395YS Bus38_39Sys IEEE C37.118-2005 Edit
- &P BUS39_395YS Bus39 39Sys IEEE C37.118-2005 Edit
PPA:2122 Bus39_39Sys Analog Value 1 17:39:58.300 31s B
PPA: 2123 Bus39_39Sys Analog Value 2 17:39:58.300 29
PPA:2127 Bus39_39Sys Frequency Delta (dF/dt) 17:39:58.300 (o]
PPA:2124 Bus39_39Sys Digital Value 1 17:39:58.300 1
PPA:2125 Bus39_39Sys Digital Value 2 17:39:58.300 o
PPA: 2126 Bus39_39Sys Frequency 17:39:58.300 60.077 Hz
PPA:2130 Bus39_39Sys V29 + Voltage Phase Angle 17:39:58.300 146.776 Degrees
PPA: 2132 Bus39_39Sys 139 + Current Phase Angle 17:39:58.300 175.896 Degrees
PPA:2129 Bus39_39Sys V39 + Voltage Magnitude 17:39:58.300 298738.75 Volts =]
PPA: 2131 Bus329_39Sys 139 + Current Magnitude 17:39:58.300 3776.937 Amps
PPA:2133 Bus39_39Sys Time Quality Flags 17:39:58.300 o
PPA:2128 Bus39_39Sys Status Flags 17:39:58.300 00000000 Hex
- &P BUS3_395YS Bus3 39Sys IEEE C37.118.2-2011 Edit
@ BUS40_395YS Bus40_39Sys IEEE C37.118-2005 Edit
@ BUS41_395YS Bus4l 39Sys IEEE C37.118-2005 Edit
@ BUS42_395YS Bus42 39Sys IEEE C37.118-2005 Edit
- &P BUS43_395YS Bus43_39Sys IEEE C37.118-2005 Edit
&P BUS44_395YS Bus44 _39Sys IEEE C37.1128-2005 Edit
&P BUS45_395YS Bus45_39Sys IEEE C37.118-2005 Edit
- @ BUS46_395YS Bus46_39Sys IEEE C37.118-2005 Edit
@ BUS4_39SYS Bus4_39Sys IEEE C37.11828.2-2011 Edit -

‘ DOE FOA 970
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PMU Synchroscope Execution

Once the installed application is executed as an administrator, an Input screen pop up window
appears.

The user can select the two remote buses on each island to be synchronized using the signal
reference as depicted on the openECA platform.

For the custom modified model Bus 39 (Island-1) and Bus 46(Island-2) are to be synchronized and
thus respective fields are filled .

Synchronizing breaker close and open commands are sent in form of voltages (0 or 5 Volts)to
predefined measurement channels (required fields in the input screen) which are configured into an
output stream of openECA and ultimately sent back to the simulator via C37.118 protocol.

Once all the signal references are filled up, the framework is created by clicking ENTER button and
data starts streaming from openECA platform into the Synchroscope analytic.

Tolerance limits (which can be user defined as opposed to physical synchroscope hardware) are also
provided and finally the Synchroscope analytic is launched

A\ DOEFOA970

DE-OE-778

w

o [WVirginiaTech @)

ALLIANCE



RT-LAB Simulator Custom Modified IEEE-39 Bus Model

Simulated PMU communicating over C37.118 Slave

=]

Help
Voltages ..
Voltage_Mag ) pu Voltages_V Queue Monttoring
Queue Wonitoring
[Synch_breaker] Synch_Breaker Valtage_Ang ¥ Degree  Radian_V # V_Angles
1 1 v_magnitude
freq CB Close
Rotor_spd | dev Curents
dev ROC output
Cument_Mag pu  Currents A —} i
CEB open
Bus_\olages
Current_Ang p{Degree  Radian_|
P Voltages_Mag_mod
[Load_changes] Load_changes
Voltage_Mag_Top pu Voltages_V
| Voltages_Ang_mod Bus_Data
Voltage_Ang_Top | Degree  Radian_V
Curents_Mag_mod
Bus_Currents
Curent_Mag_Top pu Cuments_A
’—D Cumrents_Ang _mod
68 satused CB_Sae Current_Ang_Top piDegree  Radian_|
v L
Real_Power Constant1 syncen
load_buses .
: 7/
Solver
n [nominal_freq] Ramp seconds .m ~Frequency deviation1
Nominal_freq Frequency deviation1
To (:haﬂge tg_? fr:qu enc;r_ heltweeg 310 angdﬁllll Hz,;h; con ﬂaﬂti'N{;}mmaljreq" value Repeating nanoseconds =~ Frequency ROC1
mug be modified accordingly and the model mug be recompiled. Sereie Froquency ROCT

The "Frequency” parameter of the /O mudt also be modified accordingly.
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Input Screen

Ul

-

o5l Input screen

| PMU Synchroscope |
Enter the Sii__:;rnal Reference for the following data
|Inmming Phasor Data | |Heference Phasor Data |
Frequency BUS39 335YS-FQ & Freguency BUS46_355Y5-FQ -
Voltage Magnitude BUSISE_BSS.‘.I‘S-.PM:I. # Voltage Magnitude BLIS-"IJE_BCH'SY.S—I.:‘M.'I. -
Voltage Angle BUS39_235YS-PAT v Voltage Angle BUS46_395YS-PA1 -
ROCOF .ELISSB_BBSYS-DF - ROCOF BUS4R_355Y5-DF -
|Sync:hmniz'ng Breaker Data |
Synchronizing Breaker Status BUS35_355Y5-DW1 -
Breclicr dnse command SYNCHROSCOPEIMAP_OUT-FM1 - Breaker open command SYNCHROSCOFEMARP_OUT-FMZ2 -
|Tnlerance Limits |
Enter the following data
Frequency slip limit{{in HZ) 0.1 WMag limit{{in pu) 0.05 Vphase Angle limit{{in deg) 15|

| DOE FOA 970
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PMU Synchroscope Execution

Depending upon whether the incoming phasor has a frequency greater or smaller than the reference
phasor, the rotating hand will move clockwise or counter-clockwise respectively as shown in the
figure.

If the difference in values of frequency or voltage magnitude between both phasors are beyond limit,
the checkboxes would show up in red (green if within limits).

The user can provide the downstream delay (predefined upon study of system which includes
communication delay and breaker closing time delay) according to which an advanced angle(function
of frequency slip and delays) is calculated and a modified tolerance angle window is generated.

Once all the necessary requirements are fulfilled, the user can initiate the breaker close command
when the rotating phasor hand lies within this modified tolerance angle window.

AUTO mode is also provided for the ease of the user which senses the advanced angle at which the
breaker close command should be initiated such that the actual final breaker closing is carried out
with 0 degree phase angle difference(12 o’clock position)
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PMU Synchroscope Ul

i a5l PMU Synchroscope i 'V\J E AITTTTY Wi EIM'
305 i Vol M 60:29 — Incoming_Freguency
i b Ref_\«"olta_ge_l\-'lag_ —— Reference_Frequency
E : 60.19
2982 PMU SYNCHROSCOPE
2934 60.08
= — | %
2818 59.89
i 59.79
0 20 40 60 — 20 40
44 26
[Frequency(in Hz) |
Incoming Phasor Reference Phasor
29878 29053 60.14 60.07
Enter total_delay(in ms)
e
-121.62 -169.74
— —
[ Raise ] [ Lower ] _]
Within Limits :No Action Lower By 0.13 Hz
Necessary
- DOE FOA 970 2 Dominion M\ 7 t i1 GRID sl
DE-OE-778 g Energy" rgll 114 ec PROTECTION =07,
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Demonstration Results

The application was executed with variable downstream delays and variable
frequencies and successful and satisfactory response of synchronization between
the two islands was observed.

The Synchronizing breaker status can be viewed as the circle in the middle of the
synchroscope (Green-Open ,Red-Close)

The transients involved after the synchronization were minimal which is a indication
of proper and successful synchronization.

The Synchronization breaker close and open signals generated using the analytic can
be visualized on the openECA platform.

These signals for the demonstration purpose are sent back to the OPAL-RT simulator
as output streams from openECA via C37.118 protocol.

@EW  DOE FOA 970

DE-OE-778

w

o [WVirginiaTech @) 7

ALLIANCE



Demonstration Results

o PMU Synchroscope E@ﬁ
310 . St — Incoming_Fregquency
— Incoming_Voltage Mag —— Reference_Frequenc,
— Ref_Voltage_Mag -_Freg ¥
2042 - 60.16
? PMU SYNCHROSCOPE

. - >

286.8 59.86
= 5976
0 20 40 60 i) 20 40 60
769
Incoming Phasor Reference Phasor Incoming Phasor Reference Phasor
20862 298.62 " 59.98 59.99
[VoltageAng(in Deg) | \ // Enter total_delay(in ms)
!
500
-1454 -1454
et Frag Wmaag B cn
[ Raise ] [ Lower ] [ Raise ] [ Lower ]
Within Limits :No Action Within Limits :No Action
Necessary Necessary

open

2333',59" @ Vll‘glnlaTe Ch I(DBRRcl)DTECTION ECA

ALLIANCE 10

DOE FOA 970
DE-OE-778

w



Circuit Breaker Close Signal on openECA

@) openECA Manager - ECEVIRG-5FKAQQI\Tapas
o openECA Manager Current Node:

Home Devices Adapters Metadata Monitoring Alarms Advanced

Default

= Trend Real-time Measurements ————0 o . . ...

Refres.,h Interval: 2 sec Last l_?efresh: 18:57:11.162 StatusFlag Reference | Display Settings | Save Display Settings | Load Display Settings
I @PBUS33 39SYS Edit - Real-time,
I @ BUS34 39sVs Edit — SYNCHROSCOPE!MAP_OUT-PM1

- @ BUS35 393YS Edit — SYNCHROSCOPE!MAP_OUT-PM2 |
I @PBUS36 395YS Edit - - - - - - - - . N

> @ BUS37 39SYS Edit
I &P BUS38 395YS Edit
- @ BUS39 395YS Edit
I &P BUS3 39SYS Edit
I @ BUS40 395YS Edit
@ BUS41 395YS Edit
> @ BUS42 39SYS Edit
@ BUS43 395Y5 Edit
@ BUS44 39SYS Edit 18:57702 300 THTSTTO.600

@ BuUsS45 395YS Edit “~ ) Historical Playback
I @@ BUS46 395YS Edit B : .
I @ BUS4 39SYS Edit Start Time *-10m Stop Time *
@ BUSS5 39s5YS Edit Process Interval LI 33 ms [ Start Playback ] [ Return to Real-time ]
@ BUS6 395YS Edit
- @ BUS7 39SYS Edit ID Signal Reference Time Tag Value Unit
@ BUSS 39SYsS Edit SYNCHROSCO#F SYNCHROSCOPE!MAP_OU 18:57:10.800 o Volts x =
- &P BUS9 39SYS Edit SYNCHROSCOF SYNCHROSCOPE!MAP_OU 18:57:10.800 (o] Volts x
< @ MAP OUT Edit =
SYNCHRO..OUT-DF o
[l SYNCHRO...OUT-FQ 59.971 Hz =
[ SYNCHRO..UT-PA1 28.854 Degrec Run-time Statistics: BUS10 395YS Refresh Interval: 2 sec
[l SYNCHRO..UT-PA2 28.879 Degres D Statistic value e
[¥] SYNCHRO..UT-PM1 O Volts STAT:771 Data Quality Errors o 18:57:06.008 -
[¥] SYNCHRO..UT-PM2 O Volts STAT:779 Last Report Time 57:05.866 18:57:06.008
SYNCHRO...OUT-SF 00002024 Hex> STAT:772 Time Quality Errors (o] 18:57:06.008
&P TESTDEVICE Edit — STAT:778 Total Frames 201 18:57:06.008 -
TAT- Do Error fal 12-57-06 00

« " ] »
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openECA Output Stream

o openECA Manager

Adapters

Metadata

Manage Concentrator Streams

Monitoring

Current Node: Default
Alarms

Advanced

Acronym ™ SyYNCHROSCOPE

ID Code ™

Name
1

PMU Synchroscope
Connection String

Type
addPhaselabelsuffix=false

TCP Channel

[ IEEE C37.118-2005

port=4712; maxsSendQueueSize=-1; & UDP Channel
interface=0.0.0.0;

=

Nominal Frequency ™

Lag Time @~

Frames Per Second ™ 30
1 Lead Time @™ 1
~ ) Advanced Properties

Load Order™ g

Runtime ID 17 Init

ze
Config Frame Size 94 bytes (0.14% of maximum)

[~] Enabled

xDelete OAdd New ESave
Acronym Name Type Enabled
SYNCHROSCOPE PMU Synchroscope  IEEE C37.118 [ ] Devices Measurements Device Wizard
Page Size: 5 1 of 1
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Testing Video

opentCA Manage

& O p enECA Manager n m Ls Current o [ERR

Pause  00:00:00 Veeo
Pointer

Devices Adapters Metadata Monitorin

Device Outputs Monitor

StatusFlag Reference Display Settings Refresh Interval: 5 sec Last Refresh: 18:49:13.019

-

@ NEW NEW Edit
DIRECT CONNECTED Devices Connected Directly

< @ BUS39_39SYS Bus39_ 39Sys IEEE C37.118-2005 Edit
PPA:2122 Bus39_39Sys Analog Value 1 18:49:13.066
PPA:21232 Bus329_39Sys Analog Value 2 18:49:13.066 99
PPA:2127 Bus39_39Sys Frequency Delta (dF/dt) 18:49:13.066 o
PPA:2124 Bus39_39Sys Digital Value 1 18:49:13.066 o
PPA:2125 Bus39_39Sys Digital Value 2 18:49:13.066 o
PPA:2126 Bus29_395ys Frequency 18:49:13.066 60.032 Hz=
PPA:2130 Bus39_39Sys V39 + Voltage Phase Angle 18:49:13.066 113.46 Degrees
PPA:2132 Bus39_395ys I39 + Current Phase Angle 18:49:13.066 145.142 Degrees
PPA:2129 Bus329_395Yys V39 + Voltage Magnitude 18:49:13.066 298760.344 Volts
PPA:2131 Bus39_39Sys I239 + Current Magnitude 18:49:13.066 3446.953 Amps
PPA:2133 Bus39_39Sys Time Quality Flags 18:49:13.066 o
PPA:2128 Bus29_39Sys Status Flags 18:49:13.066 00000000 Hex

< @ BUSA46 395YS Bus46_39Sys IEEE C37.118-2005 Edit
BUS46_395YS:2937 Bus46_39Sys Analog Value 1 18:49:13.033 305
BUS46_395YS:2938 Bus46_39Sys Analog Value 2 18:49:13.033 29
BUSA46_395Y5:2942 Bus46_39Sys Frequency Delta (dF/dt) 18:49:13.033 o
BUS46_395Y5:2939 Bus46_39Sys Digital Value 1 18:49:13.033 o
BUS46_395YS:2940 Bus46_39Sys Digital Value 2 18:49:13.033 o
BUS46_395YS:2941 Bus46_39Sys Frequency 18:49:13.033 59.958 Hz
BUS46_395Y5:2945 Bus46_39S5ys V46 + Voltage Phase Angle 18:49:13.033 132.613 Degrees
BUS46_395YS:2947 Bus46_39Sys 146 + Current Phase Angle 18:49:13.033 o Degrees
BUS46_3295Y5:2944 Bus46_39Sys V46 + Voltage Magnitude 18:49:13.033 295241.25 Volts
BUS46_395Y5:2946 Bus46_39Sys [46 + Current Magnitude 18:49:13.033 o Amps
BUSA46_395Y5:2948 Bus46_39Sys Time Quality Flags 18:49:13.033 o
BUS46_395YS:2943 Bus46_39Sys Status Flags 18:49:13.033 00000000

< @ SYNCHROSCOPE!MAP_OUT SYNCHROSCOPE Map_Out Virtual Device
SYNCHROSCOPE!MAP_OUT:dF/dt 18:49:12.433 -0.61
SYNCHROSCOPE!MAP_OUT:Frequency 18:49:12.433 59.962
SYNCHROSCOPE!MAP_OUT:SYNCHROSCOPE Map_Out CLOSE + Voltage Phase Angle 18:49:12.433 -23.199 Degrees
SYNCHROSCOPE!MAP_OUT:SYNCHROSCOPE Map_Out OPEN + Voltage Phase Angle 18:49:12.433 -23.17 Degrees
SYNCHROSCOPE!MAP_OUT:SYNCHROSCOPE Map_Out CLOSE + Voltage Magnitude N/A Volts
SYNCHROSCOPE!MAP_OUT:SYNCHROSCOPE Map_Out OPEN + Voltage Magnitude N/A Volts
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» To deploy analytics within the openECA
framework with special focus on power system
dynamics;

» To contribute to openECA interface standards
and specifications;

 To test and provide feedback to GPA on openECA
strengths/weaknesses for our use case.

openECA Project Wrap-up - November 7, 2017 2



System Data Flow Diagram

Our analytics “exercised” the g
openECA here... phasor datapiatform N

L Example Analytics:
Extensible Control & Analytics = ,
. | = Control Actions
Data Modeling < = Dataln Out
Tool | i | = Alarms

Example Data Sources:

|"- Linear State i
| Estimator

Common

Analytics 7| sl |
\ naly Ics.___ /

Interface

IEEEC37.118/ &
IEC 61850-90-5

—_—

- 1
Display

\_Integration /

suo1PuUn4

Configuration

open
=S platform

phasor data
e openECA Project Wrap-up - November 7, 2017 3
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Power System Dynamics

The power system is a dynamic
electro-mechanical system. As such,

disturbances or perturbations to the #V”V%" o e
. . . 'nkown input noise + OULPUL [rbrinermsotagoniemtf s
system elicit a dynamic response. ndom oadvarations] ;|9 > | |
® |f we build a physics-based model of O | seem| i " ”
(o V2 h i ‘ Transient
the power system, “G”, we can JERERE PO -
experiment by simulating different o e e e | | -
perturbations. |
= Noise inputs eg turning on a ||ght switch: Network switching y : Forced Oscillation 1
= QOscillatory inputs, e.g. broken controller; " MWWNWWWN
= Switching actions, e.g. generator trip Dynamics T ()

® Measurement noise also exists, interfering
with our ability to accurately process the
measurements.

open
&=, phasor data SO platform

openECA Project Wrap-up - November 7, 2017
OE-778 P . PP 4
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Oscillation Detector

® Intended TRL: openECA “Real-Time Analytic”

® Intended Use:

= Process many inputs from wide geographic area, seeking oscillation energy over broad
spectrum, with minimal CPU usage

= Easy-to-use outputs scaled to engineering units, intended

for operations personnel ol T Ambient 7
® Status: el |
= Released August 2017 N i " N
= Deployed with openECA beta at participant test sites o i |
= Grafana visualization dashboard in beta release - | |

150

880 - Forced Oscillation -

EMMWWWWWMW

Time {sec.)

open
G, phasor data SO platform

openECA Project Wrap-up - November 7, 2017 6
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Oscillation Detector

Outputs to openECA
— « Bandl Energy (e.g. governor)

Input, e.g. MW Osc | « Band2 Energy (e.g. system mode)
from openECA | Detctr —— « Band3 Energy (e.g. local mode)
(

@ew, phasor data

— > ¢ Band4 Energy (e.g. voltage controller)

{9 - E8oDTrend-

One input at, for example, 30
samples per second

Four outputs at one sample per |Eua

second

Substation X Oscillation Energy (Freq Input)

0.007

== PPA1IPAUL_S00_A1_SA_FQ_OD_RMSEnergy_Band1:05C

There are an additional four

Band 3 Energy
0.00035

outputs to indicate
trustworthiness of energy
estimates

i‘u\l‘ | :jl\lll' Jil

=+ ADD ROW

open
=07 platiorm

openECA Project Wrap-up - November 7, 2017

ZoomOQut ¥ (@ Last15minutes Refresh every Ss

== PPA1!IPAUL_500_A1_SA_FQ_OD_RMSEnergy_Band2:05C
== PPA1IPAUL_500_A1_SA_FQ_OD_PaBadData_Band2:05C

0.00025

0.00020

0.00015

—-PI;M IPAUL_500_A1_SA_FQ_OD_PcBadData_Band4:05C




Oscillation Detector

® Next steps

" Improvements to setup utility

e Can be part of open source effort to create a “measurement selector widget” for openECA and for
STTP

= Addition of optional alarm module

e Can be standalone, so that outputs from OD flow to openECA and then act as inputs to another
openECA analytic; or

e Can be anintegral part of the OD analytic

= Addition of spectrum output capability

e This feature adds many output measurements to the openECA data bus. Rather than eight new
measurement channels, we would add hundreds. Need to explore whether this is worth the effort
for the user community.

open
G, phasor data SO platform

openECA Project Wrap-up - November 7, 2017 8

OE-778



DOE FOA 1492 .
DE-OE-859 openECA Project Wrap-up - November 7, 2017 9




Mode Meter

Intended TRL: openECA “Real-Time Analytic”

Intended Use:

= Processes a carefully selected set of inputs known to demonstrate - -
“observability” to a known system oscillatory mode o ——— 7

= Where known system mode presents an operating challenge, this tool zmﬂmwmw
can be used to provide operations personnel with accurate estimates | ’
of the characteristics of the mode

(=

50 100 150

* Note that mode damping changes Wlth system loading conditions, and = Forced Oscilaion
therefore it can be useful to have a “meter” that measures damplng in MMWWWWWWWWW”
real time ] o
® Status:

= Released October 2017
= Currently being deployed at participant sites
= Grafana visualization dashboard under development

open
&=, phasor data SO platform

openECA Project Wrap-up - November 7, 2017 10
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Mode Meter

Inputs from openECA
 Must be voltage angles
e Upto 20 inputs

* Selected to offer max

visibility of modal activity —»

Mode
Meter

vYVYY

Multiple inputs from openECA

Outputs to openECA

Mode Frequency
Mode Damping

Energy captured by signal processing

algorithms

Mode shape, consisting of up to 20
magnitudes and angles

Each input is required to be a voltage angle

Extensive setup and configuration required —

this analytic really
tested openECA’s
configuration mechanism

open

ECA platform

e Phasor data

OE-778

60.04

ALSN_500_A1_SA

- | | _ALSN_500_A1,

ot ModeMeter Mapping Tool

File

PATVH

Connection Sting  server=127.0.0.1:6190; inteface=0.0.0.0

Filter Expression (on PointTag) Company Abbrev. Mode Reference MName

MTECH Mode 1

m

ol MMConfigForm

-

Mode Targeting Params Estimator Params
Fmin 070 |5 BadDataThresh Lo Window1 | Window 2 | Window 3
—— 00 & il
Fmax 075 5 BadDetsThresh i ||| Lengihimn) (10 5| Trigger Energy (2000 [+
Dmax 200 % |30 ! AROrder MAQrder NALtoC
- Hodeidanie YWPamms 18 [2] [ 0
0100 =) [Mode 1 i AROrder  MAOrder  XOrder
[W . LS Params |20 = 5 5
Inputs Shape Params
inputsListBox | Check reftags (max 3) MSC Thresh |0.25
||:| shapesCheckedListBox

openECA Project Wrap-up - November 7, 2017

[ Ve 500 A1SaBSOONORTH__1VP +VotageP.. |

Description Enable: =
Keel 230 AZ Sa B2Z3OWEST_____ 1WP +\oltage Ph...
Keel 500 A1 Sa BSOOWEST____ 1VP +\oltage Ph...
Lomo 500 A1 Sa LBOOLOMON_PH_1VP + Voltage ...

Lomo 500 A2 Sa LBDOLOMON_PH_TVP +Voltage ...

Maln 500 A2 Sa BSDONORTH____ 1VP = \Voltage P...
Mam 500 A1 Sa BR0ONORTH___1VF + Voltage P...
Mam 500 A2 Sa BROONORTH____1VP + Voltage P...
Meny 230 A1 Sa B230DSECT1___ 1VP = \oltage Ph...
Meny 230 A2 Sa B230SECT2____1VP = \oltage Ph...
Meny 500 A1 Sa BROONORTH___ WP + Voltage ...

m

2 pairs selected min 1, m

1 shape entries selected

Angle Pairs

Tagl

4 _ALSN_500_A1_J

_MALN_500__A1,

Mode Shapes

Signalll Devicef
[ 2 SE MALN_5

11



Mode Meter

® Next steps

" Improvements to setup utility

e Can be part of open source effort to create a “measurement selector widget” for openECA and for
STTP

= Grafana visualization dashboard

 Mode frequency and damping are fairly straightforward

e Best way to visualize shape is with polar plot, and this “widget” is not readily available in Grafana
" Improvements to flexibility of configuration

e Allow for inputs other than voltage angles
e Offer guidance and help files for signal processing parameter entries

open
G, phasor data SO platform

openECA Project Wrap-up - November 7, 2017 12
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Synchronous Machine Parameter Validation

® Intended TRL: openECA “Off-Line Analytic, Research Use Case”

® Intended Use:

= When given synchrophasors from a PMU located at or near the GSU transformer of a
synchronous generator, this analytic can automatically perform NERC-mandated model
validation

i StatUSZ I | Ambient

MWWM\MWJWWWMMNWWWW

Sb 1
900 T T
| Transient |
0l M
0 Sb ; 150

100

= Analytic was developed and proofed in offline mode
= Tested online in openECA using the Matlab template

Forced Oscillation -

EMWWWWWMWMW

Tume {sec )

openECA Project Wrap-up - November 7, 2017 14




Synchronous Machine Parameter Validation

Inputs from openECA
e Voltage phasor
e Current phasor

Model 5 °
Vlidatr .

ﬁ
—

® Two inputs to the analytic from openECA

® Inputs must be from PMU as close as
possible to generator terminals, i.e.
measuring generator output current

® The parameters of the model to be
validated must be stored in persistent

memory and loaded to the analytic (much
like the LSE analytic)

open
G, phasor data SO platform

OE-778

openECA Project Wrap-up - Novemner +,

Outputs to openECA
Boolean indicating new report generated
(also stores report to local or remote storage media)

=< 660 ]

=

]

g 640 7

o

1]

.% 620 — Simulated |

< Measured
15 20 25 30 35 40 45 50 55 &0 65 70

T 160

=

=

« 150

=

& 140

]

=

= 130

4]

]

'l

Time (s)

£LULl/

15 20 25 30 35 40 45 80 65

&0

65 70
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Synchronous Machine Parameter Validation

® Next steps

= Portto .NET

= Extend the model library to include additional generator, turbine, governor, exciter
and PSS models in PSLF, PSS/E and Powerworld formats

= Extend the research portion of the effort to include wind power plant models
= |[mprove the output report template

open
G, phasor data SO platform

openECA Project Wrap-up - November 7, 2017
OE-778 P J p-up 16
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Acceleration Trend Relay Enhancements

® Intended TRL: openECA “Off-Line Analytic, Research Use Case”

® Intended Use:

= A select category of synchronous generators, typically remotely located and connected to
the bulk power grid over long transmission lines, are protected by an acceleration trend
relay (ATR). The input to an ATR is generator shaft speed. If the shaft is accelerating beyond
preset limits, the generator may be tripped offline to protect the unit.

= A complication arises when the entire system is accelerating. In this ﬁwwwwmw
case the unit may “false trip”, i.e. the ATR may call for a trip when 2o -
the unit is not in danger of an out-of-step condition. |

" |[ncorporation of synchrophasor measurements remote from the
unit may help eliminate false trips.

. JV\’WWWWMWM
® Status: | | |

= Concept proven, to be written up in MS thesis and in a paper .
Forced Oscillation |

= openECA could host the entire ATR logic, or could process the PMU 5=

input and pass to ATR MWWWWWWWWW

Tume {sec )

open
&=, phasor data SO platform

openECA Project Wrap-up - November 7, 2017
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Acceleration Trend Relay Enhancements

Outputs to openECA

Inputs from openECA
e Voltage phasor(s) _,' ATR —> ¢ Boolean indicating “ATR block”

Enhncr
® Inputs are voltage phasor(s) from points o . _ Generator Speeds
representing the presumed inertia of the — o
bulk grid to which ATR-equipped i
generator is connected g ooaf —
® Outputis an “ATR block” Boolean that ool
would be used to block the trip i
command from the ATR relay |
o0 ' ’ Time3(sec.) ’ > °

open
G, phasor data SO platform

openECA Project Wrap-up - November 7, 2017
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Acceleration Trend Relay Enhancements

Generator Speeds
0.05 T T T T T

= Colstrip
s GrandCoulee

B LO C K q — :\::::]ativeSpeed

0.04

Gen Speed Deviation (pu)
o
o
r

1 1 L
DO NOT BLOCK B B S AV S S
Time (sec.)
2 Generator Speeds *
S ) : ! p : . . GeneratoY Speeds 0.08: . Ge;nerator Speeds .
o1 ' I I I I w— Colstrip
m— Colstrip = GrandCoulee
i = RelativeSpeed
4 = GrandCoulee 1 0.081 === Colstrip 0.06 - r p
= RelativeSpeed = GrandCoulee _ P
= Trip P === Relative Speed g_
3 .
& =3 Trip - L
s 2 2 0.0 5 0.04
3 s 5
£ 2 2
o (=] s
@ B @
o o g
@, 2 2 .
& 2 002 2
© @
@ o
| 0 . T 20.02 |
1 | 1 L 1 1 1
.0.02 L L L L 1 1 1 -0.04
5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5
Time (sec.) Time (sec.)
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Acceleration Trend Relay Enhancements

® Next steps
= Work with host utility to build value proposition for eliminating false trips

openECA Project Wrap-up - November 7, 2017 21



. essons Learned

Standardized mappings allow flexibility

= Build analytic one time, then deploy with different mapping files for different
openECA users and instances

The TagSearch Object

Common suite of utilities could be

The Show method of the TagSearch object shows the PI Tag Search Dialog. The dialog looks like:

developed to assist with setup and - i
configuration... Perhaps like Pl AF SDK === == 0 — |
' . leag I azk: IF'xgint Source B IEngineering Urits: —

With advent of STTP, this effort to - s — |
establish common interface methods for  — _ __ =
analytics and a suite of core convenience o |
utilities should continue -

ak, |

Cancel |

| | 2
[Ready [ Lizt Count: 0 &
' . s e openECA Project Wrap-up - November 7, 2017 22
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Dominion Energy/Virginia Tech
Demonstration Results Report

Local/Regional Voltage Controller

Prepared by: Duotong Yang, Ph.D
Oct 20, 2017

Dominion Energy -- Demonstration Results



Demonstration Summary

In Summer 2017, Virginia Tech graduate students completed the
demonstration of Local/ Regional Voltage Controller using Bench Mark model

Dominion Energy carried on the test by adding a server for Regional Voltage
Controller (RVC)’s periodic decision tree update

Two servers are set up for theopenECA project

Server 1 (2 cores, 8 GB RAM) is hosting:

= Shadow System

= Control Analytics

= Grafana Dashboard
= WCF Client

Server 2 (4 cores, 20 GB RAM) is hosting:
= WCF Server for tree training

A Cloud Service Bus is implemented to provide Windows Communication
Foundation (WCF) relay between two servers

fﬁ;ﬁﬁl DOE FOA 970

open
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Test Arch:itecture

Upload the decision trees

*--r.. .

Upload current Download current

Server 1 PSSE case PSSE case Server 2
[' openECA K \
: SR:‘IaCdOW * WCF Service
System for Decision
« openHistorian Tree Update
=

e @Grafana
& WCF client j @ k

DOE FOA 970 o ' open
' DE-OE-778 Dominion Energy-- Demonstration Results ECA




Demonstration Results Report

Shadow System



Shadow System Overview

Shadow System Simulator is an openECA analytic deployed as a
Windows service. It interacts with the power flow engine in PSS°E to
provide an 1 frame/sec set of signals of all of the values collected from
the static power flow calculation

Control Analytics refers to the openECA analytics, such as Local Voltage
Controller and Regional Voltage Controller, that send out control signals

like raising/lowering LTCs, opening/closing circuit breakers, etc., to
optimize the system operation

Grafana Dashboard serves as the monitor of the historical
measurement data collected from openECA server node

@ %  DOE FOA 970 il

DE-OE-778 Dominion Energy-- Demonstration Results ECA
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Shadow System Architecture

Ko

IEEE 118-Bus System

6

open
ECA

Dominion Energy-- Demonstration Results
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Shadow System Test Result (Load Scaling)

Voltage Magnitude
1324K

7N r'/_\\l /_\\, ,.”/—\ ,Fn‘-.l ,-"F\ .f'/\ N
Jﬁ‘ / \ / A\ LA\ Ny / A\ / A\ Al -[ﬂ
A /) // 1\ 78\ /7 \ /il /\ / o '

\ 3 _n |/ "\ /
. W - \ / \ / \

7\ N i -\/ NV / A\ v =014 - |\ ﬁ‘./’_ V, \ f\ / i o\%

o w2/ \ \ _ / : !

320K

1323K

322K

e

1319K

318K
212010 21:20:200 21:20:30

21:20:40  21:20:50  21:21:00
= ECAISS_118:MEASB37VOLTV =

212110 21221200 21:21:30
ECAISS_118:MEASB34VOLTV

21:21:40  21:21:50  29:22:00  21:2210  21:22:20 0 21:22:300 24:22:40  21:22:50  21:23:00 212310 24:23:20 21:23:300 21:2340  21:23:50 0 21:24:000 29122410 21:24:20
= ECAISS_118:MEASE3OVOLTYV

29:24:30  21:24:40 2122450

21:25:00
60

Load Pattern
50 b
45

P \

iy Mo = = E = ~ E = = = =
212000 212020 22030 202040 213050 202100 22100 221200 2121800 21140 2INE0 2RZI00 21220 22220 2122300 212240 2RIZS00 212500 2123000 212330 212330

== ECAISS_118:5TATELOAD

21:23:40 212350 21:24:00 21:2410 212420 21:24:300  21:24:40  21:24:50 21:25:00

DOE FOA 970
DE-OE-778
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Shadow System Test Result (Controls)

6 ShadowSys118 Last 5 minutes Refresh e

Bus Voltage Measurement

1o |“ -Iii gﬂl ;
% 1111 11111 11111111 11111 1111 5

1115100 11015200 11415300 1115400 111550 11016000 11670 11016200 11016300 1101640 11016500 1117000 1171100 11097200 11730 11017400 11117500 11018000 111100 11018200 1101830 11118400 11018500 1101900 11490100 11:19:200 1101930 capacitor Bank
== ECAISS_118:5TATESN1CAPBKRY == ECAISS_118:5TATESN2CAPBKRV
'

Transformer LTC Tap Position

;: ""Il"lllm... llllll"“"”l""” """IIIm... ...ullll|||“|||""""“""IIIHI... il

111510 11:15:200 199530 111540 111550 11:16:00 111610 111620 111630 111640 1101650 1101700 11710 11:7:200 111730 111740 119750 11800 111810 11:12:200 111830 119840 111850 11:19:00 111910 111920 111930

— ECAISS_118:STATETXTAPY LTC Tap Position

.' | -
' H '
' 1360K V60 '
: HI T O T VOl A '
b s b (N O Y
: o | Y O S | L |
! o 50 V] |‘,I| A LE ful "H‘ |'.|\ !
P E O
: 1345K P I‘| || "‘ I‘| ‘I‘ | I| I‘ :
' . (VN A I A Y '
: [ v il I v [ '
: 1340K : :
. = H
H 1335 K H :
: ; :
' 130K = H
' H '
: 1325K : :
] H ]
: v 0 .
E 1320K : E
] - ]
' 1315K ! o H
’ 11:15:30 11:16:00 11:16:30 11:17.00 11:17:30 11:128:00 11:18:30 11:19:00 i 11116 117 11118 1119 (]
: == ECAISS_11B:MEASB3TVOLTV = ECAISS_11B:MEASB34VOLTV == ECAISS 118:MEASB3OVOLTV VOItage Measurement \ = ECAISS_118STATELOAD Load :
Leccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccnaccccccncacccccnncccccccnnccssessseeeesenssesesssnneeee Lecccccccccccccccccccccccccccncccnsnnnaanes ¢
(] (]
: TAPY SNB34 SNB44 SNB4S5 SNB48 SNB74 SNB105 SN1 SN2 :
(] (]
(] (]
(] (]
' TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED '
: :
[} [}
' '
' '
: 3 :
[} [}
: Real-Time Status of Voltage Control Device :
(] (]
L R X 1 ]
: Capacitor Banks In Service

: 25

N 20 1

s 15

'

'

(]

(]

[}

'

'

I'

[}

'

()

(]

(]

[}

'

]

(]

(]

[}

'

]

[
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Demonstration Results Report

Local Voltage Controller



Local Voltage Controller Overview

R 39

Capacitor —

Capacitor — 40
Bank#2 7

Bank #1

38 = Lt

Local Voltage Controller (LVC) Employs three standard control
logics as programmed in the Dominion EMS to execute control
decisions regarding to substation capacitor banks and LTCs
based on localized synchrophasor measurements. The “local”
term refers to the scope of the measurement footprint.

Voltage Control Area

External Control Area

mmmm Capacitor Bank Bus

open

8 DOE FOA 970 N . _
DE-OE-778 Utility specific footer -- Demonstration Results =07 10




LVC Test Result (Cap Control)

Load Pattern

Bus Voltage Measurement
1350 K 700
1340 K A / /
— 500 / / /
133.0K / / /
f/ [ i
S 4" /
/ ) /
1320 K /
500 / / /
A o NN ~ IS / / /
ek VVW v - VW f ’f
/ / /
2
. 1300K 400 A / y
/ / /
i/ [ /
1290 K
f / !
e / / /
1280K / / /
/ /! /
! / /
/ I !
127.0K / / /
200 / L /
1260 K
1250 K 100
23:24:30 23:35.00 23:25:30 23.36:00 23.36:30 23:37:00 33.37.30 333500 23.35:30 23:28:00 2325 2376 23397 2398 2329
= ECAISS_118:MEASB37VOLTV = ECAISS_118:MEASB34VOLTV = ECAISS_118:MEASB3OVOLTV — ECAISS_112:5TATELOAD
LTC Tap Position SN1 SN2 SNB34 SNB44 SNB45 SNB4& SNB74 SNE105
CLOSED CLOSED CLOSED TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED

Transformer LTC Tap Position

75

5.0

T il T

i L] : —TTLL —TT

23:24:20 23:24:30 23:24:40 23:24:50 23:25:00 23:25:10 23:25:20 23:25:30 23:25:40 23:25:50 23:26:00 23:26:10 23:26:20 23:26:30 23:26:40 23:26:50 23:27:00 2327210 23:27:20 23:27:30 23:27:40 23:27:50 23:28:00 23:2810 23:28:20 23:28:30 23:28:40 23:28:50 23:29:00 23:29:10

== ECAISS_118:STATETXTAPV

DOE FOA 970 . . ' open
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LVC Test Result (Tap Control)

Bus Voltage Measurement Load Pattern
138K 750
700
136K
/| ."ﬁ /
850 / / /’f /
134K / / /
600 / / /,f |

> o = . / ‘l I ;
. NAN V\N \ i / : / /a / ; /
. /

128K / i /
450 / / /

126 ~ ~ 200 _rf L/ L/ LJ
124K 350
23:59:30 00:00:00 00:00:30 00:071:00 00:01:30 00:02:00 00:02:30 00:03:00 00:03:30 00:04:00 00:00 00:01 00:02 00:03 00:04
== ECAISS 118:MEASB37VOLTV == ECA!SS 118:MEASB34VOLTV == ECAISS 118:MEASB3SVOLTV == ECAISS_118:STATELOAD
LTC Tap Position SN1 SN2 SNB34 SNB44 SNB45 SNB48 SNB74 SNB105
CLOSED CLOSED CLOSED TRIPPED TRIPPED TRIPPED TRIPPED TRIPPED

25

LVC Capacitor Banks In Service
20
15

Wl A oo A

23:59:20 235930 23:59:40 23:59:50 00:00:00 00:00:10  00:00:20  0Q0:00:30  00:00:40 00:00:50  00:01:00  00:01:10  0007:20  00:01:30  00:01:40 00:01:50  00:02:00 00:0210 00:02:20  00:02:330  00:02:40  00:02:50  00:03:00 00:03:10 00:03:20 00:03:30 00:03:40  00:03:50 00:0400  00:0470
== ECAISS 118:5TATESNT1CAPBKRY == ECAISS_118:STATESN2CAPBKRV

Transformer LTC Tap Position
18

B — LT —

2359:20 235930 23:5%40 23:59:50 00:00:00 000010 00:00:20  00:00:30  00:00:40 000050 00:01:00  00:01:10  00:01:20  00:01:30  00:01:40 00:01:50 00:02:00 00:0210 00:02:20 00:02:30 00:02:40 00:02:50 00:03:00 00:03:10 00:03:20 00:03:30 00:03:40 00:03:50 00:04:00 000410
== ECAIS5_118:5TATETXTAPV

DOE FOA 970 - i ' open
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Demonstration Results Report

Regional Voltage Controller



Regional Voltage Controller Architecture

Power System
Simulator e

A 4

Offline Dataset
Preparation Time-series Online
Data Platform @ . Lo .
Focuses on a wider range of characteristics in the large power systems. For

Y

Online Supplement RVC, the objective should be capable of regulating voltage profiles when

Dataset Preparation . . . . .
= the system is subjected to impending voltage insecure problems.

"""""""""""" . Fast responsive, capable of real-time use for online VSA applications

ﬁ — Decision-Tree-Based Classification Models

. Periodic Update of models is required
Eé{}g] *  Classification Models trained using Accord.NET Framework
A y
( Online VSA Applications J
v
C )
DOE FOA 970 O[oEN
T DE.OF.77% Dominion Energy-- Demonstration Results ECA BV
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Voltage Security Assessment

Voltage Security Assessment

. Preventive VSA reads each data frames of voltage
magnitude measurements published by openECA and
returns a security assessment result of “Secure” or
“Insecure” based on the trained/updated decision-tree
model

. Remedial VSA responses when the preventive VSA returns
a “Insecure” result for current openECA input frame, and
starts searching for feasible voltage control strategies that
bring the system back to a “Secure” operating condition

Insecure Operating Conditions close

Voltage Instability Conditions (Black) to security boundary (Magenta)

Region 3 load increase percentage

Low Voltage Violation

V<0.844 p.u. (Iied)" e _Secure Operating Conditions (Blue)

Region 1 load increase percentage Region 2 load increase percentage

Figure (a): Voltage Security Assessment — Before Control

Insecure Operating Conditions close

Voltage Instability Conditions (Black) to security boundary (Magenta)

&

Region 3 load increase percentage

Low Voltage Vielation % %%
V<0.844 p.u. (Red)~_

_S_g_a;_ureoﬁé;"ating Conditions (Blue)

Region 1 load increase percentage Region 2 load increase percentage

Figure (b): Voltage Security Assessment — After Control

DOE FOA 970 - » '
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RVC Test Result (Cap Control)

140.0K
139.0K ’\ rﬁ
295 |

200 | / | |

| | | /
|I f |II II [
285 | | | /
f / f f

_—
|
280 4 —
1024 10:25

138.0K
137.0K
275
10:25:30 10:21 1022 10:23
== ECAISS_118:STATELOAD
SNB105

10:25:00
SNB74

136.0K
——
10:24:00 10:24:30
SNB45 SNB48
TRIPPED CLOSED

135.0K
| —
134.0K A
% _E%
10:22:00 10:22:30 10:23:00 10:23:30
SN1 SN2 SNBE34 SNB44
TRIPPED CLOSED CLOSED TRIPPED

10:21:30
ECAISS_118:MEASE34VOLTV — ECAISS 112:MEASBAZVOLTV
TRIPPED

133.0K
10:21:00

— ECAISS_118:MEASE37VOLTV
TRIPPED

LTC Tap Position

RVC Capacitor Banks In Service
10:24:50  10:25:00  10:25:10  10:25:20  10:25:30  10:25:40

4.0
30

1.0

1020050 10:21:00  10:21:10 10:21:20 10:21:30 0 10:21:40 0 10621:50 0 10:22:000 10:2210 0 10:22:20 0 102230 10:22:40 0 102250 10:23:000 10:23110 10:23:200 10:23:30 10:23:40 0 10:23:50 10:24:00 1022410 10:24:20 0 10:24:30 10:24:40
== ECAISS 118:STATESNE34CAPBKRY ECAISS 118:STATESNBA4CAPBKRY == ECAISS 118:STATESNBASCAPBKRY == ECAISS 118:STATESNBA2CAPBKRY == ECAISS 118:STATESMNBT74CAPBKRY == ECAISS 118:STATESNBE105CAPEKRV
open
DOE FOA 970 B N . P
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Demonstration Results Report

Cloud WCF Relay



Cloud WCF Relay Overview

e Cloud Service Bus: is a messaging/storage service between
applications and services. The service bus is hosted on MS Azure

e WCF Relay: enables engineers to build applications to run on multiple
servers

e WCF Service: An endpoint that hosting on-premises applications

e WHCF Client: A client that can invoke the operations of the WCF Service

e Blob trigger: Download the decision trees when tree training is
completed

@ % DOEFOA 970 . " : Sipeh
| )4 DE-OE-778 Utility specific footer -- Demonstration Results ECA
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Cloud WCF Relay Architecture

WCEF Client

&

llemauyy
13N

Service Bus

WCF Relay

|

Server 2

WCF
Service

,  DOE FOA 970
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WCF Relay Test Results (Control triggers the Decision Tree Update)

Control Decision Triggers the Decision Tree Update at Server 2

Control Decision at Server 1

Voltage Measurement

16:30:30 16:31:00 16:31:30 16:32:00 16:32:30 16:33:00 16:33:30 16:34:00 16:34:30 16: 16:35:30 16:36:00 :36 16:37:00

== GRAFANAHISTORIANISS 118:MEASBASVOYTV == GRAFANAHISTORIANISS 118:MEASB44VOLTV == GRAFANAHISTORIANISS 118:MEASB34VOLTV
Panel Title Capbank Trip

16:31 16:32 16:33 16:34 16:35 16:36 16:37 16:31 16:32 16:33 16:34 16:35 16:36 16:37
== GRAFANAHISTORIAN!SS 118:ACTSNB34CLOSE == GRAFANAHISTORIAN!SS_118:ACTSNB44CLOSE == GRAFANAHISTORIAN!SS 118:ACTSNB34TRIP == GRAFANAHISTORIAN!ISS 118:ACTSNB44TRIP

== GRAFANAHISTORIANISS_118:ACTSNB45CLOSE == GRAFANAHISTORIAN!SS_118:ACTSNB48CLOSE == GRAFANAHISTORIAN!SS_118:ACTSNB4STRIP == GRAFANAHISTORIAN!SS_118:ACTSNB48TRIP
GRAFANAHISTORIAN!SS_118:ACTSNB74CLOSE GRAFANAHISTORIAN!SS_118:ACTSNB105CLOSE GRAFANAHISTORIAN!SS_118:ACTSNB74TRIP GRAFANAHISTORIANISS_118:ACTSNB105TRIP

DOE FOA 970 - . _ open
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WCF Relay Test Results (Upload Decision Trees to the Cloud)

T . + ¢ @ [y = | X e b O

Upload Download Open MNew Folder Copy URL  Select All Copy Paste Rename Delete Make Snapshot  Manage Snapshot Folder Statistics Refresh

— = W ’]\ treecontainer Search by prefix (case-sensitive)

Name =

Block Blob application/octet-stream

DecisionTreeModel_ControlForLowVeltage_10_train hu

DecisionTreeModel_ControlForLowVeltage_11_train hu

o

DecisionTreeModel_ControlForLowVeltage_12_train hu

o

DecisionTreeModel_ControlForLowVeltage_13_train hu

o

DecisionTreeModel_ControlForLowVoltage_14_train hu

o

DecisionTreeModel_ControlForLowVeltage_15_train hu

o

DecisionTreeModel_ControlForLowVeltage_16_train hu

o

DecisionTreeModel_ControlForLowVeltage_17_train hu

o

DecisionTreeModel_ControlForLowVoltage_18_train hu

o

The updated Decision Trees are saved in the Cloud

o

DecisionTreeModel_ControlForLowVoltage_19_train hu

o

DecisionTreeModel_ControlForLowVeltage_20_train
DecisionTreeModel_ControlForLowVeltage_21_train
DecisionTreeModel_ControlForLowVoltage_22_train
DecisionTreeModel_ControlForLowVoltage_23_train
DecisionTreeModel_ControlForLowVoltage_24_train
DecisionTreeModel_ControlForLowVoltage_25_train
DecisionTreeModel_ControlForLowVoltage_26_train
DecisionTreeModel_ControlForLowVoltage_27_train
DecisionTreeModel_ControlForLowVoltage_28_train
DecisionTreeModel_ControlForLowVoltage_29_train

D DecisionTreeMedel_ControlForLow\Voltage_2_train

Showing 1 to 64 of 64 cached items

o

o

o

o

o

o

o

o

o

o

O
O
O
O
O
O
O
O
O
O
D DecisionTreeMedel_ControlForLow\Voltage_1_train hu
O
O
O
O
O
O
O
O
O
O

o

and ready for download

DOE FOA 970
DE-OE-778
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WCF Relay Test Results (Decision Trees Training on the Cloud)

? For a richer monitoring experience, including live metrics and custom queries, enable Application Insights for your Function app

Success count since Oct 1st

41

Invocation log 2 Refresh

Function

blobTrigger (blobcontainer/trai ...)
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...)
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...)
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ..,
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}
blobTrigger (blobcontainer/trai ...
blobTrigger (blobcontainer/trai ...}

blobTrigger (blobcontainer/trai ...

Status

L S e T O T S O O T S O O U L S S U T

Details: Last ran
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago
4 days ago

4 days ago

(duration)
(6,937 ms)
(5,484 ms)
(8,281 ms)
(9,578 ms)
(8,359 ms)
(8,937 ms)
(9,547 ms)
(8,515 ms)
(7,625 ms)
{2,702 ms)
(5,641 ms)
(2,625 ms)
(3,937 ms)
{1,250 ms)
(1,234 ms)
(2,422 ms)
(2,953 ms)
(2,437 ms)
(2,531 ms)

(5,844 ms)

Error count since Oct 1st

0

live event stream

Invocation details

Parameter

myBlob blobcontainer/train_63
name train_63

og
Logs

C# Blob trigger function Processing blob Name:train_63

size: 507265

BlockBlob destination name: tree_train_63

C# Blob trigger function trained tree completed. successfully train decision tree_train_63
total time consumption in Milliseconds: 6169

The decision tree can be also

trained in the Cloud

Advantages:

1. Itis a server-less function
(easy to use)

2. The computation can be
scaled up automatically
(far more than 4 cores)

DOE FOA 970
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Summary

® The openECA, Grafana, openHistorian 2.0’s installation and operation is
quick and simple

® openECA is an easy to use platform that enable engineers to quickly
transfer research results to pre-commercial products

= Shadow system: windows service that hosting PSSE case
= Local Voltage Controller: Voltage controller with Dominion standard control logic
= Regional Voltage Controller: \Voltage controller using Machine Learning techniques

® openECA is demonstrated to have a capability of integrating multiple
powerfull frameworks

= Accord.NET : A Machine learning framework

= Microsoft.Azure : A framework to configure the cloud based storage, service bus,
and server-less function

@ W DOE FOA 970 - R : il
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Deployment Summary

Dominion deployed an additional two physical servers in August 2017 as part
of the openECA project.

The role of the two servers are:
= (16 Core, 32 GB RAM, 300 GB SSD HDD) — To host openECA (server node)
= (32 Core, 32 GB RAM, 1TB SSD HDD) — To host the openLSE

In early September, the openECA was installed into several environments for
testing, including the two new servers as depicted on the Deployment
Architecture.

The 16 Core server node subscribed to two GEP connections from two
upstream synchrophasor data systems and is publishing to the 32 Core node
and other environments (Superdome).

openHistorian 2.0 was deployed into a subset of the servers for testing and
integration of Grafana as depicted in the Deployment Architecture.

Grafana was deployed into a subset of the servers for results and performance
visualization as depicted in the Deployment Architecture.

@ % DOE FOA 970 et
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Deployment Architecture

GEP from Central PDC

ECA2002
16 Core
32 GB RAM
300 GB SSD HDD

GEP

GEP from DFR Aggregator

openECA
openHistorian
Grafana

. New Hardware
. Existing Hardware

ECA2001
32 Core
32 GB RAM
1TB SSD HDD

openECA

openlLSE
openHistorian

Grafana

Superdome Test
36 Core
32 GB RAM
1TB SSD HDD

openECA

Superdome
144 Core
1TB GB RAM
5TB SSD HDD

openECA
openHistorian

W DOE FOA 970
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Deployment Results Report

openECA



openECA Deployment Observations

® |nstallation was easy and caused no issues

® The two GEP subscriptions to the openECA Server node were not able to
establish a connection at first. Ultimately, the subscriber device had to
have compression disabled in order for the stream to work. The team
suspects this has to do with compatibility of the versions of openPDC or
.NET that we have running on our upstream systems.

® Besides this, the subscription process was very easy.
® The openECA was left to run for over a month with no issues.
® CPU utilization for unloaded (no analytics) openECA was negligible.

open
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A

This PC
Network (3 openECA Manager - MBU \kevi324-sa HE“
@ openECA Manager
E Adapters Metadata Monitoring Alarms Advanced
Recycle Bin

Device OQutputs Monitor

ag Reference D y Settings Refresh Interval: 5

P CENTRAL_PDC Central PDC
Control Panel

& DFR_PDC DFR Aggregator PDC

C\Program Files\openECA\Server\openECAConsole.exe

DIRECT CONNECTED Devices Connected Directly

[CENTRAL_FPDC] 24.868,.300,.051 measurements have heen processed so far...
[DFR_FDC] 23,498,.9008,.828 measurements have heen processed so far...
[CENTRAL_FDC] 24.868,.4008,.6837 measurements have heen processed so far...
[DFR_FDC] 23,499,.8008,.837 measurements have heen processed so far...
[DFR_FDC] 23,499,.1808,.812 measurements have heen processed so far...
[CENTRAL_FPDC] 24.868,.580,.6873 measurements have heen processed so far...
[DFR_FDC] 23,499,.2008,.843 measurements have heen processed so far...
[CENTRAL_FDC] 24.868.688,.172 measurements have heen processed so far...
[DFR_FDC] 23,499,.3808,.851 measurements have heen processed so far...
[CENTRAL_PDC] 24.868,.780,.211 measurements have heen processed so far...
[DFR_FDC] 23,499,.4808,.837 measurements have heen processed so far...
[DFR_FDC] 23,499,.5808,.201 measurements have heen processed so far...
[CENTRAL_FDC] 24.8608,.800,.814 measurements have heen processed so far...
[DFR_FDC] 23,499,.60808,.802 measurements have heen processed so far...
[CENTRAL_FPDC] 24.8608,.9080,.060 measurements have heen processed so far...
[DFR_FDC] 23,499,.788,.132 measurements have heen processed so far...




openECA Processed Measurements

ECA2001

CA\Program Files\openECA\Server\openECAConsole.exe

[CEMTRAL_PDC]1 24.85%2.2008.176 measurements have been processed so far...
[DFR_FDC]1 23,.487.800,.123 measurements have been processed so fap...
[DFR_FDC1 23,.487.9890.A13 measurements have heen processed so far...
[CENTRAL_PDC]1 24_.852.308.0871 measurements have been processed so far...

[DFR_FDC]1 23,488 000,837 measurements have been processed so fap...
[CENTRAL_PDC] 24.852.408,.0848 measurements have been processed so far...
[DFR_FDC]1 23,.488.180,.258 measurements have been processed so fap...

[CEMTRAL_PDC1 24_.852.508,.818 measurementz have heen processed so far...
[DFR_PDC] 23.488.200,.831 measurements have been processed so far...
[DFR_FDC]1 23,.488.3090.117 measurements have been processed so fapr...
[CEMTRAL_PDC]1 24.852.608,845 measurements have been processed so far...
[DFR_FPDC]1 23,.488.490.838 measurements have been processed so fap...
[CEMTRAL_PDC1 24_.852.708,.074 measurementz have heen processed so far...
[DFR_PDC] 23.488.580,.188 measurements have bheen processed so far...
[DFR_FDC]1 23,488, 600,837 measurements have been processed so fap...
[CEMTRAL_PDC]1 24.852.808.147 measurements have heen processed so far...

[~ (= |

Superdome Test
- | O -

[CENTRAL_PDC] 151.152.988.877 measurements have heen processed so far...
[DFR_FDC] 118.167.200.80? measurements have been processed so fap...

C\Program Files\openECA\Server\openECAConsole.exe

[DFR_FDC]1 118,.167.30A.A?3 measurements have heen processed so far...
[CENTRAL_PDC] 151 ,.1668.808,.814 measurementsz have bheen processed so far...
[DFR_FDC] 118,167, 4800803 measurements have been processed zo fapr...
[CENTRAL_PDC] 151.1668.188,.8%6 measurementsz have heen processed so far...
[DFR_PDC] 118.167.588.867 measurements have been processed so far...
[CENTRAL_PDC] 151 .1668.208,134 measurementz have heen processed so far...
[DFR_PDC] 118.167.688.876 measurements have heen processed so far...
[DFR_FDC] 118.167.7890.81A measurements have been processed so fap...
[CENTRAL_PDC]1 151 .1668.3AA,.155 measurementz have heen processed so far...
[DFR_FDC] 118.167.800,.058 measurements have heen processed so far...
[CENTRAL_PDC] 151,160 408,252 measurementz have heen processed so far...
[DFR_PDC] 118.167.988.A81 measurements have heen processed so far...
[CENTRAL_FPDC] 151 .1668.50A,.882 measurementsz have heen processed so far...
[DFR_FDC]1 118,168 80A. 377 measurements have heen processed so far...
[DFR_PDC] 118.168,.188,.882 measurements have heen processed so far...

[CENTRAL_PDC] 151 .1660.6080,830 measurementz have heen processed so far...
[DFR_FDC] 118.168.200.874 measurements have heen processed so far...

DOE FOA 970
DE-OE-778

Dominion Energy Virginia Demonstration Results

open

=07

7



openECA CPU Utilization

C:\Program Files\openECA\Server\openECAConsole.exe i Task Manager
File Options View
[CENTRAL_FDC]1 121 . 788,677 measurements been processed so far...
Processes | Performance | Users | Details | Services
[DFR_PDC1 55,808,008 measurements have processed so far...
[CENTRAL_PDC] 121.80@.822 measurements been processed so far... ) CPU

[DFR_PDC] 55.988.131 measurements have processed so far... 1% 1.17 GHz

CPU  intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz

[DFR_PDC] 56.8008,.831 measurements have processed so far... e Memory S 10
[CENTRAL_FDC] 121.9800.1608 measurements been processed so far... 5.5/31.9 GB (17%
[DFR_PFDC]1 56,188,863 measurements have processed so far...

O Ethernet
[CENTRAL_PDC]1 122.A0@.138 measurements been processed so far... 5: 360 Kbps R: 11.8 Mbps
[DFR_PDC]1 56.200.174 measurements have processed so far...
[CENTRAL_PDC] 122.1808.827 measurements been processed so far...
[DFR_PDC]1 56.308.012 measurements have processed so fapr...
[DFR_PDC]1 56,488,051 measurements have processed so far...

[CENTRAL_FPDC]1 122.20@.142 measurements been processed so far...

[DFR_PDC]1 56,588,011 measurements have processed so far...
[CENTRAL_PDC] 122,380,826 measurements been processed so fawp... Utilizatic | aximum speed 2.40 GHz

[DFR_PDC]1 56,688,073 measurements have processed so fapr... '19/ '11 ? GHZ ’ ; 36
[CENTRAL_FDC] 122 .400,.8%6 measurements been processed so far... s  Threads Handles . ocessors: 32

[DFR_PDC]1 56,708,009 measurements have processed so far... 659 32487 Vi t Enabled

[DFR_PDC]1 56,808,046 measurements have processed so far... " 1.0MB

-pum 2 4.0 MB
[CENTRAL_PDC] 122.588.837 measurements been processed so far... 651:05:05:23 5 400 MB

[DFR_PDC] 56.988.027 measurements have processed so far...
[CENTRAL_FDC] 122.608.122 meazurements been processed so far...

[:';\':] Fewer details \ ) Open Resource Monitor
[DFR_PDC]1 57,888,127 measurements have processed so far... -

DOE FOA 970 - o _ open
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Deployment Results Report
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openHistorian Deployment Summary

® openHistorian was installed into three environments as noted on the
Deployment Architecture.

® |nstallation was easy and caused no issues

® GEP Subscription was easy to establish. Default settings were able to
connect to openECA.

® CPU Utilization for ECA2002 with openECA running in parallel

= ~100,000 events per second
e 3-5% average CPU utilization @ 1.15GHz (2.4GHz max)
e 8% CPU utilization max

= ~175,000 events per second

e 4-6% average CPU utilization @ 1.15 GHz (2.4GHz max)
e 12% CPU utilization max

@™ DOE FOA 970 - R : il
: 5 DE-OE-778 Dominion Energy Virginia Demonstration Results ECA

10



A

This PC

©

Metwork

]

Recycle Bin

Control Panel

Ll

HPE System
M;

179.4608.0859

178.5608.0870

179.5608. 0682

178.600.0861

179.600.054

[ECA] 178.76808.0822

179.76008. 0682

178,800,083

179.800.080

178.968.099

179.968.6012

[ECA] 179.6608.0822

186,008,043

179.1688.179

186.168.6813

179.268.0897

186.2688.0877

ach

measurements

measurements

measurements

measurements

measurements

[S8napEngine] Pending Tabhles Ui:

measurements

measurements

measurements

measurements

measurements

measurements

measurements

measurements

measurements

measurements

measurements

measurements

Program Files\,

have

have

have

have

have

6 U2:

have

have

have

have

have

have

have

have

have

have

have

have

been
been
been
been

been

been
been
been
been
been
been
been
been
been
been
been

been

processed so far...

processed
processed
processed

processed

9 U3:- 8

processed
processed
processed
processed
processed

processed

processed
processed
processed
processed
processed

processed

openHistorian\openHistorianConsole.ex 4 DECA openECA

Task Manager

Performance | Users

openHistorian Manager - MBULOGIN\kevi324-sa

tputs Actions Metadata

esh Interva

@ ECAICENTRAL_PDC! RISTER=Bristers_11-1L1 Gateway Transport
Far... @ ECAICENTRAL_PD RISTERSBristers_11-1L3 Gateway Transport

far... O ECAICENTRAL_PD RISTERSEristers_11-1Pmu Gateway Transport

far... : W ECAICENTRAL_PDCIC!CARSON Carson_11-1L1 Gateway Transport
far... @ ECAICENTRAL_PD RSON_Carson_11-1L2 Gateway Transport

@ ECAICENTRAL_PDC! RSOMN Carson_11-1L3 Gateway Transport
far...

£ ECAICENTRAL_PDCICICARSON Carson_1 Gateway Transport
ar...

far... @ ECAICENTRAL_PDC!IC!CARSON Carson_11-1L5 Gateway Transport

far... C itor @ ECAICENTRAL_PDC! RSON_Carson_11-1Pmu Gateway Transport

far... CAl 'DC CEICha -
\none) W ECAICENTRAL_PDC CElChancello_11-1L1 Gateway Transport

MBULOGIN @ ECA'CENTRAL_PDC!C!CHANCEIChancello_11-1L2 Gateway Transport

far...

Logon Domain:

far...
@ ECAICENTRAL_PDC!IC!CHANCEIChancello_11-1L3 Gateway Transport

Far. .. W ECAICENTRAL_PDC CElChancello_11-1T1 Gateway Transport
far... O ECAICENTRAL_PDC!IC!CHANCEIChancelio_11-1T4 Gateway Transport
far... W ECAICENTRAL_PDC!IC!CHESA11Chesa115_11-1Pmu Gateway Transport
far... & ECAICENTRAL_PDC!C!CHESA11Chesat15_11-2Pmu Gateway Transport

& ECAICENTRAL_PDC!IC!/CHICKAHChickahom_11-1L1 Gateway Transport

W ECAICENTRAL_PDC! LOVER_Clover_11-1L1 Gateway Transport




1 ¥

Fub Uutgoing hate latagrams SEC

Kl . ¥ Kl . ¥ Kl . b ¥
IPvb Incoming Rate a.a a.8a a.8a Datagrams / sec

Average Maximum Units

b 18.96 27.94 Average » ~ GPU
10 Data Rate 28644 _65 99283.95 Kilohytes ~ sec
I/0 Activity Rate 13136.54 Operations / sec
[Process Handle Count Total Handles
rocess Thread Count System Threads
GLR Thread Count Managed Threads
Thread Queue Size =
Lock Contention Rate Task Manager
rocess Memory Usage . . o
CLR Memory Usage File Options View
Large Object Heap :
Exception Count Processes | Performance | Users | Details | Services
Exception Rate
IPv4 Outgoing Rate

Btatistics calculated wsing last 128 counter values sampled every 5.8 seconds.
[PPA] 296.988.00A measurements have heen processed so far...

[PPA] 297. 880,000 measurements have heen processed so far...

[PPA] 297,180,028 measurements have heen processed so far...

[PPA] 297.200.012 measurements IR Task Manager
[PPA] 297.380.066 measurements

[ECA] 232.880.182 measurements Processes | Performance | Users | Details | Services
[PPA] 297.480.025 measurements

i O CPU
IPv4 Incoming Rate ) CPU [PPA] 297, 588,070 nmeasurements hd r r _
IPu Outgoing Rate - CPU  intelR) Xeon(R) CPU E5-2630 v3 @ 2.40GHz 6% 119 GHz CPU  intel(®) xeon(R) PU E5-2699 v4 @ 220GHz
IPv6 Incoming Rate R [PPA] 297.680.039 measurements 5 Utilization .
Memory [PPA] 297.788.834 measurements O Memory
A 11.5/31.9 GE (36%)
[PPA] 9.314,808,058 measurements h 7.5/31.9 GB (24%) [PPA] 297.880,226 measurements Y
[PPA1 9.314.908._0A28 neasurements h Ethernet [PPA] 297,908,113 measurements () Ethernet .
[SnapEngine] Pending Tables Ui: 4 JEEEEESVLICSEIEL TV [PPA1 298.000.820 neasurements 5 520 Kbps F: 15.5 Mbps
92.315.000,.116 measurements h [PPA] 298,188,133 measurements
92.315.100,.015% measurements h [PPA] 298,280,812 measurements
162,000,738 measurements hav [SnapEngine] Pending Tahles U1 4
92.315.200.112 measurements [PPA] 298,388,847 measurements E
9.315.308.118 measurements e e [ECA] 233.880.011 measurements I T T il B S =
9.315.,400.047 neasurements 79; 1 1? C”ﬂz [PPA] 298,480,825 measurements ) E
0 . Speed Vaximum speed 2,20 GHz n
9.315.588,.052 measurements _ [PPA] 298.580.068 measurements Coclete N
9,315,600, 020 t e  processan [PPA1 298,680,006 t 1.19 GHz Cores: -214 4
N - - measurements 1727 43220 ; Enabled . N measurements e e Co B d
9.315.708,.863 measurements = 1.0 ME [PPA] 298,780,082 measurements S ]
3 time ) o ation Enabled
9.315.800,.832 measurements N ~ache 40MB [PPA] 298,808,842 measurements 2489 62293 28 ME
Uaoo: 3 cache 40,0 MB e )
9.315.900,.826 measurements 62:03:58:55 [PPA] 298,908,184 measurements “E e 11.0 MB
[PPA] 299,808,831 neasurements 1 62:03:58:25 Tome

92.316.000,.014 measurements <

92.316.100.107 measurements [PPA] 299,188,863 measurements

l/:\l Fewer details \ ) Open Resource Monitor

163,000,077 measurements hav [PPA] 299,280,868 measurements | {;}Fewerdaak 'S'Cpa1Rﬁcquhhnﬂm

9.316.208,814 measurements have DEen processea [PPA] 299.3808.032 measurements H
9.316.388,.82? measurements have been processed
[SnapEngine] Pending Tables Ul: 4 U2: 2 U3: B

[PPA] 2.316.480_B71 measurements have heen processed

[ECA] 234,.68808.041 measurements have heen processed far...
[PPA] 299,480,057 measurements have heen processed far...
[PPA] 292.5808.013 measurements have heen processed far...
9.316.588,.864 measurements have been processed [SnapEngine] Pending Tables U1: 3 U2: 9 U3: @
9.316.688,.888 measurements have been processed [PPA] 299,680,189 measurements have heen processed
9.316.788,.85? measurements have been processed [PPA] 2992.7808.011 measurements have heen processed
9.316.808,.225 measurements have been processed [PPA] 299.880.021 measurements have heen processed

9.316.988,.123 measurements have been processed [PPA] 299.980.081 measurements have heen processed

o




[ECA]
[PPA]
[PPA]
[PPA]
[PPA]
[FPA]
[FPA]
[FPA]
[PPA]
[PPA]
[PPA]
[ECA]
[PPA]
[FPA]
[FPA]

205,008,873 measurementsz have been processed so far...

9.358,.388,.336 measurements have heen processed so far...

9.358.480.028 measurements have heen processed so far...

92.358.500,0080 measurements have heen processed so far...

9.358.,608,.838 measurements have heen processed so far...

9.358,.708,.0830 neasurements
?.358,.8808.136 measurements
2.358.,.788.017 neasurements
2.359.008,.122 measurements

AP

File

2.359,1808,.157 measurements

Options  View

Processes

MName

2.359,201.639 measurements

206,900,562 measurements hav
9.359,308,.821 measurements h
?.359,488.824 measurements h
9.359.,588.141 measurements h

[SnapEngine] Pending Tables Uli: 4

[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[FPA]
[FPA]
[ECA]
[FPA]
[PPA]
[PPA]
[PPA]
[PPA]

2.359,.680,045 measurements
2.359,.780,.092 measurements
2.359,.800,.186 measurements
2.357.900.866 measurements
?.360,008,083 measurements
?.368,188,314 measurements
?.3608,2008,848 neasurements
287,880,878 measurements haw
?.368,3808.163 measurements
2.360,480,.878 measurements
2.368,.580,035 measurements
?2.360.600,.838 measurements
?.368,7088, 846 measurements

Performance | Users | Details

- 8 openHisterian lacn Host

I §E openECA laon Host

m| System

termsves

Task Manager

| SolarWinds.5torage.Agent.exe

Console Window Host

| Desktop Window Manager

| McAfee On-Access Scanner ser..,

| System interrupts

) Windows Explorer

m_| RDP Clipboard Monitor

i~ @® openHistorian Remote Console

& WM Provider Host

) Fewer details

[TESTDEVICE] 38.388.884 measurements NAve DEEN PPOCESSEN S0

[PPA]
[PPA]

?.360,800,.882 measurements have
2.368,9008,826 neasurements have

[SnapEngine] Pending Tables Ui:- 4 U2:

[PPA]
[PPA]
[PPA]
[ECA]
[FPA]

2.361,880,132 measurements have
2.361,1808,.869 measurements have

2.361,200,087 measurements have

bheen

heen

? U3:

heen
heen

heen

processed so far...
processed so far...
a

processed so far...
processed so far...

processed so far...

208,000,868 measurements have heen processed so far...

9.361,308,.853 measurements have heen processed so far...

Task Manager

Services

5%
CPU

3.3%
2.2%
0.1%
0.1%
0.1%
0.1%
0.1%
0.1%
0.1%
0.1%

0%

0%

0%

0%

23%

Memon
2,840.8 MB
1,228.6 MB
0.1 MB
46,9 ME
2.9 MB
304.4 MB
0.4 MB
8.6 MB
93.3 MB
0 MB
8.2 MB
0.7 MB

16.6 MB

30.7 MB

[PPA]
[ECA]
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]

[PPA]
[PPA]
[FPA1
[FPA1
[FPA1
[ECA]
[PPA]
[PPA]
[PPA]
[PPA]

341,490,128
276,000,630
341,500,614
341,600,003
341,700,187
341,800,082
341,900,067
342,000,087
342,180,135
342,200,028
342,300,060
342,400,120
277,000,047
342,500,858
342,608,454
342,700,044
342,800,067

[FPPA] 341,200,082 measurements
[PPA] 341,388,045 measurements

[SnapEngine] Pending Tahles U1

neasurements
measurements
neasurements
measurements
measurements
neasurements
measurements
measurements
neasurements
measurements
neasurements
measurements
measurements
neasurements
neasurements
measurements

measurements

[SnapEngine] Pending Tahles Ui

[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[ECA1
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]
[PPA]

342,900,034
343,000,056
343,100,026
343,200,031
343,300,896
343,490, 885
278,000,070
343,500,841
343,600,002
343,700,040
343,800,180
343,700,060
344,000,140
344,108,856
344,200,292

neasurements
measurements
measurements
measurements
measurements
measurements
measurements
measurements
neasurements
measurements
measurements
measurements
measurements
measurements

measurements

have heen

have heen

processed

processed

3 02: 2 U3: 8

have heen
have heen

1=

| | Processes

H

H

have heen
have heen
have heen
have heen
have heen

have heen

1 () Fewer details

processed

processed

I File Options View

Performance

processed
processed
processed
processed
processed

processed

[8napEngine] Pending Tables Ui: 3 U2: 9 U3: B

[FPA] 344,388,827 neasurements have heen processed

—
IIIIIIIIIIIIIIIIIIIIIII!IIIIIHIIII:II

Task Manager

Users | Details | Services

, T 5%
Name Status CPU
b ¢ openHistorian lacn Host 24%
b GE openECA laon Host 1.9%
I m| HPE ProLiant Agentless Manage... 0.7%
m| System 0.5%

I m| Foundation Agent Service 0.1%
b gF2l Task Manager 0.1%
m| Desktop Window Manager 0.1%

b | SolarWinds.Storage.Agent.exe 0.1%
[+ Service Host: Local Service (Met... 0.1%
b m| McAfee On-Access Scanner ser.., 0.1%
b termsves 0.1%
BN Console Window Host 0.1%

m| System interrupts 0.1%

m-| ttWmiPerf (32 bit) 0%
-] Bitd Agent Executable (32 bit) 0%

36%

Memon,
2,709.0 MB
2,875.6 MB

10.2 MB

0.1 MB
5.2 MB
9.9 MB

11.2 MB

312.9 MB

18.2 MB

101.8 MB

56.2 MB

0.5 MB
0 MB
3.0 MB

93.2 MB
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Deployment Results Report

Grafana Integration



Grafana Deployment Summary

Grafana was installed in two environments as depicted in the Deployment
Architecture.

Grafana installation and (Earticularly) configuration required the use of
documentation provided by VT graduate students but an easy to find
walkthrough should be available on the openECA and openHistorian Wiki
pages. Contact Kevin Jones for more information.

Once properly configured, the use of Grafana for quick dashboard prototyping
IS very easy.

It should be noted that it is best to know in advance which points you want to
display because the drop down menu is very difficult to navigate for individual
points.

Charts and graphs are better made with robust FILTER statements.

GPA may also consider a sample dashboard that can be imported to monitor
openECA, openHistorian, openPDC, etc. performance including a demo
dashboard for the sample data in TESTDEVICE.

@ % DOE FOA 970 et
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The Demonstration Phase

Topology Estimation
Linear State Estimator

Dynamic PMU Transducer Calibration
Line Parameter Estimation

Local VAR Control
Region VAR Control
(Shadow System Simulator — One frame per second)

PMU Synchroscope

@™  DOE FoA 970 . o . Opel
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Analytics

Linear State Estimator
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Installation overview

BPA openECA Demo Data Flow Diagram
® BPA PMU Data Flows in from the P 8

substations and is concentrated into a

UDP Multicast stream in the BPA [ :
synchrophasor lab using ePDC 3 | “osciton:
= Detector
® The openECA Server subscribes to the ' 3
multicast stream to receive PMU data oppC |'EEECE-118 ,[ openECA ]4 ’
. . . . UDP Multicast Server \( ————————————————
@ The PMU data is then distributed using . <
the Gateway Exchange Protocol to the v | < | Dominion
openECA Client Data Modeling Tool (as [ openHistorian ] i E P
needed), the openHistorian for short- - )
term data archival as well as to the HTTPl

installed analytics

@ Data from the historian is served up to
the Grafana visualization tool over HTTP

Grafana
Visualization

BOﬂ ﬂeVI”e BPA Demo Results — From July 13, 2017
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Platform Observations

® Platform Installation and Configuration Observations

= After some issues getting the software installed (see Issues List below), the openECA server was able to quickly connect to the
available BPA multicast synchrophasor data feed and provide data to the openHistorian and Grafana visualizations.

® |ssues List

= Installation on Windows Server 2008 was problematic due to security issues. The openECA system was able to be installed by
manually disabling security, however, it is expected that if the operating system was brought to up to current patch levels that
security could be reenabled. GPA noted that this had not been observed on any other test system installations to date.

= Very old version of Internet Explorer was unable to proEerIy render HTML 5 based web pages. We were able to move another
machine and effectively access the openECA server with more recent browser technology.

= Reinstalled OpenECA on Windows Server 2012 with no security issues. The software is stable, and web pages are accessible with
updated browser. All further testing will be performed on this server.

® Stability Observations

' Ihe system will be left running and observed for stability for the remainder of the project. No stability issues have been noted thus
ar.

® Platform Component Observations

= Server components

. T?f(le_ server components seemed to pick up the BPA data feed well and quickly reported data anomalies where some of the PMU devices were
offline.

= Displaying data/results

* The openECA Manager, openHistorian and Grafana were all tested — each system was able to display both real-time data and calculated results, e.g.,
MW values calculated by openECA server.

= Creating a project (optional)
e BPA will attempt to implement a simple proof-of-concept MATLAB-based project, and assess potntial of further projects using MATLAB.

BOﬂ ﬂeVI”e BPA Demo Results — From July 13, 2017
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Montana Tech Oscillation Detector Observations

® Analytic Installation and Configuration Observations

= |nstallation was very quick. Once installed the provided configuration tool
was used to select several Megawatt values and generate new signal
mappings for the OD service. This generated a file which we copied to the
“Model” folder where the OD service was installed. We then ran the OD
Service Console and invoked the “Initialize” command which promptly
cycled the OD analytic with the new mappings. Overall, this took very little
time and was easy to configure.

® [ssues List
= None noted.

@ Stability
= The system will be left running and observed for stability for the remainder
of the project. No stability issues have been noted thus far.
® Results display / presentation

= We imported a sample Grafana dashboard provided with the installation
and were able to quickly visualize results coming from the analytic. The
results seemed reasonable for the input.

BOﬂ ﬂeVI”e BPA Demo Results — From July 13, 2017
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openLSE Observations

® |ssues related to the Windows 2008 host system prevented
proper installation of openLSE. BPA hopes to test this in the
coming weeks on the Windows 2012 machine, starting small
with a couple of substations — Kevin has offered to assist.

Analytic Installation and Configuration Observations
Issues List

Stability

Results display / presentation

BOﬂ ﬂeVI”e BPA Demo Results — From July 13, 2017
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Demo Summary

® Considering standing up a Grafana based user interface for
openECA provided oscillation results for comparison to the
production system that is currently operational

® We will continue to evaluate the openlLSE and compare its results
to other LSE software currently use

® Grafanaand the openHistorian will be evaluated for other
potential uses within BPA. Flexibility in adding displays/content a
positive.

® BPA will continue to experiment withopenECA generated Matlab
project templates for bringing synchrophasor into Matlab and
sending results back to openECA

® Detailed stream statistics provide realtime detail not available
with other PDCs. These statistics will be compared with
daily/weekly reports compiled by BPA.

BOﬂ ﬂe\/l”e BPA Demo Results — From July 13, 2017
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Southwest
Power Pool

SPP openECA Beta
Demonstration

Results of Testing Oscillation Detection and
Linear State Estimator Analytics



SPP PMU Project Overview

Project began in early 2016

Tested EPG and GPA tools in a development
environment for over a year

Plan to deploy RTDMS as an informational system
for Shift Engineers this year

Beta-testing openECA analytics in a development
environment. Possibly looking to integrate with
existing tools in the future.




Existing/Potential PMU Locations
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OpenECA Platform Observations

- Installation and Configuration

- As with all GPA tools, installation and data flow
configuration was painless

- Attaching a dedicated Historian was straightforward

- User Interface

- The openECA Manager thick client has a lot of
functionality, but moving to web-based is the right
direction

- Bulk operations have to be done in the database
- Power Calculations are difficult to maintain

- Analytics Integration

- Both analytics SPP tested were easily able to connect
to openECA, receive metadata and real-time data

- Process of creatmg input/output measurement
mappings is a challenge. Mappings are static, not
easily maintainable as models and device ava11ab111ty
changes. Both analytic developers tried to
streamline.




openECA Test Results

- Server Specs
- 128GB RAM
* Intel Xeon 16 core 3.5GHz
+ Windows Server 2012 R2

" W
- Performance MWM\ 7
- 1600 PMU signals, 445 power % ko eteo  Turcens
calculations, 13000 LSE outputs

° A.Vg' 3% CPU Utilization e RAM > 50MB
- Avg.~2GB RAM Usage | - opertorar

= openECA

- Stability
- After initial setup, 100% uptime

- openECA web client periodically
loses connection and is slow with
large model (LSE)




OpenECA Suggested Improvements

- Support of additional metadata fields for
devices and signals, specifically for LSE:
- Substation
- Voltage Level
- Measured Device Type
- Measured Device Name
- Opposite Substation (for lines)

- Continue web-based manager development
for all the GPA platforms
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Oscillation Detection Monitor (ODM)
Test Approach

- Create power calculations for all PMUs in
openECA database

- Set up ODM monitoring of MW, MVAR, and
Frequency signals.

« Create dashboards in Grafana to visualize
results

- Validate ODM results against other tools
(RTDMS and offline results)

- Monitor analytic stability and performance




Oscillation Detection Monitor (ODM)
Test Displays

MW Oscillation Energy MVAR Oscillation Energy FREQ Oscillation Energy

Band 2 Energy: 0.15- 1.0 Hz Band 2 Energy: 0.15- 1.0 Hz Band 2 Energy: 0.15- 1.0 Hz
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Oscillation Detection Monitor (ODM)
Observations

- ODM-reported Percent Bad Data is always >
0%. For most PMUs, closer to 30-50%. The
data appears good on the input side.

- Easy to visually recognize trends in large
amounts of data with ODM + openHistorian +
Grafana

- ODM is flexible.. accepts and processes
signals of any type

- Adding measurements a bit tedious at first.
We added a filter to the ODMapper datagrid
to streamline signal selection

- Dr. Donnelly and Ritchie were very helpful
with troubleshooting and support




Oscillation Detection Monitor (ODM)
Test Results

« Performance

- 53 MW, 53 MVAR, 156 Freq
Inputs

* Running 1 frame per second
- Avg. 2% CPU Utilization
- Avg.~400MB RAM Usage

- Stability
- After initial setup, 100% uptime

OscillationDetectorservice

° A-Ccuracy Of Results 500 MB roeess

- Calculations verified through
after-the-fact analysis

- Calculations match up with
RTDMS results (uses same
backend)

OscillationDetectorService



Oscillation Detection Monitor (ODM)
Suggested Improvements

- Built-in time-based alarming (e.g. >6MW
oscillation for >30 seconds)

- An output signal indicating frequency of
largest oscillation present in the band for
each PMU

- Configurable frequency ranges for each band




openLSE Linear State
Estimator Testing Results




Linear State Estimator (LSE) Test
Approach

« Create LLSE model based on SPP’s GE/Alstom EMS
Model

- Create mappings between PMU devices/signals
?{rlé'i\i/[ %MS equipment, including CBs, LNs, and
S

- Import model into offline model tool,
prune/reduce based on measurement availability,
share model information with OG&E for their
testing

- Get model solving in offline LSE environment with
PMU snapshot data

- Get model solving in real-time with LSE service
- Document LSE’s enhanced observability

- Monitor estimated residuals, compare estimated
values with SCADA or EMS State Estimator




Linear State Estimator (LSE) Model

OG&E has ~600 substations in EMS

Live data available from 152 PMUs

95 Directly-Observed substation-KV buses in LSE
33 Indirectly-Observed substation-KV buses in LSE

LSE Active Voltage Count LSE Active Voltage Count

LSE solves with 9 islands 119

- Island 1:

. P h a so rs 00:00 1:00 08:00
208 substations
LSE Active Current Flow Count LSE Active Cu
4] observable 66 :

- Islands 2-9: Phasors
1-3 substations each

LSE Observed Bus Count
165
160

159 Buses | =

08:00

LSE Average Total Time in LSE Total Time in Milliseconds
Milliseconds 400
4 300

c
2 200 I

102ms | o

00:00 4:00 08:00



Linear State Estimator (LSE)
Observations

- SPP and OGE had several iterations through
the network model build process

- openLSE is still evolving.. Dr. Jones worked
hard to add functionality to assist SPP and
OGE during testing

- Large time investment required to map PMU
info to model

- LSE is very dependent on accurate
measurement mapping

- With latest improvements, a ground-up model
build should be easy




Linear State Estimator (LSE) Test
Results

SSSSSS

- Performance
- Running 5 frames per second
- Avg. 5% CPU Utilization
- Avg.~420MB RAM Usage

* Occasional CPU spikes when
topology is rebuilt

~11/5 00:00

cccccc

. Stability
- After initial setup, 100% uptime




Linear State Estimator (LSE) Accuracy

- At most locations, LSE tracks PMU measurements very well.
- Additional mapping validation is needed in certain locations

PMU Voltage Magnitude Comparison - openECA OpenHistorian

14278 KV
147 75 kY PMU: OPENECAIDEVIQAIPRODIOGE OPENPDCIOGE WASHNGTON-RENO-PM1SELY
142 73 kY = LSE: OPENECAIWASHPRK 29 ND-VME7972
14270 KV
14268 KV
142 65 KV
14263 KV
064800 064310 0624820 06:48:30 06:48:40 0624850
PMU Voltage Angle Comparison - openECA OpenHistorian
200
PMU: OPENECAIDEVIQAIPRODMOGE'OPENPOCICGE WASHNGTON-RENO-PATSELVH
100 LSE: OPENECANWASHPRK_11_ND:VAE7955
= |SE: OPENECAIWASHPREK 29 ND-VAETST2

f o
&
1]
h=]

-100

-200

06:48:00 06:48:10 06:48:20 06:48:30 06:48:40 06:48:50
PMU Current Magnitude Comparison - openECA OpenHistorian
60L0A
B PMU: OPENECAIDEVIQAIPRODIOGEOPENPOCICGE WASHNGTON-RENO-PMS5SELL
: = LSE: OPENECAIWASHPRE 29 TO RENO1_12 LMNIME2335
S80A
570A
560A
S5.0A
06:48:00 06:48:10 06:48:20 06:48:30 06:48:40 06:48:50

current

142 7364 KV

1427301 kV

current

-36.3951

current
56.6466 A
569211 A



Linear State Estimator (LSE) Suggested
Improvements

- Support clean up of unused LSE output
measurements

- Each station has many unused node voltage groups

- Add a Network Topology Viewer

- A user interface with a graphical layout of the
topology would make the LSE results much easier to
use.

- Could use node-graph layout to visualize topology
from the network model. Could bring in
measurements and estimates from openECA.

- Add support for measurement residual
streaming to openECA
- Useful for quickly identifying mismatches




Demonstration Summary

- SPP sees great value in openECA and the
potential for new analytics. We hope that the
framework continues to grow and be adopted
by industry.

« SPP will continue to run ODM and LSE in a
testing environment.

- Plan to test Mode Meter (OMM) and Line
Parameter Estimation as time permits.




SPP Potential Future Uses for openECA

- Incorporate Grafana-based PMU data with
existing SPP dashboard views

- In the future, use LSE to expand PMU visibility

- Integrate ODM results and potential alerts
with existing geospatial tools
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OG&E Background

2008 - Synchrophasor Pilot
Followed by several standalone projects to network existing PMUs
2014 - Standardized SP&C & telecom design to network PMUs

400 ~

/_/-'
300 /F

/

PMUs Online
(L")
(]
(]

100
.

0
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
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PMU Locations

Ffs,l. .

H

M EHV, 118

M Fossil, 17 - Hipaat

M Wind, 29
405 PMUs Total
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openECA Data Flow

Montana
Tech
oMM

Montana
Tech
oDm

OGTE

Alarming Engine

!

open PDC__

MHJSI:O[I&D_Z
High-Performance Measurement Archive

SIEGate -

'

Grafana Visualization

openlLSE
Topology
Estimation

Dominion
openlLSE

Southwest

Power Pool
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DEMONSTRATION [ TESTING
RESULTS




openECA Platform Observations

 Installation and Configuration

= Installation and setup is easy and very similar to
openPDC, which we have used for many years

= No issues were encountered with getting data into
openECA and openHistorian

e Performance

= 400+ PMUs with 3 Phase system requires minimal
resources (3-4% CPU for each service)

o Stability
= We had a crash of the services one weekend. It
appears to be a result of the openECA Manager being
left open and crashing and taking the openECA

service down with it. These should be better isolated
so that cascading failures are not possible.

DOE FOA 970 / ' open
DE-OE-778 | ECA



Oscillation Detection Monitor (ODM) Test Approach

e Create power calculations for all generator
PMUs in openECA

e Set up ODM monitoring of MW and MVAR
signals

e Create dashboards in Grafana to visualize
results

« Validate ODM results against other tools
(in house FFT oscillation detection)

 Monitor analytic stability and performance

oGt 2 -




Oscillation Detection Monitor (ODM) Observations

 Installation and Configuration

= |nstallation and setup is relatively easy. The OD
mapper tool could be improved by adding a text filter
and better means of selecting many signals.

= Generating the power calcs in openECA Is not easy
and was the most time consuming pairt.

e Performance

= We are monitoring 78 signals from all of our
generators (MW and MVAR). The service uses 5-6%

CPU resources
o Stability
= After the openECA service crash was resolved, the
ODM was producing erroneous results. We restarted

the ODM service and it returned to normal. Otherwise
we have not had any problems with stability.

DOE FOA 970 / ' open
DE-OE-778 | ECA
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Oscillation Detection Monitor (ODM) Test Results

Band 1 Energy:

« ODM is very sensitive
to step changes,
faults and line
switching

« ODM response to a ekl d g i =
15 MVAR step ‘ e

OPEMEC
MVAR
I |
=
5 - 5:50 OPEMECA
Band 4 Energy: 5+ Hz

-10 ]
-15 -1

] 1 I 1 I

04:49.00 PM 04:49.10 PM 04:49.20 PM 04:49.30 PM 04:49.40 PM

OPEMECAIBREC
OPEN
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Oscillation Detection Monit

or (ODM) Test Results

8o -

ODM comparison to o

. Oscillation Detected on

INn house FFT for i ] 10/11/t2017 7:t22f50 AM
. . *F Amplitude: 58.34

actual oscillation o Freq: 3.046875Hz

event on 10/11/2017

10 =
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Oscillation Detection Monitor (ODM) Test Results

ODM does not include « OG&E has developed
alarming or notification  a stand alone

capabillities, which Is notification service
Important for validation  that queries the Open
Historian 2.0
50% 10%
2 25 60 50% 10%
3 10 30 50% 10%
4 10 20 50% 10%
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Linear State Estimator (LSE) Test Approach

SPP was generous to let us use their model since
the PMU data is coming from OG&E anyway

With the model from SPP, import model into offline
model tool, prune/reduce based on measurement
availability

Get model solving in offline LSE environment with
PMU snapshot data

Get model solving in real-time with LSE service
Document LSE’s enhanced observability

Monitor estimated residuals, compare estimated
values with SCADA or EMS State Estimator

DOE FOA 970 / ' open
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Linear State Estimator (LSE) Observations

 Installation and Configuration

= |nstallation is very easy. There were several iterations
before we were able to get an offline solution to run in the
network model editor. Recent improvements to the NME
reduce the configuration burden significantly.

e Performance

= The openLSE service uses 4-5% CPU resources, but RAM
usage continues to grow if measurements are queued.
We dropped the interval down to 1 sample per second and
our server was able to keep up without queueing. This
also reduced the CPU burden to 1-2%.

. Stability

= We were not able to run the LSE in real time at 30 samples
per second, but it runs very well at 1 sample per second.

; __DOE FOA 970 / ' open
J  DE-OE-778 / =7y 13



Linear State Estimator (LSE) Test Results

e Side by side results of PMU data and LSE
output show good correlation

140,80 kv

140,75 kv
7l

i
140,70 kY |

140.65 kW

140,60 kv

140,55 kv

140.50 kW
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PMU Valtage Magnitude Comparison - openECA OpenHistorian
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PMU Yoltage Angle Comparison - openECA OpenHistarian
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Linear State Estimator (LSE) Test Results

e Some output signals appear to drift

e The output data is delayed by 10-15
seconds compared with the PMU data

 More time needed for studying results

PMU Voltage Magnitude Comparison - openECA OpenHistarian

400 kY

200 kY
150 kY

100 kY

16:31:00
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Linear State Estimator (LSE) Test Results

 Performance
metrics show
active phasors,
bus observability
and time delays for
various aspects of
the LSE

636 ' e Qur total time is
= usually around
350ms, but often
° | T spikes up to the
465 - 1.5-2 second
range due to
network

reconstruction

B Dok FoA 970 / ' open
DE-OE-778 1 =Y 16
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Summary

We will continue to validate the ODM and
tweak our alarming to provide meaningful
notification of events

We also plan to test the oscillation mode
meter (OMM) In the near future

We will continue to work on the LSE
progress

We would also like to test the line
Impedance calculator in the future

oGt 2 -
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