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EXECUTIVE SUMMARY 

Fluid jets interacting with a stratified layer play an important role in the safety of several reactor 

designs.  In the containment of nuclear power plants, fluid jets dominate the transport and mixing 

of gaseous species and consequent hydrogen distribution in case of a severe accident.  The mixing 

phenomena in the containment are driven by buoyant high-momentum injections (jets) and low 

momentum injection plumes.  Mixing near the postulated break is initially dominated by high flow 

velocities.  Plumes with moderate flow velocities are instead relevant in the break compartment 

during the long-term pressurization phase, or in any of the apertures between two connected 

compartments if the mass flows are sufficiently high and the density differences between efflux 

and ambient are sufficiently low.  Phenomena of interest include free plumes (as produced by the 

efflux from the break compartment in a larger room or directly from a break flow), wall plumes 

(such those produced by low mass flows through inter-compartment apertures), and propagating 

stratification fronts in the ambient (for any stably stratified conditions).  These phenomena have 

been highly ranked about nuclear reactor design, especially regarding of safety protocols.  During 

a Pressurized Thermal Shock (PTS) scenario, the interaction between the cold ECCS injection 

plume and the stratified fluid present in the cold (or hot) leg is important in order to determine the 

temperature at the time-dependent temperature at the inlet of the reactor pressure vessel (RPV) 

and the potential to cause a thermal shock on the RPV wall.  In sodium-cooled fast reactors (SFRs), 

core channels are typically hydro-dynamically isolated so that there exists a considerable 

temperature variation at the exit of adjacent fuel assemblies. All the above phenomena are 

characterized by the interaction of buoyant jets with the stratified flow. 

In stratified layers baroclinic forces create significant redistribution of turbulent kinetic energy and 

scales, which leads to anisotropy. This important physical phenomenon is highly three dimensional 

and is challenging to capture even with high-fidelity CFD simulations, due in part to lack of 

sufficiently resolved validation data. Furthermore, the experimental data available in the open 

literature do not feature the level of fidelity needed for an extensive validation of turbulence 

models in lower order CFD. 

To shed new lights into the crucial phenomena object of the present research project, it was 

proposed to conduct coordinated experiments and simulations at the University of Michigan and 

the George Washington University. The project has resulted in an experimental database of high-

resolution time-resolved measurements of jets in uniform and stratified environments.  The novel 

experimental data will be used to validate computational fluid dynamic (CFD) codes, including 

both Large Eddy Simulations (LES) and unsteady Reynolds-averaged Navier-Stokes equations 

(URANS) methodologies. 

In the Experimental and Multiphase flow (ECMF) laboratory at Univerisity of Michigan, we built 

two experimental facilities to investigate also the effect of scaling. The first facility, DESTROJER 

(DEnsity Stratified Turbulent ROund free Jet ExpeRiment), featuring a contoured jet nozzle with 

a diameter of D=12.7mm and a 1m×1m×1m cubic tank, which is made of acrylic glass for optical 

access.  The ratio between the tank width and the nozzle diameter is equal to 78, which ensures 

that there is no direct interaction between the jet and the side walls. A second, modular 

experimental facility, features three different tank sizes of size 10×10×30, 20×20×30, 30×30×30 

cm3 respectively (all tanks have the same height of 30 cm), and a jet diameter of 2mm. For the 

modular facility, tank-to-nozzle ratio of 50, 100, and 150 are obtained respectively. Experiments 

with different-density jet impactions and sharp interface with a density difference of 3.16% have 

been successfully conducted in the scaled facility. 
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In the Laboratory at George Washington University, complementary experiments have been 

carried out at a facility featuring the same dimensions as DESTROYER. Experiments with 

different jet diameters have been carried out as well. 

High-resolution time-resolved measurements have been performed at all facilities using high-

speed particle image velocimetry (PIV) and planar laser-induced fluorescence (PLIF). In this way, 

simultaneous measurements of velocity and density fields have been carried out. At the University 

of Michigan, wire-mesh sensors have been designed and built to gather high-resolution, time-

dependent data of the stratified front in the tank. These measurements are important to provide 

accurate initial conditions for the CFD simulations. 

An important outcome of the project has been the development of novel techniques to achieve 

refractive index matching (RIM) of acqueous solutions with high density differences. RIM is 

crucial if optical techniques such as  PIV are used to measure velocity fields. Previous to this 

project, experiments up to 3% density difference had been reported in the literature. With the 

methodology developed in this project, we have been able to push the envelop to density 

differences up to 9%.  

The experiments have been used to validate Reynolds Averaged Navier-Stokes (RANS) turbulence 

models and Large Eddy Simulations (LES) models. Both NEK5000 and the commercial CFD code 

STAR-CCM+ have been used.  

The experimental data will be made available to the community through the NE-KAMS database. 
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INTRODUCTION 

Turbulent round jets have been investigated since the 1920s. One of the very first theoretical 

investigations was published by Tollmien [1], who modeled the jets based on Prandtl’s mixing-

length theory. From then on, turbulent round jet flow, categorized as a branch of the canonical 

flows, has been studied extensively by the research community from both experimental and 

computational perspectives during the past several decades. 

For a turbulent round free jet scenario, turbulence is generated at the jet boundary and diffuses 

towards the axis such that the width of the mixing zone increases with downstream distance, 

leaving the potential core region where the flow velocity keeps a top-hat profile.  As the flow 

travels downstream, turbulence gets dissipated, and the jet flow transits into the fully developed 

region, where the flow velocity begins to form a parabolic profile shown in Figure 1.   

 

 

Figure 1. Schematic diagram of different zones for turbulent jet flow field in uniform environment. 

Many investigations have focused on the statistical measures of the velocity fields. Hrycak et al. 

[2] showed that for an axisymmetric jet, the radial velocity profile when normalized by the 

centerline velocity, is mostly independent of the Reynolds number in the turbulent flow region.  

According to Nathan [3], only the jet inlet conditions will influence both the near-field and 

downstream flow fields because the influence of initial conditions contributes to the underlying 

structures of turbulent motions that are carried from the jet nozzle throughout the flow.  For a self-

preserving jet, according to Hussein et al. [4], the centerline axial mean velocity also decays 

linearly with the axial distance away from the jet nozzle, and for the self-similar region, the relation 

between the jet exit velocity U0 and the centerline velocity Uc can be expressed as: 

 

𝑈0

𝑈𝑐
=  

1

𝐵
( 

𝑥

𝐷
−

𝑥0

𝐷
 )           (1) 

 

where x0 is called the jet virtual origin, and B is the jet decay constant.  George [5] mentioned in 

his study of the self-preservation in jets that both x0 and B may depend on the exit conditions of 

the jet (i.e., the jet nozzle shapes and initial boundary conditions).   

The issue of realizability in turbulence is also essential because it illustrates whether the velocity 

field measurements are guaranteed to result in non-negative normal turbulent Reynold stresses and 
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satisfy appropriate constraints, such as the Schwarz inequality for Reynolds stress components. 

According to Hamilton and Cal [6], using the idea of Eigen-decomposition, the symmetric second-

order tensor of the normalized Reynolds stress anisotropy can be transformed into a set of principle 

components λi and an associated vector basis Σij.  Regarding the eigenvalues, the invariants η which 

quantify the degree of anisotropy and the eigenvalues ξ which describe the characteristic shape 

can be expressed as: 

 

𝜂2 =  
1

3
(𝜆1

2 + 𝜆1𝜆2 + 𝜆2
2)        (2) 

𝜉2 =  −
1

2
𝜆1𝜆2(𝜆1 + 𝜆2)         (3) 

 

In Figure 2, the invariant map, also known as Lumley triangle [7], is shown. Each corner of the 

triangle describes a specific structure of turbulence (isotropic, 1D, 2D, 3D axysimmetric, etc.).  

 

 

Figure 2. Lumley triangle. 

Velocity signals measured in turbulent flow usually have a broad range of frequencies, which 

indicates that the signals consist of the temporal information from the fluid parcels in the flow or 

eddies with different sizes.  Therefore, analyzing the velocity spectrum provides information about 

the contributions to the intensity of velocity signals from various length scales.  Kolmogorov in 

1941 [8] proposed that the three-dimensional velocity spectrum in the inertial sub-range should 

follow the form of:   

 

𝐸(𝜅) = 𝐶𝜀2/3𝜅−5/3           (4) 

 

where C is known as the Kolmogorov constant and κ = 2πf is the wave number. In this report, the 

normalized axial velocity spectra 𝐸11(κ1)/(λ𝑘uλ𝑘
2) are plotted versus normalized wave numbers 

𝜅1𝜆𝑘 to characterize the relationship between the various length scales and the energy intensities.  
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The spectra are normalized by the Kolmogorov length scale λk and Kolmogorov velocity scale 𝑢𝜆𝑘
.  

According to Fellouah and Pollard [9], the -5/3 slope is associated with the range of frequencies 

in which the energy cascade is dominated by inertial transfer, the -3 slope reflects what may be 

expected for two-dimensional turbulence flow, and the -7 slope characterizes the dissipation range 

at the near-field region where viscous forces dominate as shown in Figure 3.  

 

 

Figure 3. Velocity spectra of u at r/D=0 and Re=30’000. (a) x/D=1, (b) x/D=3, (c) x/D=5, (d) x/D=10, 

(e) x/D=15, and (f) x/D=20. (Adopted from [8]). 

In addition to statistical characterization, coherent structures have been studied as well over the 

last four decades to understand and describe free turbulent flows [10] [11]. Nevertheless, the 

research community has not yet come up with an accepted definition for coherent structures. To 

understand the coherent motion and analysis of the coherent structures in this report, Robinson’s 

description [12] is adopted: “a coherent motion is defined as a three-dimensional region of the 

flow over which at least one fundamental flow variable (velocity components, density, 

temperature, etc.) exhibits significant correlation with itself or with another variable over a range 

of space and/or time that is significantly larger than the smallest local scales of the flow.”   

Two-point correlations are used to identify those structures that give insight into the mass and 

momentum transports in large scale.  The general form of a two-point correlation can be expressed 

as follows:   

 

𝑅𝑎′,𝑏′ =  
𝑎𝑥

′  𝑏0
′̅̅ ̅̅ ̅̅ ̅̅

√𝑎0
′  𝑏0

′̅̅ ̅̅ ̅̅ ̅̅  ∙ 𝑎𝑥
′  𝑏𝑥

′̅̅ ̅̅ ̅̅ ̅̅
           (5) 

 

where R𝑎′,𝑏′ describes the spatially distributed influence of the variance of a component 𝑎𝑥
′  in the 

interrogation plane to the variance of a component 𝑏0
′  at a certain location of the plane as reference.   



NEUP 14-6552  Final Report 

 9  

PART I – EXPERIMENTS AND COMPUTATIONS AT UM 

UM’s team has accomplished several significant developments of diagnostic and data analysis for 

this validation effort. In short they are: 

- We have improved the design of the experimental facility originally provided by the 

GWU’s team.  

- To establish a stratified environment that could be studied at high-Reynolds number, a 

novel and systematic index matching strategy was developed, which enables the matching 

of the refractive index of fluids with density differences up to 9%. This is the highest 

density difference currently achieved in the field of fluid-dynamics. The methodology that 

we have developed in this project can be used to systematically identify fluids with even 

higher density differences.  

- An additional modular experimental facility was designed and built to investigate scaling 

effects. 

- Wire-mesh sensor were designed and built for high-resolution measurements of the time-

dependent stratification in the tank(s). 

- UM has conducted extensive refinement to the experimental protocol to improve 

repeatability and reproducibility of the experiments.   

- A complete test matrix for jets in uniform environment, including measurements in the 

near and far field, has been carried out as reference data for measurements of jets in 

stratified environments. 

- CFD RANS and CFD LES simulations using STAR-CCM+ and NEK5000 has been 

performed. Further analysis are currently on-going. 

- One first publication in Experiments in Fluids (the premier journal for experimental 

methods developments) has been published, two more conference publications have been 

invited for publications in nuclear engineering archival journals. Additional publications 

are currently being drafted. 

- One of our publications was selected for the best paper award (among more than 700 

contributions) at the NURETH-17 conference, the top international conference in the field 

of nuclear engineering thermal-hydraulics.  

1 HIGH RESOLUTION VELOCITY FIELD MEASUREMENT OF 

TURBULENT ROUND FREE JET IN UNIFORM ENVIRONMENTS 

An experimental facility has been built to generate a round axisymmetric incompressible vertical 

jet. The original design was provided by the GWU’s teams. Several modifications where made at 

UM to improve the design and eliminate some of the drawbacks of the original facility. A 

simplified schematic of the DESTROJER facility (DEnsity Stratified Turbulent ROund free Jet 

ExpeRiment) is shown in Figure 4.  The axial jet flow is driven by a servo-engine-driven piston, 

so that possible fluctuations introduced by the motor are avoided, resulting in a precisely 

controllable and repeatable inlet velocity profile. A software was implemented using JAVA to 

control the servo motor. The graphical interface of the software developed to control the motor 

speed accurately is shown in Figure 5. After being pushed through a 200.7mm diameter cylindrical 

chamber, the fluid passes through a first contraction with an exit diameter of 50.8mm.  Then the 

flow is finally directed out of a following contoured jet nozzle with a diameter of D=12.7mm into 

a 1m×1m×1m cubic tank, which is made of acrylic glass for optical access.  A detailed design of 
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the first and second nozzle contraction profile is provided in Figure 6. The ratio between the tank 

width and the nozzle diameter is equal to 78, which ensures that there is no direct interaction 

between the jet and the side walls.   

 

 

Figure 4. (right) Front view of DESTROJER facility with details shown on the right. PIV 

measurements are taken in the near-field region which is indicated by a red area.  For the self-similar 

regions, measurements are separated into two regions of interest, green and blue area.  (left) Shown 

on the left is the top view of the configurations of the imaging and laser systems. 

To create a uniform environment, the DESTROJER tank is filled with water which is seeded with 

10µm glass hollow sphere particles which have a similar density as water. A high-speed PIV 

system is implemented to visualize and quantify the velocity field. The PIV system includes two 

Phantom Miro LAB 340 high-speed cameras with 2’560×1’600 pixels, achieving 800Hz as the 

maximum frame rate at full resolution, with the illumination of a double-pulsed Nd:YLF Laser 

system having a maximum frequency of 10’000Hz at a wavelength of 527nm.  The optics of the 

laser system include a combination of two spherical lenses to focus the original laser beam, and a 

third planar concave lens to form a light sheet which is aligned to the vertical mid-plane of the jet, 

as shown in Figure 7.   

 

 

Figure 5. GUI to control servo-motor of jet injection system at UM. 
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Figure 6. Contraction profiles for (a) the jet nozzle, and (b) the first contraction 

 

 

Figure 7.  Lens configurations of the laser sheet formation. 

The high-speed cameras are equipped with a Kenko Tokina AT-X M100 PRO D Macro lens 

(100mm f/2.8) combined with a Nikon TC-201 teleconverter to double the focus length and 

perform high-spatially resolved recordings for the near-field region of the jet (1 < x/D < 5).  Figure 

8(a) shows the small calibration target used for near-field measurements with a dimension of 5cm 

× 5cm and overall 41×41 dots; each dot has a diameter of about 0.1 mm.  Overall 8’048 recordings 

are taken at the near-field measurements with acquisition frequencies ranging from 2’000Hz to 

10’000Hz to ensure sufficient particle movements within framesand achieving a spatial resolution 

for velocity vectors of 24×24 μm2.   

For the self-similar regions of the jet (25 < x/D < 50), a Nikon Nikkor AF 50mm f/1.8 lens alone 

is used for recording velocity fields at lower frequencies ranging from 125Hz to 460Hz.  The 

calibration target used for the self-similar region is shown in Figure 8(b), which has a dimension 

of 20 cm × 20 cm.  About 50’000 images are taken for the self-similar regions to achieve good 

turbulent statistics, with a spatial resolution of 114×114 μm2.  The experimental test matrix for jets 

in uniform environment is shown in Table I, including the nominal jet velocities U0, the averaged 

fluid temperature in the tank and the corresponding Reynolds number. 
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Figure 8. Calibration targets used in UM’s (a) near-field regions and (b) self-similar regions. 

 

Table I.  Jet inlet velocity and fluid temperature of the experiments conducted. 

Experiment 

Case 

U0 

[m/s] 

Temperature 

[oC] 

Nominal Re 

[-] 

Imaging Region 

Specification 

T5k 0.38 19.21 5’000 Near-field 

T10k 0.79 19.35 10’000 Near-field 

T15k 1.19 19.21 15’000 Near-field and self-similar 

T20k 1.60 19.21 20’000 Near-field and self-similar 

T22k 1.87 18.46 22’500 Near-field and self-similar 

 

For the self-similar region, a multi-pass approach is used with an initial interrogation window size 

of 64 × 64 pixels2 with 50% overlap and a final interrogation window size of 32 × 32 pixels2 with 

75% overlap is applied, while for the near-field analysis a final interrogation window size of 48 × 

48 pixels2 with 75% overlap is chosen because of the limited seeding density in the flow.  Since 

particle image diameters of about 4 pixels were found, Whittaker’s interpolation method [13] is 

applied in Davis 8.3 to reconstruct the vector fields in the final pass to avoid a bias error introduced 

by peak locking.   

1.1 Uncertainty Analysis 

Uncertainty quantifications are crucial to assess the confidence in the results and evaluate the 

repeatability of the experiments. According to Moffat [14], to the user of the data, the statement 

of the range within which the experimental results might have fallen by chance alone is of great 

help in deciding whether the present data agree with theoretical results or differ from them.  The 

detected sources of uncertainty within the conducted experiments can be categorized in 

manufacturer's specifications, limitations in the accuracy of the applied measurement systems, data 

processing, and statistical uncertainties.  All possible uncertainty contributions are either explicitly 

computed within 95% interval of confidence or interpreted as such.  This allows obtaining a 
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combined uncertainty associated with the best estimate of a particular variable Xi.  According to 

Kline and McClintock [15], the uncertainty in a computed result preserves the odds and can be 

estimated with good accuracy using the root-sum-square (RSS) combination of the effects of each 

input, and the overall uncertainty in the result 𝜎(𝑅)  can be propagated by the RSS method 

including the uncertainties from each variable 𝜎(𝑥𝑖) as shown in Eq. 6:   

𝜎(𝑅) =  √∑ [
𝜕𝑅

𝜕𝑥𝑖
𝜎(𝑥𝑖)]2𝑁

𝑖=1  .        (6) 

For velocity fields measurements, the first uncertainty source is associated with the relative error 

due to the drag of seeding particles σdrag(u) in a Stokes flow, which can be estimated to be a 

maximum error of 1% with Stokes number much less than unity as suggested in Tropea et al. [16].  

The second source originates from the method to compute the vector fields by using a direct 

normalized correlation on a graphics processing unit (GPU).  During the experiments, the diameter 

of each particle on the raw images occupies between one to four pixels, and this could lead to a 

bias error called peak-locking.  Van Doorne et al. [17] and Foucault et al. [18] have shown that 

using a sub-pixel interpolation scheme, suggested by Whittaker [13], increases the accuracy by 

shifting and deforming the second interrogation window and thus decreases the error due to peak-

locking significantly.  An optimization of the image particle density within each interrogation 

window, the in-plane loss of particle pairs and the out of plane loss of particle pairs, increases the 

probability of a valid detection of the particle displacement and thus the reliability of the resulting 

velocity field to more than 95% [19] and then the associated uncertainty can be formulated by 

σcorr(u) = 5%.  The random error component σre(xi) for each of the variables is constructed with a 

95% significance interval as shown in Eq. 7, 

𝜎𝑠𝑡𝑎𝑡(𝑢𝑖) =  
𝑡∙𝑆(𝑥𝑖)

√𝑁
           (7) 

where t is the value computed by the inverse t-test of the Student’s t-distribution for the total 

sample population N at the desired confidence level and 𝑆(𝑥𝑖) is the standard deviation of the 

quantity.  However, for higher-order moments, such as the Reynolds stresses (𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ ), which are 

computed by the statistics of multiple velocity samples, the distribution does not necessarily follow 

a normal distribution.  Therefore, the Chi-square (χ2) test is applied to construct the interval of 

confidence.  Forlay-Frick et al. [20] have shown that the non-parametric test procedure is 

asymmetric in contrary to the Student's t distribution and therefore upper and lower bounds of the 

confidence interval need to be quantified.  According to Sullivan [21], the statistical uncertainty 

on higher order moments depends on the amount of data used to estimate the variance and the 

defined significance level and can be estimated by Eq. 8 with The subscripts L and U in denoting 

the lower and upper bound: 

 [
√𝑁−1

𝜒𝐿
∙ 𝑢′𝑢′̅̅ ̅̅ ̅̅  ≤ 𝑢′𝑢′̅̅ ̅̅ ̅̅  ≤  

√𝑁−1

𝜒𝑈
∙ 𝑢′𝑢′̅̅ ̅̅ ̅̅  ]        (8) 

Also, the signal to noise ratio (SNR) is included.  The individual sources of uncertainty propagate 

into the estimate of the higher order moments and are combined by the method of RSS. 

1.2 Calibration Systems for Laser Alignment 

To achieve reliable quantitative measurements using PIV, image calibration is one of the most 

crucial procedures. Introducing a novel way to calibrate the laser sheet with the new calibration 

target holder system, random errors caused by human’s judgments can be reduced, leading to more 

reliable and higher-resolved experimental results. 
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1.2.1 Small target for near-field experiments 

Figure 9 shows the specially designed calibration target holder with a 12.7 mm pin that matches 

the diameter of the jet nozzle. When inserting the holder into the nozzle, the calibration target can 

fit tightly into the target holder, allowing for an accurate alignment of the front surface of the 

calibration target with the jet center, as indicated in Figure 10. 

 

 
Figure 9. Calibration target and its holder which can fit in the 12.7 mm diameter nozzle. 

 
Figure 10. Side view of the calibration target and its holder. 

As shown in Figure 11, there is a slot milled on the target holder which can be used to rotate the 

holder from a distance. Inserting an adjustable aluminum bar into the slot, the orientation of the 

calibration target can be well controlled outside the tank, as shown in Figure 12. 
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Figure 11. Top view of the system, showing the slot designed for rotation mechanism. 

 
Figure 12. Rotation mechanisms to adjust the orientation of calibration target. 

Confidently knowing that the center of the calibration target is indeed the center of the jet, the dots 

on the surface of the target can be used as guidance for aligning the laser sheet. With the target 

facing the laser sheet, as shown in Figure 13, the PIV laser can be aligned to the center of the jet 

when the center dots on the targets are illuminated. Later, by rotating the target and aligning the 

front surface with the laser sheet, the alignment is completed. 
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Figure 13. Illustration of laser light aligned in the center of the target. 

1.2.2 TSI target for self-similar region experiments 

The calibration target used in far-field experiments, as shown in Figure 8(b), is a 20 cm × 20 cm 

TSI square target with 19 × 19 dots on the front surface. Each dot on the plate surface has a 

diameter of 2 mm, and the spacing between every two dots is 1 cm. 

As shown in Figure 14, a conceptual calibration target holder design was made using 

SOLIDWORKS. With a bar to support the weight, the holder has two guide rails that can be used 

to accommodate for different fields of interest covering from at least 20D to 50D. Moreover, the 

holder is centered by inserting the pin into the jet nozzle on the bottom. However, the concern of 

this design is that it has the potential to damage the nozzle, which is hard and expensive to replace. 

 

 
Figure 14. Conceptual design of calibration target holder for far-field experiments. 

The final design of the T-shape holder was manufactured as shown in Figure 15. As illustrated in 

Figure 16, the calibration target is held by L brackets that can slide up and down along the slot of 

the aluminum structure material, giving a wide range of adjustments. 
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Figure 15. Finalized calibration system for far-field experiments. 

 

 
Figure 16. Top view of the calibration holder with TSI target attached. 

There are slots pre-drilled on each shoulder piece of the T-shape beam, as shown in Figure 17, so 

that the calibration target holder can be fastened on the top edges of the square tank, adding the 

accuracy of laser sheet alignment as well. After placing the system into the tank filled with water, 

a pendulum and a 3D printed part can be utilized to align the target front surface with the center 

of the nozzle, as indicated in Figure 18. 
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Figure 17. Slots on the shoulders of the target holder. 

 

 
Figure 18. Alignment of the calibration system in the tank. 

1.3 Wire-Mesh Sensor for the DESTROJER Facility 

Wire-mesh sensors allow the measurement of the fluid conductivity field with high spatial and 

temporal resolution. For this project, wiremesh sensors are used at UM to characterize the density 

stratification in the experimental facility. The design of the wiremesh sensor PCB board is reported 

in Figure 19. The printed boards are shown in Figure 20. The sensor allows to measure the local 

fluid conductivity with a time resolution of up to 10,000 frames/s over a matrix of 128 × 8, for a 

total of 1024 measuring points. The dimension of the PCB board is 795.5 mm × 73.5 mm. A spatial 

resolution of 3 mm is achieved for the central part of the sensor, where the stratified layer is 
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expected to be, while a spatial resolution of 10 mm is achieved in the top and bottom part of the 

sensor. 

 

 
Figure 19. PCB board design using FreePCB software. 

This wire-mesh sensor is also equipped with a metal frame, as shown in Figure 21, which has pre-

drilled holes and allows to securely fix the PCB board. With the all-in-one design of the high-

spatial-resolution wire-mesh sensor and the sensor frame, density and/or concentration fields can 

be measured without the need to disturbe the stratified layer in the tank. The complete sensor is 

shown in Figure 22. 

 

 
Figure 20. PCB board design (rendered). 

 
Figure 21. Wire-mesh sensor frame. 
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Figure 22. Wire-mesh sensor mounted on the frame in ECMFL. 

More detailed features like the cable connections and the transition regions are shown in Figure 

23.  

 
Figure 23. Close view of the wire-mesh sensor with (a) cable connections of eight channels, and (b) 

the transition from the coarse region (10 mm apart) to the fine region (3 mm apart). 

1.4 Results and Discussion 

1.4.1 Nozzle Symmetric Validation at Near-Field Regions 

To verify whether the jet nozzle is perfectly symmetric and to ensure repeatibility of the 

experiments, individual measurements were performed on two imaging planes perpendicular to 

each other and their average velocity fields, as well as Reynolds stresses, were compared and 
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discussed. The measurement setup is illustrated in Figure 24, where the two imaging planes are 

indicated together with the position of PIV laser and camera system (SE and SW indicated the 

laser pointing direction). 

Detailed experimental parameters for the measurements carried out on the two perpendicular 

imaging planes at Re = 10,000 in near-field are summarized in Table II. A total of 9054 images 

captured over a 22-seconds measurement were sufficient to achieve converged near-field flow data. 

 

Figure 24. Illustration of laser and camera planes for the symmetric test, and for the different color 

planes plotted at the bottom; red indicates XY imaging plane and blue is YZ imaging plane. 

Table II. Experimental parameters used in the symmetric test. 

 

 

 

 

 
 

The axial time-average velocity profiles and Reynolds stresses obtained at x/D = 1, 2, and 3 for 

the two imaging planes are reported in Figure 25. Overall, good agreement between the two 

separate measurements is observed. Small differences are observed for the velocity field across 

the jet, but this is to expected as these velocities are rather small, most of the jet momentum being 

in the axial direction. 

  

Laser 

Facing 

Jet 

Velocity 
Temp. Δt Acq. Rate 

# of 

images 

Measure 

Duration 

-- m/s °C μs Hz -- s 

SW 0.79 19.35 260 400 9054 22.635 

SE 0.79 20.58 230 400 9054 22.635 
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Figure 25. Average velocities and Reynolds stresses for XY and YZ imaging planes. 
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In conclusion, shown in Figure 25, the agreements in velocities and stresses profiles for two 

perpendicular planes across the nozzle indicated that the jet flow could be considered as 

symmetric.  In this light, the image size of the PIV measurements for the near-field experiments 

can be reduced to achieve a higher acquisition rate for time-resolved PIV in the future. 

1.4.2 Mean Velocity Profiles at Near-Field Region 

Several measurements have been carried out to characterize the turbulent free jet in the 

DESTROJER facility. In this section turbulent statistics, coherent structures, and spectral analysis 

is reported for the experiment case T22k, characterized by a Re = 22’500. Both the near-field and 

the self-similar region are analyzed. Details about the imaging setup are reported in Table III. 

Table III.  Imaging parameters for PIV measurements for Experiment Case T22k.  

Experiment Case T22k (Re = 22,500) 

Region of 

Interest 

Near-field for 

1 < x/D < 5 

Self-similar for 

25 < x/D < 36 

Self-similar for 

37 < x/D < 50 

Acquisition 

Rate 
10’000 Hz 460 Hz 260 Hz 

Images 

Recorded 
8,048 47,776 47,975 

Cross-correlation 

Window Size 

64 × 64 (50% overlap) 

48 × 48 (75% overlap) 

64 × 64 (50% overlap) 

32 × 32 (75% overlap) 

Spatial 

Resolution 
24×24 μm2 114×114 μm2 115×115 μm2 

 

Figure 26 shows the jet evolution in the near-field region for Experiment Case T22k, while Figure 

27 shows the jet evolution in the near-field region for Experiment Case T5k, T15k, and T22k. Here 

the streamwise mean velocity profiles (left), turbulent kinetic energy (TKE) (middle), and the shear 

stresses (right) at axial positions x/D = 1, 2, 3, 4, and 5 are reported. Uncertainties for mean velocity 

profiles are presented by error bars which indicate the combined error at 95% confidence interval, 

while the two-sided uncertainty intervals are represented by the shaded green area between the 

upper and lower bounds of the measured TKE and shear stresses profiles which are plotted in blue 

dots.   

At one jet-diameter away from the jet exit, a top-hat velocity profile can be observed as predicted 

in the potential core of the jet, and turbulence mixing happens in the shear layer regions, indicated 

by the maximum turbulent kinetic energy and shear stress at the jet boundary layers (r = ± 

6.35mm).  As the downstream distance increases, the jet velocity develops, expanding from a top-

hat shape to form a parabolic profile with a growing of the shear layer towards the center of the 

jet.  As shown in Figure 26 and Figure 27, beginning from two jet-diameters away from the jet 

exit, the turbulent intensity at the centerline begins to develop, and the peaks of the shear stresses 

increase further downstream as well.  For 2 < x/D < 3, there is a transition of TKE where the 

amplitude of the peaks increases from the beginning and starts to decay further downstream.   
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Figure 26.  Streamwise mean velocity profiles (left), turbulent kinetic energy (middle) and shear stress 

(right) at different axial x/D distances for Experiment Case T22k. 

 

 

Figure 27.  Streamwise mean velocity profiles (left), turbulent kinetic energy (middle) and shear stress 

(right) at different axial x/D distances for Experiment Case T5k, T15k, and T22k. 
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Figure 28 shows the normalized streamwise mean velocity, streamwise velocity fluctuations, and 

the TKE profiles in comparison to experimental results published in the open literature as obtained 

using hot-wire probes by Quinn and Militzer [22], Xu and Antonia [23], Romano [24], Iqbal and 

Thomas [25], and Boguslawski and Popiel [26].  Considering the experimental and statistical 

uncertainties, the streamwise mean velocity profiles of DESTROJER, as well as the axial velocity 

fluctuations are in remarkable agreements with the results found in the literature, indicating the 

high fidelity and high repeatability of the measurements performed at the DESTROJER facility.   

 

Figure 28.  Comparisons with the published literature results of (a) streamwise mean velocity profiles, 

and (b) axial velocity fluctuations u’ at x/D = 1, 2, and 3 for Experiment Case T22k.  Legend:   

Quinn and Militzer [22];  Xu and Antonia [23];  Romano [24]; 

 Iqbal and Thomas [25];  Boguslawski and Popiel [26].  

1.4.3 Self-Similar Statistics 

In Figure 29 the measured decay of the jet centerline mean velocity in the jet self-similar region 

is reported for Experiment Case T22k, in the region ranging from 25D to 50D away from the jet. 

The data are shown as blue squares including uncertainty bars (uncertainty bars are too small to 

be seen in the plot). Good agreement is obtained when comparing to the published experimental 

results from Xu and Antonia [23], Wygnanski and Fiedler [27], Panchapakesan and Lumley [28] 

and Quinn [29]. A linear fit of the experimental results for case T22k gives a jet decay constant of 

5.81, and x0/D = 2.43. Table IV presents the comparison for the centerline velocity decay 

parameters, demonstrating that the results from DESTROJER facility fall into the ranges of the 

values for jet virtual origin and decay constant observed by Xu and Antonia [23], Wygnanski and 

Fiedler [27], Panchapakesan and Lumley [28], Quinn [29], and Fellouah et al. [30], Hussein et al. 

[31]. The streamwise mean velocity normalized by the centerline velocity is plotted with error bars 

against the non-dimensional coordinates  𝑟/(
𝑥

𝐷
−

𝑥0

𝐷
) from 25 < x/D < 50 as shown in Figure 30.  

These normalized velocity profiles form several Gaussian-shape curves and collapse on each other, 

indicating that the jet flow from 25 jet-diameters away from the jet inlet has already entered the 
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self-similar region.  Using the same non-dimensional coordinates, normal stresses and shear stress 

are also plotted at those downstream locations in Figure 30. According to Hussein [31], the 

normalized centerline values for the mean normal stresses 𝑢′𝑢′̅̅ ̅̅ ̅̅  and 𝑣′𝑣′̅̅ ̅̅ ̅̅  measured by Laser-

Doppler Anemometry (LDA) were 0.076 and 0.047, and 0 for the mean shear stress 𝑢′𝑣′̅̅ ̅̅ ̅̅ , which 

are close to the results we observe. 

 

 

Figure 29.  Axial decay of the centerline mean velocity for Experiment Case T22k and the linear 

fitting curve of DESTROJER data is y = 0.172x – 0.418.  Experimental results of the previously 

published literature are plotted in superposition for comparison.  Legend:  Xu and Antonia [23];  

Wygnanski and Fiedler [27];  Panchapakesan and Lumley [28];  Quinn [29]. 

 

Table IV.  Centerline velocity decay parameters comparison for contraction jets.  

Authors x/D Region x0/D B 

Qin with DESTROJER results 25 - 50 2.43 5.81 

Xu and Antonia [23] 20 - 75 3.7 5.6 

Wygnanski and Fiedler [27] <50 3 5.7 

Panchapakesan and Lumley [28] 30 - 160 0 6.06 

Quinn [29] 18 - 55 3.65 6.1 

Fellouah et al. [30] 15 - 29 2.5 5.59 

Hussein et al. [31] 30 - 120 4 5.8 

Mi et al. [32] 0 - 64 3.5 4.48 
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Figure 30.  Scaled streamwise mean velocity profiles collapsing of several downstream locations (left) 

and Reynolds stresses collapsing at the same downstream location (right) of Experiment Case T22k 

with Re = 22,500 in the self-similar region. 

1.4.4 Potential Core Length 

The potential core extends from the nozzle and is the central portion of the flow in which the 

velocity remains constant and equal to the jet inlet velocity, formed as a result of turbulent mixing 

which originates near the jet inlet. The potential core length xc, defined by uc(xc) = 0.95U0 where 

uc is the centerline mean axial velocity. Figure 31 shows the potential core length normalized by 

the jet diameter (L/D) with respect to the jet inlet velocity for the experiment cases T5k, T10k, 

T15k, T20k, and T22k, illustrating that the potential core length is decreasing as the jet inlet 

velocity increases. This is in agreement with the studies conducted by Sivakumar et al. [36].  

According to the linear-log plot in Figure 31, there is a relationship between the potential core 

length and the jet Reynolds number. 

 

 

Figure 31.  Linear-log plot for normalized potential core length of different Reynolds number cases  

Re = 5’000, 10’000, 15’000, 20’000, and 22’500.  Power fitting curve: xc/r0 = 12.82Re-0.04874 
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1.4.5 Entrainment 

Entrainment in a turbulent jet flow describes the engulfment of the ambient fluid surrounded the 

jet flow.  This phenomenon contributes to the conservation of the jet momentum flow rate but 

leads to an increase in the jet mass flow rate with the increasing distance from the jet nozzle.  Eq. 

9 is used to generate a linear fit for the mean spread rate of the jet half-radius, r1/2, beyond the 

potential core (x/D ≥ 15) for each situation. 
𝑟1/2

𝐷
 = 𝐴

𝑥

𝐷
− B           (9) 

Figure 32 shows the measurements of growth of r1/2, with the jet downstream distance for three 

different experimental cases T5k, T15k, and T22k in comparison to the results observed by Quinn 

and Militzer [22], Xu and Antonia [23], Mi et al. [32], and Fellouah and Pollard [34].  Some 

investigators’ published constants (A and B) are shown and compared with the DESTROJER 

experimental results in Table V.  The slopes (the constant A) of the fitting curves for the 

experimental results are close to the constants observed by Panchapakesan and Lumley [28] and 

Fellouah and Pollard [34] with some discrepancies on the interceptions (the constant B).  

 

 

Figure 32. Axial evolution of the jet half-width for different Reynolds numbers. Results of the 

previously published literature are plotted in superposition for comparison.  Legend:  Quinn and 

Militzer [22];  Xu and Antonia [23];  Mi et al. [32];  Fellouah and Pollard [34]. 

 

Table V. Linear fit constants for entrainment study. 

Authors A B 

Experiment T5k (Re = 5,000) 0.106 0.132 

Experiment T15k (Re = 15,000) 0.097 0.126 

Experiment T22k (Re = 22,500) 0.099 0.124 

Panchapakesan and Lumley [28] 0.096  

Fellouah and Pollard [34] 0.097 0.259 
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1.4.6 Lumley Triangle 

The issue of realizability in turbulence is also essential because it illustrates whether the velocity 

field measurements guarantee positive normal Reynolds stresses and satisfy other appropriate 

constraints, such as the Schwarz inequality between Reynolds stress components. The anisotropic 

behavior of turbulence can be visualized by plotting the invariant map of Lumley and Newman 

[37], also called the Lumley triangle, which uses the second and third principal components of 

turbulent anisotropy defined as 

2 2

1 1 2 2
/ 2

ij ji
II a a l l l l= = + +         (10) 

1 2 1 2
/ 3 ( )

ij jn ni
III a a a l l l l= = - +        (11) 

to create the coordinate system (III, -II) as shown in Figure 33. 

 

 

Figure 33. Demonstration of Lumley triangle with the second and third principal components of 

turbulent anisotropy with characteristic shapes for each boundary locations. 

 

As mentioned, the DESTROJER facility has been tested to ensure that the jet flow is axisymmetric 

in the radial and spanwise directions, and 2D PIV measurements were conducted for the data 

mention in this report.  Therefore, when calculating the anisotropic tensor, azimuthal symmetry is 

assumed.  
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Figure 34. Lumley triangle plot for different Reynolds number cases from 5’000 to 22’500 in the near-

field regions (1 < x/D < 5). 

 

Figure 34 shows the measurements of the near-field flow region (1 < x/D < 5) in the Lumley 

triangle plot for Reynolds numbers ranging from 5’000 to 22’500. Similar behavior is obtained for 

all cases, with turbulence state decaying from a 3D axisymmetric pattern (left side of Lumley’s 

triangle) to isotropic turbulence (origin of the Lumley’s triangle). According to Figure 34, this 

illustrates that the jet turbulence begins as an axisymmetric oblate shape and then transforms into 

an axisymmetric prolate case as flow travels downstream until it reaches isotropy.  

1.4.7 Spectral Dynamics 

The Power Spectral Density (PSD) was computed at several downstream locations along the jet 

center line.  The spectra of the near field results are shown in Figure 35, normalized by the 

Kolmogorov length- and velocity scale.   

The length scale is defined as:   

𝜂𝜅 = (
𝜈3𝐷

𝑢
)

1
4⁄

 .          (12) 

The Kolmogorov velocity scale is defined as:   

𝑢𝜅 = (
𝜈 �̅�3

𝐷
)

1
4⁄

 .          (13) 

Here �̅�  is the stream wise component of the mean velocity at the location where the PSD is 

computed, 𝜈 is the kinematic viscosity and D is the hydraulic diameter.  Figure 35 shows the 

resulting spectra for different downstream distances along the centerline of the jet (left) and for 

different radial locations across the jet at x/D=2 (right).  Within the potential core of the jet (1 < 

x/D < 3), we observe a departure from the -5/3 slope of the energy cascade, that is associated with 

the range of frequencies in which the energy cascade is dominated by inertial transfer, while the 

−7 slope characterizes the dissipative range where viscous forces dominate.  The spatial 

development of the spectra clearly indicates that the near field is dominated by shear-layer vortex 

roll-up that eventually evolves to a broad frequency distribution. 
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Figure 35.  Power spectral density (PSD) for experiment T15k.  Left: at the jet center line for different 

downstream distances x/D.  Right: at x/D=2 for different radial distances r/D.  The light blue straight 

line represents the κ-5/3 slope of the inertial sub range, the red straight line represents the dissipative 

range with κ-7.   

At x/D = 3, the velocity spectra evolve to display a turbulence cascade with one peak remaining 

at a Strouhal number St = 0.512, which was close to St=0.485 found by Jung et al.[33] (x/D = 4 

and Re = 117 600) and St = 0.4 found by Mi et al. [12] (x/D= 3 and Re = 16 000) and St = 0.479 

found by Fellouah and Pollard in 2009 [34] (x/D = 3 and Re = 30 000).  At these positions, the 

formation of coherent structures is apparent with the increased energy content at these peak 

frequencies.  The vortex roll-up frequency remains consistent along r/D until the center of the 

shear layer.  With increased distance from the core, deceleration due to friction with fluid in rest 

occurs to shift the rollup frequency towards the right in the spectra (shown in Fig. 5(right) for 

r/D=3/4 & 1).   

Coherent structures of the flow in the near field region are obtained by spatial correlations of 

variance and covariance of velocities to identify structures that give insight into the momentum 

transports at large scales.  The understanding of coherent motion defined by Robinson [35] is 

adapted: “a coherent motion is defined as a three-dimensional region of the flow over which at 

least one fundamental flow variable (velocity components, density, temperature, etc.) exhibits 

significant correlation with itself or with another variable over a range of space and/or time that is 

significantly larger than the smallest local scales of the flow.”  Here the focus lies on two-point 

autocorrelations of normal stresses and the shear stress.  The correlation is defined by:   

𝑅𝑓′,𝑓′ =
𝑓′𝑥𝑓′0̅̅ ̅̅ ̅̅ ̅̅ ̅

(𝑓′𝑥𝑓′𝑥̅̅ ̅̅ ̅̅ ̅̅ ̅∙𝑓′0𝑓′0̅̅ ̅̅ ̅̅ ̅̅ ̅)
1

2⁄
 .         (14) 

Subscripts in Eq. 14 indicate the variance of the reference point (denoted “0”) and in the whole 

flow field (denoted “x”).  The variances itself are defined for the streamwise component as:   

𝑓′ ≡ 𝑢′𝑢′ − 𝑢′𝑢′̅̅ ̅̅ ̅ .           (15) 

Similar equations apply for the radial- and the shear stress component.  Figure 36 shows the 

resulting structures for reference points at the same locations where the spectral analysis in Figure 

35 (left) was performed.  On the left column of Figure 36, the spatial autocorrelation of Ru’u’ is 

shown for various downstream distances in the near field of the jet.  Within the potential core of 

the flow (1<x/D<3) we observe a paired structure that spans radially across the jet.  The secondary 

structure reflects the potential core confined by the vortex ring which evolves due to shear on the 
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boundaries of the jet.  At a location of x/D=2, we observe two secondary maxima in stream wise 

direction.  They indicate how alternating vortex ring pairs are formed around the core.  It is at this 

location, where, on the outer boundary of the shear layer, the stream wise fluctuations show 

coherence to the core structure exactly half a period behind, due to entraining fluid.  Further 

downstream at x/D=4, the core of the vortex ring collapses as shown by a more and more circular 

structure, which is no more correlated to the outer region of the jet.  

 

 

Figure 36.  Two point autocorrelations of variances of velocities for experiment T15k.  The reference 

points are along the jet centerline for various downstream distances (bottom to top row: x/D=1, 2, 3 

& 4)  Left column: Ru’u’,u’u’.  Middle column: Rv’v’,v’v’.  Right column: Ru’v’,u’v’.   

The correlation depth of the cross stream spatial autocorrelation at x/D=1 is found to be extremely 

small within 1 mm.  At this point, the flow is extremely anisotropic, and momentum fluctuations 

are strongly stream-wise oriented within the potential core.  This dynamic is also reflected by the 

coherent field of shear (right column).  While internal cross stream friction develops with the 

development of vortex rings, also shear within the core occurs.  Beyond the tip of the core 

downstream, local shear, and both fluctuating components of velocity span an almost circular 

penetration depth that defines the starting point of the intermediate field of the jet.  It is this ‘lack’ 

of friction within the core that leads to a dissipative transport of eddy scales within the energy 

spectrum, and as friction develops, small neighboring structures begin to interact, merge and form 
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larger structures, which in turn change the distribution of scales in the spectrum.  This can be 

observed in Figure 35 (left) where the slope of the spectrum departs from -7 (illustrated by the 

straight red line) across the boundaries of the potential core towards the -5/3 slope (illustrated by 

the straight blue line).   

Figure 37 shows two point autocorrelations of variances of velocities for experiment T15k.  The 

reference points are at x/D=2 for various radial distances (bottom to top row: r/D=0, 1/4, 1/2 & 

3/4).  The left column shows the streamwise variance autocorrelation Ru’u’,u’u’, the middle column 

shows the cross stream variance autocorrelation Rv’v’,v’v’ and the right column shows the shear stress 

autocorrelation Ru’v’,u’v’.  We observe a symmetric correlation of both sides of the jet.  While the 

correlation depth of the core and the inner side of the shear layer at r/D=1/4 shows similar 

structures as the jet centerline (at r/D=0) for streamwise autocorrelations, the cross stream 

structure spans considerably deeper into the shear region, which leads to more internal friction and 

thus larger structures to form.  The situation aggravates in the core of the shear layer at r/D=1/2, 

where the cross stream structure dominates the streamwise in size.  This inflection is evident in 

the spectrum of Figure 35 (right).  Here the spectrum already slopes at -5/3.  Focussing on the 

correlation at the outer region of the jet shear layer (r/D=3/4), large structures dominate, and at 

this point are fully infused by viscous effects.  At r/D=1/2 the shear stress correlation field reflects 

the complex structure of three vortex rings, by paired co- and anticorrelated regions that are 

alternating antisymmetric across the layer.   

Figure 38 shows the spectral analysis for various streamwise distances at the centerline (left) and 

various radial distances at x/D=16 (right) in the mixing transition of the jet.  The analysis of the 

potential core revealed a viscous transfer of scales within the energy spectra beyond the core.  

Figure 38 supports this theory.  We also observe decay in large-scale structures towards the outer 

limits of the jet (visible in the primary peaks of the spectra).  While the transport of scales follows 

a -5/3 slope towards the whole intermediate field, the change in penetration depth of coherent 

structures shows a minimum.  Figure 39 shows this phenomenon where two-point autocorrelations 

of variances of velocities for experiment T15k are given.  The reference points are at r/D=0 for 

various downstream distances (bottom to top row: x/D=10, 14, 18 & 22).  The left column shows 

the streamwise variance autocorrelation Ru’u’,u’u’, the middle column shows the cross stream 

variance autocorrelation Rv’v’,v’v’ and the right column shows the shear stress autocorrelation 

Ru’v’,u’v’.  At x/D=14 all three autocorrelations show a minimum in penetration depth, which 

increases further downstream, concluding that the mixing transition ends with this minimum since 

all structures keep growing further within the self-similar region.  With focus on the inflection at 

x/D=14, Figure 40 shows two-point autocorrelations for various radial distances (bottom to top 

row: r/D=0, 1, 2 & 3).  From the core of the jet towards radially away from the core, we observe 

a vertically elongated streamwise structure that is growing in size, in conjunction with a spanwise 

elongated structure of radial variances, while shear covariant structures remain symmetric and 

circular.   

The phenomenology is illustrated in Figure 41.  It appears that the initially formed vortex ring 

pairs, which surround, and thus limit the potential core of the jet in the near field, roll up and merge 

further downstream.  The transported friction within the vortices towards the potential core of the 

jet, affect the rate at which energy is transported across different scales from a dissipative to a 

viscous behavior.  Once the structural extent of the vortex pairs (illustrated in red and blue) 

overcome the ‘singularity’ of the core – here the potential core – a disc-like momentum structure 

evolves.  This coherent momentum structure collapses towards an energetically more favorable 

symmetry, a sphere; where we detected the minimum extent of penetration depth across the core 
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(shown in Figure 39).  The shear field structure within the core of the collapsing vortex ring pair 

structures is found to be symmetric, which confirms that the detected disc structure shears towards 

the centerline to form a sphere. 

 

 

Figure 37.  Two point autocorrelations of variances of velocities for experiment T15k.  The reference 

points are at x/D=2 for various radial distances (bottom to top row: r/D=0, 1/4, 1/2 & 3/4)  Left 

column: Ru’u’,u’u’.  Middle column: Rv’v’,v’v’.  Right column: Ru’v’,u’v’.   
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Figure 38.  Power spectral density (PSD) for experiment T15k.  Left: at the jet centerline for different 

downstream distances x/D.  Right: at x/D=16 for different radial distances r/D 

The light blue straight line represents the κ-5/3 slope of the inertial subrange.   

 

 

Figure 39.  Two point autocorrelations of variances of velocities for experiment T15k.  The reference 

points are along the jet centerline for various downstream distances (bottom to top row: x/D=10, 14, 

18 & 22)  Left column: Ru’u’,u’u’.  Middle column: Rv’v’,v’v’.  Right column: Ru’v’,u’v’.   
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Figure 40.  Two point autocorrelations of variances of velocities for experiment T15k.  The reference 

points are at x/D=14 for various radial distances (bottom to top row: r/D=0, 1, 2 & 3)  Left column: 

Ru’u’,u’u’.  Middle column: Rv’v’,v’v’.  Right column: Ru’v’,u’v’.   

 

Figure 41.  Illustration of the dynamics towards the transition region of a turbulent round free jet at 

an outer scale Reynolds number of Re=15 000. 
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2 REFRACTIVE INDEX MATCHING (RIM)STUDY 

In order to perform PIV measurements of fluids with different density, it is necessary to first ensure 

that the two fluids have the same refractive index. To perform the refractive index matching (RIM) 

experiment, a database is utilized to obtain the properties of aqueous solutions of 66 chemicals as 

a function of concentration at 20 °C [38]. 

 

Figure 42.  Verification of the refractive index vs. concentration for four potential chemicals in the 

database. 

Figure 42 shows the plots of the refractive index with the weight percentage for the four potential 

candidates identified to perform RIM at 20.8 °C. All of the experimental data points show good 

consistencies with the theoretical curves, indicating the experiments we performed were valid.  

Therefore, by linearly fitting the curves, the data points measured can be used as our database to 

accommodate for the environment properties variations in the lab, for example, the room 

temperature fluctuations and pressure changes.   

2.1 Stratified Experiments in a Scaled Replica 

As mentioned previously, due to the cost of the chemicals and potentially hazardous waste, a scaled 

replica (11 × 11 × 11 cm3) of the original DESTROJER facility was designed and manufactured 

as reported in Figure 43.  The jet inlet diameter is scaled to 1.1 mm. This small scale facility has 

been used to test and verify the achievement of refractive-index matching, before performing 

experiments on larger setups. 
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Figure 43.  A scaled replica (11 × 11 × 11 cm3) of the square tank (a) leveled on the optics table, and 

(b) its top view with the scaled jet nozzle on the bottom. 

The jet is powered by a syringe pump which provides a maximum inlet jet velocity of 0.5 m/s, 

corresponding to a Reynolds number of 547. Even though this is classified as a laminar flow, the 

PIV raw particle images can still be used to judge whether RIM can be achieved for the stratified 

environment tests. 

Sodium chloride (NaCl) and isopropanol solutions are used to create the stratified layer in the tank, 

with both fluids having a refractive index of 1.3424 at 20.5 °C. After seeding the solutions with 

fluorescent glass hollow particles and forming the stratified layer in the small replica tank, PIV 

images are recorded. In Figure 44 raw particle images are presented. In particular, in Figure 44(a) 

a raw image obtained for the case in which the refractive index of NaCl solution located at the 

bottom matches the refractive index of the isopropanol solution located at the top of the tank.In 

Figure 44(b), instead, a raw image is presented which has been obtained in absence of refractive 

index mathing, with a NaCl solution at the bottom of the tank and deionized water at the top.  The 

red line indicates the separation of the stratified layers due to the density differences.  For the well-

matched refractive index case (a), the raw PIV images exhibit particles with sharp contrast and 

pixel occupations similar to images obtained in case of uniform environments. For the case where 

the refractive index is not matched (b) the light scatted by the seeding particles gets bent due to 

the refractive index mismatch, resulting in blurred PIV images.  

Matching of refractive index is crucial for valid PIV measurements. Figure 45 shows the raw and 

processed images when the jet with the same NaCl solution as present in the bottom part of the 

tank is impacting the stratified layers. In case RIM is achieved, as in Figure 45(a), good contrast 

for particles and background is obtained, resulting in a continuous velocity field. When no RIM is 

achieved, as for the case in Figure 45(b), blurred regions are observed due to the mismatched 

refractive index, leading to many empty spaces in the computed velocity vector field, and 

inaccurate velocity magnitude.  
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Figure 44.  Stratified layers with (a) matched refractive index at 1.3424 for NaCl and isopropanol 

solutions and (b) unmatched refractive index for NaCl solution and pure water. 

 

Figure 45.  PIV measurements of (a) matched refractive case and (b) unmatched refractive index 

case.  The processed instantons velocity fields are shown for the corresponding raw images. 
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2.2 Establishing RIM for High-Density Ratios 

We chose to use a combination of two aqueous solutions, in particular, a mixture of H2O,  

1-Isopropyl alcohol (CH3CHOHCH3) and Glycerol (H2O-CH2OHCHOHCH2OH). All three 

liquids are fully miscible among each other and exhibit a large density difference.  Generally, the 

partial molar property of a component in a real mixture differs from that of an ideal mixture, due 

to molecular interactions between the component molecules and the resulting mean free path (or 

average molecular radii) of the mixtures [39].  This deviation is called the excess property and is 

defined about those of pure substances [40, 41].  As we deal with a system of three components 

and the excess RI nE is then defined as: 

𝑛𝐸 = 𝑛𝐷 − ∑ 𝑥𝑖 ∙ 𝑛𝐷,𝑖
3
𝑖=1          (16) 

where nD is the refractive index of the real mixture, xi and nD,i are the mass fraction and the 

refractive index of the pure component i respectively.  A similar definition applies for the excess 

density ρE (or excess specific volume).  Measurements of the refractive index and the density have 

been performed at 298.15 K and atmospheric pressure over the whole composition diagram.  For 

measuring the RI, a Sper Scientific 300037 Digital Refractometer with a range of 1.3330 < nD < 

1.5318 and an accuracy of 0.1% at a resolution of 0.0001 was used.  The density was measured 

using a 50 ml volumetric flask, class A in combination with a Zieis Z136EZ Precision digital scale, 

that has an accuracy of 0.5g, which translates to an uncertainty of ~1% in density measurements. 

2.3 RIM Results and Discussion 

Figure 46 shows the resulting excess properties relative to their ideal behavior (left: relative excess 

density, right: relative excess refractive index).  The fundamental principle was to relate optical 

distortion to the specific excess volume within a mixture.  This assumption may hold for weak 

polar molecules, as they are of interest in the petrol chemistry, but for our purpose, this relation is 

no longer applicable.  Considering light to be of electro-magnetic nature, the interaction of 

molecules with a strong differing dipole moment, like water and 1-isopropyl alcohol, leads to more 

complex structural properties when mixed, shown in Figure 46. 

 

 

Figure 46. For the ternary system H2O - Glycerol - Isopropyl alcohol 

left: contours of constant relative excess density,   

right: contours of the constant relative excess refractive index. 
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Figure 47 shows contours of constant RI in superposition to the density of the ternary system.  The 

color code for the density is chosen to be white at the density corresponding to pure water; blue 

represents lower density and red higher density.  The chosen combination of two liquids with 

matching RI towards the intermixed region of two liquids is illustrated by the yellow line.  Mixing 

in ternary plots is represented by a linear connection between the two points in the diagram.  To 

measure flow dynamics towards the mixing region, it is, therefore, crucial to detect a region in 

which the RI is not changing along the connecting line.  The green line in figure 4 represents a 

combination of two aqueous solutions with identical refractive index (here nD=1.3762). 

Theoretically, the possible density difference would be even larger (~22.6%), but when both 

liquids begin to intermix, the refractive index changes and light scattered by seeding particles get 

deflected while traveling towards the camera and consequently the measurements will be biased.  

The mass fractions of the chosen combination of liquids (yellow line in Figure 47) together with 

their density at an RI of nD=1.3708 are given in Table VI.  With this combination, it is possible 

to realize a density difference of 8.6% while keeping the RI constant towards the mixing range.  

The kinematic viscosity of both ternary solutions was measured by a Cannon-Fenske Routine 

Viscometer and found to be 4.187cP for solution (I) and 4.464cP for solution (II). 

 

 

Figure 47. Contours of the constant refractive index in a superposition of the density (colormap) for 

the ternary system H2O - Glycerol – Isopropyl alcohol.  

 

Table VI. Nominal Parameters of the two liquids with 8.6% density difference 

Mixture. H2O Glycerol Isopropanol 
ρ 

g/cm3 

(I) 0.482 0.052 0.466 0.9243 

(II) 0.600 0.165 0.235 1.0110 
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2.3.1 Proof of principle 

To verify the proposed chemicals combinations, the scaled replica tank is equipped with a high 

speed PIV system that comprises a Phantom Miro LAB 340 camera with 2560×1600 pixels, a 

pixel size of 10×10μm2, 12 bit digital output and a maximum recording frequency of 800Hz at full 

scale, as well as a high speed double pulsed Nd:YLF Laser with a maximum recording frequency 

of 10kHz at a wavelength of 527nm and 70mJ energy/pulse.  A Kenko Tokina AT-X M100 PRO 

D macro lens in combination with two Nikon TC-201 Teleconverters is used to perform high 

spatially resolved recordings in the vertical mid-plane of the jet.  The syringe is driven by an 

electric engine to inject liquid at a constant flow rate of 25ml/min into the tank.  The walls of the 

tank are made of acrylic glass to gain optical access in the entire jet domain. Only qualitative 

measurements without spatial calibration were performed.  The tank was filled with the heavier 

liquid (II), and the lighter liquid was injected into the syringe.  The flow field was qualitatively 

measured with PIV in the vertical mid-plane of the jet.  Overall three experiments have been 

conducted:   

• A reference case with pure water injecting into pure water 

• A stratified case with the lighter liquid being injected to the heavier at 8.6% density 

difference with RIM 

• A stratified case without RIM and a density difference of 7.3% (here the lighter liquid 

(I) was injected into the tank filled with pure water 

 

   

Figure 48. Raw PIV images for the three test cases.   

(a) reference experiment with pure water, (b) Index matched with a density ratio of 8.6% 

(c) not index matched with density difference of 7.3% 

Figure 48 shows raw images from PIV recordings for the three cases.  The jet injects from the 

bottom and progresses to the top.  In image (c) of Figure 48 particle images are deflected by the 

mixing interface (marked by red circles), especially in the upper part of the image where mixing 

is more pronounced.  The situation exacerbates after a stratified layer built up in the upper part of 

the facility, shown in Figure 49.  This effect is not visible in image (b) of Figure 48 where the RI 
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is matched and neither in the reference experiment (a), where identical substances are present.  The 

light traveling towards the mixing region of the vertically established density stratification without 

RIM is heavily deflected.   

 

 

Figure 49. Raw PIV image of the stratified layer without RIM. 

2.3.2 Primary test with 8.6% density ratio 

Figure 50 shows the stream-wise mean velocity of the reference experiment (left) and the index 

matched experiment with 8.6% density ratio (right), with the jet coming from bottom to top.   

While the centerline shows a significantly stronger decay rate for the density stratified case, the 

spreading rate with increasing downstream distance is considerably more pronounced.  Due to the 

higher kinematic viscosity, the outer scale Reynolds number is about four times lower in the 

stratified case, and viscous forces within the liquid are overcome the inertia of the jet more 

pronounced than in the reference case.  This viscous effect dominates the buoyancy effect of an 

accelerated flow behavior; unlike it would have been expected. However, when comparing the 

turbulence level, this effect is only apparent at the beginning of the jet close to the nozzle which is 

visible in Figure 51.  Here the streamwise velocity fluctuations of the reference experiment (left) 

and the density stratified case (right) are shown.  A strong decay of turbulence is observed, that is 

likely to be originated by suppression of turbulent transport across the density gradient since 

entrainment is far more pronounced in the stratified case.   

In this light, we present a method to create a combination of two aqueous solutions with a large 

density difference and identical refractive indices, suitable to be used in turbulence research with 

optical measurement techniques applied.  The method is based on the change of excess properties 

when three components are intermixing.  We successfully achieved a density difference of 8.6% 

by using the ternary system H2O – Isopropanol – Glycerol.  To our knowledge, this has not been 

reported in the scientific literature yet.  The principle has been proven by a qualitative test with a 

small scale turbulent free jet facility, equipped with high temporally and spatially resolved PIV.  

Although only qualitative measurements were performed, we observe a significant influence of 

density gradients on turbulence dynamics.  While the mean velocity field seems to be affected 
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mostly by viscous effects, we observe a strong suppression of velocity fluctuations with evolving 

downstream distance that is likely originated by a dampened momentum transport across the 

density gradient.   

   
Figure 50. Streamwise mean velocity field (left), reference experiment with pure water (right). Index 

matched with a density ratio of 8.6%. 

   
Figure 51. Turbulence kinetic energy (left), reference experiment with pure water 

(right). Index matched with a density ratio of 8.6%. 
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2.3.3 RIM study for water-Na2SO4-glycerol solutions 

Utilizing the ternary plot techniques, we conducted the refractive index matching study for 

solutions with water, sodium sulfate (Na2SO4) and glycerol shown in Figure 52.  The reason that 

the plot is not fully extended to the whole region is due to the solubility of Na2SO4 in water. 

Theoretically, the possible density difference would be able to achieve about 12%, but Na2SO4 

will tend to participate and fall out since the solutions will inevitably have some impurities where 

the Na2SO4 crystals will start to grow on overnight.  Table VII provides two solutions pairs with 

density differences of 7.62% and 3.54% we found using the ternary plot. 

 

 
Figure 52. Contours of the constant refractive index in a superposition of the density (colormap) for the 

ternary system H2O - Na2SO4-glycerol. 

Table VII. Possible refractive index matching solution pairs for ternary system H2O - Na2SO4-glycerol. 

Na2SO4 Glycerol H2O ρ (g/cm3) Δρ (%) n 

0.1267 0.0579 0.8155 1.13 
7.62 1.3585 

0.0178 0.1830 0.7992 1.05 

0.1245 0.2004 0.6752 1.17 
3.54 1.3769 

0.0778 0.2540 0.6682 1.13 
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3 CFD MODELLING WITH DESTROJER FACILITY FOR STEADY-

STATE RANS MODEL  

A CAD geometry is built for the DESTROJER facility, and initial benchmark of RANS models 

has been carried out using the experimental data recorded within this project. 

3.1 CFD Geometry and Mesh Generation 

The CFD model includes a 1×1×0.76 m3 tank filled with water at the standard conditions.  At the 

center of the bottom section, the inlet of a round jet with a diameter of 12.7 mm is modeled.  To 

correctly capture the jet formation, a finer mesh is needed in the central part of the tank domain. 

An axysimmetric CAD geometry is created, with a width of 6.35 mm for the jet inlet and 0.76 m 

in length for the whole tank, as shown in Figure 53. The jet inlet length is 2 cm long. 

 

Figure 53. CAD geometry model before meshing. 

After meshing the CAD geometry of Figure 53, the tank mesh is extruded radially for 50 cm with 

a specified number of layer and stretching ratio. In this way, the fine mesh will cover the jet 

evolution through the tank vertical axis. A zoom of the 2D axial mesh model is illustrated in Figure 

54. 

 

Figure 54. Meshing for the 2D axial model with 50 cm extrusion from the center. 
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Based on the CAD model shown above, the actual inlet geometry is implemented to replace the 

tube-shape inlet with the actual jet contraction profiles, as illustrated in Figure 55 with a 2D mesh 

of 597,297 cells.  

 

Figure 55. CAD model for with the actual jet geometry. 

To ensure that the smallest cross-sectional area has at least ten layers of mesh cells, the mesh base 

size is selected to be 0.5 mm. It is then extruded for the tank domain by 0.5 m with 300 layers and 

five stretching. As shown in Figure 56, having 13 meshing layers together with five prism layers, 

the flow inside the jet can be well captured as well as the near-wall flow.  The 2D axial CAD 

model can be visualized in Figure 57, with the centerline as the symmetric boundary. 

 

 

Figure 56. Zoom-in view of the jet outlet into the tank. 
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Figure 57. CAD model for CFD simulations. 

3.2 Convergence Test 

To perform the CFD simulations, the physics models used for a 2D axial model for the simulation 

are listed as follows: 

• Axisymmetric 

• Constant Density 

• Gradients 

• Gravity 

• k-ϵ Turbulence 

• Liquid 

• Realizable k-ε Two-layer 

• Reynolds-averaged Navier-Stokes Turbulence 

• Segregated Flow 

• Steady 

• Turbulent 

• Two-Layer All y+ Wall Treatment 

The simulation is run for 20,000 iterations with jet inlet velocity of 1.60 m/s, corresponding to a 

Reynolds number of 20,000. The residuals plot reported in Figure 58 indicates good convergence. 
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Figure 58. Residuals after 20,000 iterations for 0.5 mm meshing base size. 

Convereence is demonstrated by also plotting the turbulent kinetic energy (TKE) as fucntion of 

iteration numbers at different locations along the jet (see Figure 59) indicated with coordinates 

pairs (x,y), where x is the distance in mm from the jet inlet, and y is the radial distance in mm from 

the centerline of the jet.  Good convergence is obtained in less than 10,000 iterations. 

 

Figure 59. TKE monitor after 20,000 iterations for 0.5 mm meshing base size. 

The comparison of the computed streamwise velocity profile and the DESTROJER experimental 

data at Re = 20,000 and x/D = 1 is reported in Figure 60. The experimental data are shown together 

with the estimated uncertainty bars. The simulation results are obtained using STAR-CCM+ with 

the realizable k-ε models. The comparison for the streamwise velocity gradients are shown in 
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Figure 61. Excellent agreements between the CFD RANS simulations and the experimental results 

is observed. Work is currently on-going for an extensive comparison between different RANS 

models and the experimental results for both near- and far-field. 

 

Figure 60. Streamwise velocity comparison at x/D = 1 for experimental data and Star-CCM+ 

simulations at Re = 20,000. 

 

Figure 61.  Streamwise velocity gradient comparison at x/D = 1 for experimental data and Star-

CCM+ simulations at Re = 20,000. 

4 SCALED FACILITY FOR DENSITY DIFFERENCE MEASUREMENT 

A scaled, modular version of the DESTROJER facility has been designed and built at the 

University of Michigan to perform experiments of jets in stratified environments and investigate 

scaling effects by comparing with the experimental results obtained by the GWU team. Figure 62 

shows the CAD drawing of the scaled facility, with a tank size of 30 ×30 ×30 cm3. Tank cross-

sections of 10 ×10 cm2 and 20 ×20 cm2 have been fabricated as well. The servo-engine is connected 

to an actuator to drive a cylinder pump which can be charged with a certain fluid. A two-direction 

valve is mounted at the bottom, which allows to eithe inject fluid in the tank or discharge the tank 

fluid into the disposal vessel underneath the tank.  
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Figure 62. CAD drawing for the scaled facility with a tank size of 30 ×30 ×30 cm3. 

With a jet size of 2mm, the three tank size selections result in a tank-to-nozzle ratio of 50, 100, 

and 150 respectively.  Figure 63 shows the experimental facility setup, with the laser and imaging 

systems and the three tank sizes. 

 

Figure 63. Experimental setup with the 10 ×10 ×30, 20×20×30, 30×30×30 cm3 tanks, servo-engine and 

actuator driven piston and two cameras set up for both PIV and LIF. 
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4.1 Test Matrix for Stratified Environments 

Figure 64 illustrates three conceptual experimental setups for the stratified environment, using red 

to represent the lower density fluid and blue for the higher density fluid. For the configuration in 

Figure 64(a) a jet impacts a uniform environment of different density (either lower or higher than 

the jet density) to investigate jet penetration and acceleration/deceleration inside the tank. For the 

configuration in Figure 64(b), a jet enters in an environment where a sharp stratification layer is 

present, resulting in a stratification layer mixing phenomenon. Finally, in the configuration shown 

in Figure 64(c), the jet entires an environment where a linear stratification is present. This latter 

configuration is a more realistic representation for what occurs in nuclear reactors (e.g. thermal 

stratification in the upper plenum of the hot pool in sodium-fast reactors). 

 

Figure 64. Illustration of the stratification experimental setup. 

4.2 Wiremesh Sensor for Scaled Facility 

A wire-mesh sensor was designed for the scaled tank setup. The sensor PCB board design is 

presented in Figure 65, with a size of 359 mm × 75 mm, and a 120×4 matrix of measurement 

locations, for a total of 480 measuring locations for a single measurement. For each horizontal 

wire crossing the board (transmitter wires) and vertical nodes along the board (receiver), the 

spacing is set to be consistently 2.5 mm apart.  

 

 

Figure 65. PCB board design with 120 pins connections. 
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Figure 66. PCB board design with 64 pins connections. 

Figure 66 shows the PCB board design with a size of 390 mm × 47 mm and 64×4 measuring 

locations (256 measuring nodes) for a single measurement. For each horizontal wire crossing the 

board (transmitter wires), the spacing is set to be consistently 2.5 mm apart, while the spacing for 

vertical nodes along the board (receiver) is designed to be 5 mm.  This design is used in the 20×20 

and 30×30 cm2 cross-section tanks but with a titled geometry setup as shown in Figure 67.  With 

an inclined angle of 26.5°, we will be able to achieve a uniform spacing of 1.115 mm along the 

vertical directions with the combined readings of each node.  

 

 

Figure 67. Tilted design for the 64-pin PCB board. 

 

Figure 68 shows the completed 120-pin wiremesh sensor after the electrodes have been soldered 

on the PCB board on the left (Figure 68, left), and how the wiremesh sensor is mounted on the 

experimental setup of the 30×30×30 cm3 tank (Figure 68, right). 
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Figure 68.  (left) 120-pin wiremesh sensor after soldering. (right) The experimental setup with the 

120-pin wiremesh sensor mounted in the 30×30×30 cm3 tank. 

4.3 Collapsing Jet Experiments with LIF Imaging  

In order to investigate the jet mixing mechanism in the presence of density differences, it is 

beneficial to have measurements of the concentration field, together with the velocity field. 

Therefore, LIF is implemented together with the PIV system. As shown in the bottom left corner 

of Figure 63, we are able to film LIF images simultaneously with raw particle images using the 

two-camera and laser setup. 

Using the scaled facility, the jet is created by a piston that is driven by a linear actuator attached 

to a servo engine into the 10×10×30 cm3 tank contained with heavier liquid (Mixture II mention 

in Table VI).  The lighter liquid (Mixture I in Table VI) is injected vertically to through the nozzle 

at a constant nominal inlet velocity of 4.22m/s to the tank. LIF measurements were performed with 

a density difference of 8.6% and the corresponding nominal jet Reynolds number of 2,100.  The 

jet will collapse into itself after certain period as shown in Figure 69. The periodical collapsing of 

the jet is observed only at relatively low Reynolds numbers when buoyancy dominates on 

momentum. At higher Reynolds numbers (beyond 5,300 in the current setup) stable jets are 

observed even in presence of density differences. 
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Figure 69. Collapsing jet with a Reynolds number of 8,400 after different time stamps. 

4.4 Comparison Between Uniform Jet and Buoyant Jet 

The jet is created by a piston that is driven by a linear actuator attached to a servo engine into the 

10×10×30 cm3 tank contained with heavier liquid (Mixture II mention in Table VI).  The lighter 

liquid (Mixture I in Table VI) is injected vertically to through the nozzle at a constant nominal 

inlet velocity of 10.58m/s to the tank.  This corresponds to a Jet Reynolds number of Re=5300.  A 

high-speed PIV system is used to measure the flow field in the vertical mid-plane of the jet.  It 

comprises a Phantom Miro LAB 340 camera with a spatial resolution of 2560×1600 pixels, a pixel 

size of 10×10μm2, 12 bit digital output and a maximum recording frequency of 800Hz at full scale, 

as well as a high speed double pulsed Nd:YLF Laser with a maximum recording frequency of 

10kHz at a wavelength of 527nm and 70mJ energy/pulse.  A combination of two spherical lenses, 

to focus the laser beam, and a third planar concave lens are used to create a light sheet.  A total of 

1613 Image pairs were recorded with the high-speed camera and laser system.  

Figure 70 shows the streamwise mean velocity of the reference case (left), the stratified case with 

RIM at 8.6% density ratio (middle) and the stratified case without RIM (right).  The jet progresses 

from bottom to top. When comparing the mean streamwise velocity field of the reference case and 

the Stratified case with RIM, only slightly different centerline velocity decay is observed, where 

buoyancy causes a slight acceleration of the jet with increased downstream distance.  The velocity 

field without RIM shows a significant difference. This difference originates by the strong 

deflection of light when it travels through a region with varying refractive index.  Not only the 

light that is scattered by seeding particles gets deflected on its way towards the camera sensor, but 

also the laser light sheet itself gets deflected.   
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Figure 70.  Streamwise mean velocity fields.  (a) reference case with solution I being injected to 

solution I (no differences in density and RI),  (b) stratified case with the lighter liquid (solution I) 

being injected to the heavier liquid (solution II) at 8.6% density difference with RIM  (c) stratified 

case without RIM and a density difference of 8% (here both solutions were slightly altered with a 

refractive index of nD=1.3712 for solution I and nD=1.3538 for solution II). 

 

Figure 71.  Turbulence kinetic energy.  (a) reference case with solution I being injected to solution I 

(no differences in density and RI),  (b) stratified case with the lighter liquid (solution I) being injected 

to the heavier liquid (solution II) at 8.6% density difference with RIM  (c) stratified case without 

RIM and a density difference of 8% (here both solutions were slightly altered with a refractive index 

of nD=1.3712 for solution I and nD=1.3538 for solution II). 

However, when comparing the turbulence level, lower TKE is found in the stratified RIM case, 

compared to the reference case without stratification, which is visible in Figure 71.  Here the TKE 

of the reference experiment (left) and the RIM density stratified case (middle) are shown aside of 

the not index matched case (right).  A strong decay of turbulence with increasing downstream 

distance is observed, that is likely to be originated by suppression of momentum transport normal 

to the density gradient.  The results are strongly biased for the not index matched case, where TKE 

shows much lower levels compared to the RIM case.   

A quantitative comparison of the RIM results with the reference case is done by a comparison of 

the volumetric flow rate.  The nominal volumetric flow rate is given by the cross-sectional area of 

the nozzle and the nominal velocity un by:  

𝑄𝑛 =
𝜋

4
𝐷2 ∙ 𝑢𝑛 .          (17) 

We the integrated the stream wise mean velocity by: 

𝑄𝑖 = ∬ �̅�
𝑟

−𝑟
𝑑𝐴 .          (18) 
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Figure 72 shows the ratio of the integrated volumetric flow rate and the nominal volumetric flow 

rate for all three cases as a function of the downstream distance.   

 

 

Figure 72.  Integrated volumetric flow rate of the three cases, normalized by the nominal 

volumetric flow rate. 

At 4 hydraulic diameters downstream the jet inlet, the integrated volumetric flow rate of the 

reference case and the stratified RIM case are almost identical to the nominal volumetric flow rate.  

This indicates extremely small entrainment to the jet at this point and demonstrates the 

applicability of RIM. In contrast, the integrated volumetric flow rate without RIM deviates 

significantly from the nominal flow rate, confirming that PIV measurements without RIM results 

in highly inaccurate velocity fields.  

4.5 Sharp Density Interface with 3.16% Density Difference 

Using the scaled facility, the jet is created by a piston that is driven by a linear actuator attached 

to a servo engine into the 30×30×30 cm3 tank contained with heavier liquid (Mixture II mention 

in Table VIII) at the bottom half of the tank and the lighter liquid (Mixture I in Table VIII, dyed 

with Rhodamine 6G) on the top half, shown in the LIF reference image Figure 73.  The sharp 

interface locates at 114 mm (57 jet diameter) away from the jet outlet.  Then the lighter liquid is 

injected vertically into the tank through the nozzle at a constant nominal inlet velocity of 10.58m/s 

to the tank.  This corresponds to a jet Reynolds number of Re=17,000.   

Table VIII. Nominal Parameters of the two liquids with 3.16% density difference. 

Mixture. H2O Glycerol Na2SO4 
ρ 

g/cm3 

µ 

N s/m2 

(I) 0.9343 0.0657  1.012 0.001248 

(II) 0.9492  0.0508 1.044 0.001143 
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Figure 73. LIF reference measurement for sharp density difference interface with dyed lighter fluid 

on the top and non-dyed heavier liquid at the bottom. 

The high-speed PIV and PLIF system is used to measure the flow field and concentration field in 

the vertical mid-plane of the jet.  Two experimental sets, with a total of 3000 image pairs, were 

recorded with the high-speed camera and laser system to ensure the repeatability of the 

experimental setup and visualize the transient flow structures.  Figure 74 shows three successive 

images of particle images are in superposition with the corresponding concentration fields 

measured by LIF techniques when the lighter fluid jet is impacting with the sharp interface from t 

= t1 to t = t1 + 40ms, define t1 as an arbitrary time after the jet impaction.  From the crispy clear 

PIV and LIF images, we can tell the refractive indexes of these two solutions have been 

successfully matched without any sign of Schlieren.  

 

 

Figure 74. For the sharp interface experiment with a density difference of 3.16%, the raw particle 

images are superpositioned with LIF images at (a) t = t1, (b) t = t1 + 20ms, and (c) t = t1 +40ms 
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Figure 75. For the sharp interface (indicated with the red dashed line) with a density difference of 

3.16%, define t0 is right before the jet starts to impact the layer, velocity vectors plotted in 

superposition with vorticity fields at (a) t = t0, (b) t = t0 + 10ms, (c) t = t0 + 20ms, (d) t = t0 + 30ms, (e) 

t = t0 + 40ms, and (f) t = t0 + 50ms. 

The raw particle images are analyzed using Davis 8.3 GPU processing, with an initial interrogation 

window size of 64 × 64 pixels2 with 50% overlap for two passes and a final interrogation window 

size of 48 × 48 pixels2 with 75% overlap for three passes.  With sharp interface indicated by red 

dashed lines, Figure 75 shows the velocity vector plots in superposition with the vorticity fields 

when the jet starts to impact the sharp interface at several different time points.  Since Figure 75 

has the x-axis from positive to negative and the vorticity plot is mostly positive when x-axis is 

negative, this means that the vortices are rotating counter-clockwise where the x-axis values are 

negative, vice versa.  Strong velocity fluctuations and anisotropy can be observed from the jet-

interface impactions.  It can be noticed that, due to the abrupt instabilities, probably there are some 

new vortices formed after the jet passing the interface, and this will be studied in the future to 

verify.   

To analyze the mixing transition, we pick one-pixel area at the intersection of the initial sharp 

interface and the jet centerline and plot the LIF signal intensity counts from the beginning to the 

end of the experiment as shown in Figure 76.  It is obvious that there are three stages involved in 

the mixing process: define t0 is right before the impaction, the first stage is from t0 + 120ms to t0 

+ 3800ms with an increasing of intensity signals, the second one from t0 + 3800ms to t0 + 6500ms 

with a decreasing of LIF counts, and the last one till the end with an increasing signal again.  By 

having a looking the real-time LIF images during the mixing process as shown in Figure 77, we 

can correlate the images what we have seen and concluded here.   
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Figure 76. LIF signal intensity plot for the one-pixel area on the sharp initial interface at the jet 

centerline  

 

Figure 77. LIF images during the mixing process at several different time stamps. 
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Figure 77(a) shows the initial boundary condition of the sharp density difference interface, and at 

t = t0 + 120ms shown in Figure 77(b), the sharp interface is still there after the lighter fluid jet starts 

impacting the layer.  The LIF signal at the investigation point is increasing because of the mixing 

process between the dyed lighter fluid jet and the surrounding heavier liquid, and the interface 

slowly lowers but remains distinguishable until t = t0 + 38000ms when we start to see some fluid 

coming down from the side.  That is the point where the transition starts, and the layer begins to 

be more and more turbulent.  When the mixing gets more and more violent, and the jet gets more 

and more entrainments from the heavier liquid at the bottom, the LIF counts at the investigation 

point starts decreasing a little from t = t0 + 3800ms to t = t0 + 6500ms.  Due to the continuous 

down coming mixtures from the top, the sharp interface gets eroded. As shown in Figure 77(c), 

we cannot tell the sharp layer at this point anymore.  After that, since the momentum carried by jet 

keeps the mixing process going, the investigation point continues collecting LIF signals till the 

end of the jet shown in Figure 77(d). 

In addition, we also notice that there is inflection of cross-wise momentum after 40 jet diameters 

away from the nozzle shown in Figure 78 when plotting the average cross-wise velocity over the 

time domain.  This will be studied further together with the analysis of the vorticity formation 

during the whole experiment process. 

 

Figure 78. Average cross-wise velocity for the sharp density interface with 3% density difference.  

4.6 Preliminary Experiment with Linear Density Stratification 

Besides the sharp interface, we also conduct the experiment with a linear density stratification 

using the same liquid pairs mentioned in Table VIII.  We filled the bottom 1.25cm of the tank 

using the heavier liquid S2 (Mixture II mention in Table VIII).  By decreasing sequentially 5% of 

the heavier liquid and increasing sequentially 5% of the lighter liquid S1 (Mixture I mention in 

Table VIII), we prepare and well-mixed the intermediate solution and then pour into the tank 
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slowly to create a linear stratification environment with in total 21 intermediate layers shown in 

Figure 79, each layer having a thickness of 1.25cm. 

 

 

Figure 79. Schematic of the linear stratification setup. 

We only dye the lighter liquid with Rhodamine 6G and the heavier liquid will not have fluorescent 

signal on the LIF images.  Figure 80 shows the raw LIF reference image for the linear stratification 

after we filled up the scaled tank, and the linear gradient can be observed clearly.  Detailed analyses 

will be addressed later with the processed wire-mesh sensor signals. 

 

 

Figure 80. LIF reference image for linear stratification environment. 

The lighter liquid is injected vertically into the tank through the nozzle at a constant nominal inlet 

velocity of 6.59m/s to the tank.  This corresponds to a jet Reynolds number of Re=10,000.  The 

high-speed PIV and PLIF system is used to measure the flow field and concentration field in the 

vertical mid-plane of the jet.  One experimental sets, with a total of 1613 image pairs, were 

recorded with the high-speed camera and laser system with a measurement duration of 22 sec.  The 
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raw particle images are analyzed using Davis 8.3 CPU processing, with an initial interrogation 

window size of 64 × 64 pixels2 with 50% overlap for two passes and a final interrogation window 

size of 48 × 48 pixels2 with 75% overlap for three passes.   

 

Figure 81. Average (a) crosswise and (b) streamwise jet velocity over time domain 

 

Figure 82. Define t0 is an arbitrary time point during the linear stratification experiment, velocity 

vectors are plotted in superposition with vorticity fields at (a) t = t0, (b) t = t0 + 1s, (c) t = t0 + 2s, and 

(d) t = t0 + 3s. 
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Figure 81 shows the crosswise and streamwise jet velocity averaged over the measurement 

duration.  From the profiles, it is obvious that the jet is quite symmetric of the jet centerline.  

Similar to Figure 78, we also see an inflection of the crosswise jet momentum after 35 jet 

diameters away from the jet inlet. As shown in Figure 82, the vorticity plots at different time 

stamps also show that there are some opposite vorticities formed on both sides and strong 

turbulences are presented after 35 jet diameters.  This will be studied in detail in future work. 

5 CFD SIMULATION FOR THE SCALED FACILITY  

Complementary to the experiments of the scaled tank facility, several CFD simulations were 

executed using the commercial code STAR-CCM+ to validate RANS turbulence models against 

our experimental data. Large Eddy Simulations (LES) using NEK5000 were performed as well. 

5.1 Geometry, Boundary Conditions, and Mesh 

The scaled tank facility, with dimensions of 300mm x 300mm x 250mm was modeled. The inlet 

of 2 mm in radius was extruded by a total of 5mm.  At the inlet, a fully developed flow boundary 

condition was imposed, the walls were set to no-slip boundary conditions, and the top of the tank 

was set as a pressure outlet.  To determine the cell sizes needed for the LES simulations, several 

RANS simulations were executed to estimate the length and time scale ratios to ensure that the 

turbulence scales are captured in the simulations. In addition, the length scales obtained from the 

experiments were taken into account to ensure that the mesh was fine enough to capture the 

structures found in the PIV measurements. The mesh was generated using the commercial code 

ANSYS ICEM-CFD 18.1. The mesh is a conformal, structured hexahedral mesh, with 13.3 Million 

cells. Because of the nature of the experiment, the mesh was refined along the jet trajectory. 

Snapshots of the complete geometry, a mid-plane cross-section, top, and bottom views of the tank 

are presented in Figure 83(a-d). 

The length scales and the acquisition frequency from the experiments in the uniform environment 

are provided in Table IX. Taking into account the length scale ratio (from the RANS simulations), 

and Taylor length scale at 5D (148.3 µm,) the smallest cell size along the potential core region at 

y/D=0 was set to 30 µm.  

 

Table IX: Taylor Length Scales from the PIV measurements. 

Location y: 
5D (Light 

Fluid) 

30D(Heavy 

Fluid) 

60D(Heavy 

Fluid) 

90D(Heavy 

Fluid) 

Taylor Length 

Scale (µm) 
148.3 375.22 404.93 561.84 

Acquisition 

Frequency (Hz) 
62500 2000 2000 2000 
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Figure 83: Mesh generated in ICEM-CFD: a) Complete domain, b) Cross-section at the center of 

the tank, c) View from the bottom of the tank, and d) view from the top of the tank. 

5.2 Steady State Simulations 

The first simulations that were executed used the Realizable 𝑘𝜖 turbulence model for the uniform 

environment with the lighter fluid. The Realizable 𝑘𝜖 model was used because of its ability to 

better predict the spreading rate for round jets. As previously stated, the nearfield region was 

investigated in the experiment with the lighter fluid. The comparison of the experimental and CFD 

results are shown in Figure 84. As shown in Figure 84a, the velocity profile of the CFD simulation 

at y/D=5, is larger; however, at higher y/D distances (Figure 84b-d), the profiles from the CFD 

simulations decay faster than that of the experiments. While the velocity is under and over 

predicted in the simulations, the general spread of the jet is well captured by the Realizable 𝑘𝜖 

model. 

With a jet Reynolds number of 5300, as the jet travels away from the inlet, the jet is relaminarizing 

rather quickly, which could pose a challenge for the turbulence models.   

Furthermore, by taking advantage of the symmetry of the experiment, several 2D-axisymmetric 

simulations were executed to avoid the long computation times from the 3D simulations. The mesh 

generated for the 2D-axisymmetric simulations was made by only keeping the cells at the mid-

plane of the geometry. In this manner, the same cell distribution is maintained between the 3D and 

2D simulations (at the mid-plane). The velocity profiles at several axial locations for the 2D-

axisymmetric and 3D simulations are shown in Figure 85(a-d). Figure 85 shows that the 2D-

axisymmetric simulation provides an almost identical profile to that of the 3D simulation. With 

this in mind, 2D-axisymmetric simulations were run to test different turbulence models to 

investigate if other models would better predict the centerline velocities.  
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a) 

 

b) 

 
c) 

 

d) 

 
Figure 84. Profiles of the streamwise velocity component, v, at a) 5D, b) 8D, c) 12D, and d) 15D. 

To investigate if the differences occur due to the turbulence model selection, the results from 

simulations that used the Realizable 𝑘𝜖, Standard 𝑘𝜖, 𝑘𝜔-SST, and the Reynolds Stress model 

were compared. As shown in Figure 86(a-d), the velocity profiles for the 2D simulations with the 

Realizable 𝑘𝜖, 𝑘𝜔-SST, and the Reynolds stress models produce nearly identical results. The only 

difference is that, compared to the other models, the 𝑘𝜔 model predicts slightly lower velocities 

at the centerline at about y/D=8. The model that predicted different results was the Standard 𝑘𝜖 

model. This model under-predicted the velocity at the centerline (at y/D=5), did not capture the jet 

spread, and it tends to decay at a slower rate compared to the other models. With this being said, 

it was concluded that the Realizable 𝑘𝜖 would be the adequate model to conduct further tests. 
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a) 

 

b) 

 
c) 

 

d) 

 
Figure 85. Experiments, 3D, and Axisymmetric simulations: Profiles of the streamwise velocity 

component, 𝒗, at a) 5D, b) 8D, c) 12D, and d) 15D. 
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a) 

 

b) 

 
c) 

 

d) 

 
Figure 86. Profiles of the streamwise velocity component, v, at a) 5D, b) 8D, c) 12D, and d) 15D. 

5.3 Transient Simulation – Simulation of the Sharp Interface Experiments 

A transient 2D-axisymmetric RANS simulation of the experiment with the sharp density interface 

was set up to look for some similarities of the behavior of the jet as it reaches the interface.  RANS 

simulations suppress fluctuations in the flow, and for this reason a 3D large eddy simulation will 

need to be executed to provide direct comparisons between the simulation and experiments. 

However, to get some insight of how the jet may behave near the interface, a RANS simulation 

was executed with the Realizable 𝑘𝜖 turbulence model. The time step selected for this simulation 

was set to 10-5 seconds. The density fields at several time steps are shown in Figure 87(a-f). Figure 

87a is a snapshot of when the interaction at the interface starts taking place. As time passes, the jet 

starts merging with the interface, and eventually crosses the boundary (by Figure 87c), where the 

jet tends to expand in the cross-stream direction as shown in Figure 87(d-f).  

In Figure 87, the collapse of the jet observed in the experiments does not appear to be present. To 

ensure that this is the case, a time series of the density near the interface was recorded. The 

monitoring points and the time series of the density are shown in Figure 88a and Figure 88b, 

respectively. Surprisingly, a slight oscillation of the density is observed in the density time series 

for location y = 0.119m. Even though a small time step was selected, the oscillation is not as drastic 

as of that one seen in the experiments.  
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a) 

 

b) 

 

c) 

 

d) 

 

e) 

 

f) 

 

Figure 87. 2D-Axisymmetric RANS simulation of the sharp interface experiment at different time 

steps (a-f): (a-c) Zoomed out view and (d-f) zoomed in view. 

 

a)  

 

b) 

 

Figure 88. a) Location of the monitoring points along the centerline (red box) and b) time series of 

the density at the selected locations. 
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5.4 Large Eddy Simulations 

Furthermore, as previously described, minor oscillations were observed in the RANS simulation 

of the experimental run with the sharp interface created by the Glycerol and Na2SO4. A LES 

simulation is the perfect candidate to compare this type of transient simulation, since several more 

scale structures are resolved and not dampened. From the simulation and experimental results, a 

time step of 1e-6 seconds was deemed appropriate to resolve the scales of interest for this setup. 

A LES simulation was set up; but unfortunately, not enough time steps elapsed to provide 

statistical quantities at the moment. A few images of the velocity magnitude fields from a large 

eddy simulation of a jet in a uniform environment are shown in Figure 89. Work on this topic is 

currently on-going. Results will be summarize in a follow-up publication. 

 

 

 

 

 

Figure 89. Velocity magnitude fields obtained from a Large Eddy 

Simulation of a jet in a uniform environment.  
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6 CONCLUSIONS - PART I 

Using high-resolution, high-speed PIV and LIF techniques, we are able to perform high fidelity 

turbulent round free jet experiments in a uniform environment with DESTROJER facility.  

Benchmark database is available for the flow field for turbulent round free jets in uniform 

environments with nominal jet Reynold numbers range from 5’000 up to 22’500. 

To make optical investigation possible for the stratified environment, our group at ECMFL 

proposed and proved a novel method to match refractive index for solutions with higher density 

differences using ternary plots.  The methodology is successfully demonstrated using a ternary 

combination of water, isopropanol, and glycerol, for which RIM in the presence of a density ratio 

of 8.6% has been achieved.  Also, utilizing the method, we proposed solution pairs which can 

potentially achieve a density difference of 7.62% using water, glycerol and sodium sulfate. 

In the mini-DESTROJER (scaled) facility, using the study of the ternary plots, we create the 

uniform environment in the tank but shot the jet with another fluid with 8.6% density difference.  

Together with the wire-mesh sensors, we successfully build a stratified layer with a density 

difference of 3.16%.  Qualitative analyses for LIF signals reveals the mixing mechanism when we 

have a jet impacting a sharp density interface and a linear stratification environment. 

Work on validating CFD RANS models and LES is on-going. 
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PART II – EXPERIMENTS AT GWU  

GW’s team has accomplished several significant development of diagnostic and data analysis for 

this validation effort.  In short they are: 

- The co-PI shared his design and expertise with UM.   

- To establish a stratified that could be studied at high-Reynolds number, an index matching 

strategy was developed. It enable having fluids that are refractive index and dynamic 

viscosity matched at up to 7.5% density difference.   

- The development of PIV was further advanced with the first time-resolved PIV 

measurements that are statistically resolved and covers a field of view of 0.5 m x 0.7 m.   

- The first truly multi-spatio-temporal velocimetry measurement with PIV combined with 

long distance micro-PIV to resolve velocity field time history down to the Kolmogorov 

scale, representing an unprecedented coverage of 4 order of magnitude in space and 5 order 

of magnitude in time.  

- GW has conducted extensive refinement to the experimental protocol to improve 

repeatability and reproducibility of the facility.   

- GW developed extensive data analysis development (still ongoing), to characterize this non 

stationary and non ergodic flow. Such analysis will be the cornerstone of future CFD 

validation. Data and analysis tools will be shared with NE-KAMS in the near future.   

- Two numerical teams are currently using the GW data to validate their unsteady CFD 

codes. 

- One first publication in Experiments in Fluids (the premier journal for experimental 

methods developments) has been published, two more publications are under review for 

PLIF strategy and multi-spatio-temporal PIV.  Once the data analysis is more complete, 

further publications will be submitted in the coming year. 

7 Experimental facility 

We shared our drawings of the facility with University of Michigan team.  The Research Professor 

there came to GW’s lab to discuss our design and make a series of measurements with us.   

We also shared insights on lesson learned from operating our facility to enable slightly improving 

the facility.  We also shared the manufacturer of the acrylic components with our collaborator.  For 

simplicity the facility is not reproduced from the section of UM.  

The experimental facility consists of a round, axisymmetric, incompressible jet that discharges 

upward in a cubic tank with 914mm-side, Fig. 1. The jet nozzle is centered on the tank bottom 

face; a removable flat plate is set on the tank bottom to provide a flat surface at the same elevation 

than the nozzle exit. A linear motor drives a piston in a 203mm-diameter cylinder, which generates 

the jet. Since the fluid in the cylinder is initially at rest, the issuing flow has little to no initial 

disturbances. After the cylindrical chamber, the fluid goes through a first contraction section 

followed by a contoured nozzle with 32:1 contraction ratio and a D = 6.35mm exit diameter. To 

minimize the interaction between the jet and the side walls, the tank has a width to nozzle diameter 

ratio of 144. It is made of clear acrylic to facilitate deployment of optical diagnostics.  

The fluid in the cylindrical chamber has kinematic viscosity of ν = 1.162×10−6m2.s−1, and the 

velocity at the exit of the nozzle is U◦ = 3.66m.s−1. The piston has a total travel of 140mm, which 
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results in a total run time of 42 s. The change in height in the tank from each run is 9.7mm or about 

1.5D. 

The stratified jet facility at GW can be operated over a range of Reynolds number (Re).  To be 

over the mixing transition, we elected a nominal Re = 20,000.  The jet is positively buoyant and 

discharges in a linearly stratified environment using the two tanks method.   

7.1 Index matching  

The details of the work are given a journal publication, Clement et al 2018, which is attached to 

this report. 

To study the vertical discharge of a buoyant jet in a linearly stratified environment, two refractive 

index matched solutions of different densities are employed. The light one is a glycerol solution 

with a concentration of 6.31% weight (% wt.) and the heavy one is a sodium sulfate solution with 

a concentration of 5.00% wt. Their density difference is set at 3.00%, while having the refractive 

index matched within 1.4×10−4 and a dynamic viscosity difference of only 0.7% at 20◦C. 

Subsequent numerical simulations of the flow are simplified by suppressing viscosity variations 

and leaving only buoyancy effects.  

7.2 Stratification establishment 

The stratification is created using the so-called “Two-Tank Method”. The light and dense solutions 

are initially stored in two large reservoirs, Tank A and B, respectively. To create a linear 

stratification, fluid is pumped from Tank A into Tank B at a flow rate Q, and from Tank B into the 

facility tank at a flow rate 2Q, over a thin, perforated foam board that floats. After the tank is filled, 

the floating foam board is left on the top of the tank fluid and the hole filled with blanks. This 

provides a solid surface with an open gap around its circumference that lifts as the fluid rises during 

a run.  

Prior to filling the experimental facility test section, the cylinder, which encases the piston, is filled 

with the light solution from a small dedicated reservoir. A horizontal plate with rubber backing 

seals the nozzle and isolates the cylinder from the test section. The plate is slid to the side of the 

test section before initiating the jet and provides minimal disturbance to the initially quiescent fluid 

in the test section. Multiple jet runs can be accomplished by placing the plug back on the nozzle 

and filling the cylinder from the small reservoir.  Special attention is given to make sure there is 

no initial circulation in the large tank. 

Before and after each run, a conductivity probe travels the tank elevation to measure the density 

profile. Only the salt solution has conductive ions and the relative concentration of glycerol and 

salt solutions, and therefore density, can be directly deduced form the conductivity measurements, 

Fig. 94. 
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Figure 90. Density profile across the tank before each run. 

8 Multi-spatio-temporal resolution PIV configuration 

8.1 Camera selection 

During the discharge of the buoyant jet, the surrounding stratified environment is continuously 

changing and the flow might not reach statistical stationarity. Therefore, it was elected to record 

the entire time history of the velocity fields in a time-resolved (time series) manner: initial 

conditions to verify that the fluid is quiescent, the entire run, and the settling down after the jet 

ends. As a result, data need to be acquired for more than one minute, which puts constraints on the 

camera selection. The 12 cameras are one single side of the tank. Details of the cameras 

configuration are given in Fig. 95. 
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Figure 91. Camera positioning within the test section. 

Cameras 1 to 9 are used to record the off-center and far field of the jet. They stream to hard drive 

at up to 150 fps and with a resolution of 1.3 Mpixels. The magnification of all these cameras is 

identical and data acquisition rate adapted with location to still have time-resolved measurements. 

Camera 10-12 are identical, but configured differently. They have higher frame rates and 

resolution than the cameras 1-9.  At the maximum resolution, (4 Mpixels, 2, 336 × 1728 pixels), 

the cameras can stream to harddrive at 560 fps and 8 bit. At a frame rate of 2, 304 fps, which is 

used for the high resolution measurements, a resolution of nearly 1 MPixel is achieved.  The 

workstations associated with each camera have 2 TB of memory, compare too 10s of GB for most 

CMOS cameras.  This enables nearly15 mn of recording time! 

Camera 10 records the flow around the centerline in the lower section of the jet. There the flow 

has higher velocity and smaller turbulent structure are expected, which motivated the use of this 

higher resolution camera. 

To capture the turbulent kinetic energy spectra along the centerline, two cameras are used at a 

spatial resolution that is nearly one order of magnitude larger than for the large field of view 

measurements. 
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8.2 Laser planes configuration 

The large dynamic range in camera spatial resolution forces special configuration of the laser 

illumination. In particular, it was preferable to control the laser sheet thickness locally as to prevent 

volumetric averaging in depth. The intensity is also controlled locally to accommodate the 

different sensitivity of the cameras. In total, three large laser sheets are used for large field of view 

data (cameras 1-10) and two for the high-spatial resolution data (cameras 11 and 12). The optical 

setup is shown in Fig. 96. 

 

Figure 92.  PIV planes. 

To prevent cross-talk between the laser planes on the cameras, the timing of the lasers and cameras 

is carefully controlled with a series of 3 external pulse generators and monitored with a 500 MHz 

oscilloscope with 20 channels.   

The PIV data are processed using Davis 8.3, with a 50% overlap, 2 passes with circular windows 

containing 96 × 96 pixels and 2 passes with circular windows containing 32 × 32 and 48 × 48, for 

low and high resolution, respectively. A universal outlier detection is then performed based on the 

difference between neighboring vectors. No temporal smoothing is used to avoid altering the 

velocity spectra obtained from the time evolution of the velocity fluctuations. 

For the large field of view images, calibration is performed with a large in-house calibration target 

that covers the entire tank. During calibration, the RMS of the fit is below 0.03 pixels for cameras 

1 to 10, which is low and ensures distortions from calibration are negligible compared to the PIV 



NEUP 14-6552  Final Report 

 79  

processing uncertainty. For the high resolution images, only scaling is performed using a ruler 

positioned in the calibration plate. A simple scaling is sufficient for the high resolution 

measurements, because optical aberrations are strongly limited by the small size of the field of 

view and high quality of the lens used. 

9 Results 

9.1 Mean large scale behavior of the jet 

The global behavior of the jet is obtained by stitching the velocity fields obtained from cameras 1 

to 10. The time averaged velocity field (averaged over the 39 s of the jet) is given in Fig. 97. 

 

Figure 93. Mean flow as recorded by cameras 1-10. 

Dense fluid is entrained at the bottom of the jet, increasing its density until the jet becomes heavier 

than the surrounding environment. The jet then reaches a maximum height (the dome) and falls 

back on the sides. A shear layer forms between the upward jet and the downward current on the 

sides, generating large scale vortices. On the sides, the fluid reaches the neutral buoyancy height 

and spreads horizontally, close to the center of the linear stratification. It can also be observed that 

the downward current on the sides of the jet entrains light fluid from the top of the tank, creating 

another set of large vortices. The only study that allows comparison is LES performed at lower 

Reynolds number for a bubble-driven buoyant plume in a stratified environment. Similar behavior 

is observed, with large scale vortices located in the same regions of the flow. 
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The centerline velocity decay follows similar trends than recorded in previous studies with the 

dome being marked by the zero velocity region, Fig. 98. 

 

Figure 94. Mean centerline velocity decay. 

9.2 Velocity Spectra from multi-spatio-temporal scale PIV 

On top of measuring the general behavior of the jet, the smallest scales of turbulence can also be 

resolved with the proposed experimental setup. Because no data are available for a buoyant jet in 

a linearly stratified environment, the design of the instrumentation was made based on theoretical 

lengthscales for a non-buoyant jet.  

The repartition of energy in a turbulent flow between its different length (or time) scales is best 

represented by the spectrum of the turbulent kinematic energy, which is given by the power 

spectral density of the velocity fluctuations. In Fig. 99, the power spectra of the axial velocity 

fluctuations are given for both fields of view, at 50 D and on the jet centerline. For the large field 

of view, the PSD is calculated with windows of 256 points in length and a stride of 64. For the 

reduced field of view, the PSD is calculated with windows of 2,048 points and a stride of 512. 

Both spectra show the existence of the inertial subrange (-5/3 slope) over approximately one 

frequency decade, which is expected for a jet at Re = 20,000. The inertial sub-range has also been 

observed using PIV, using a FOV close to the large FOV of the present study. However, starting 

at about 40 Hz, the large FOV spectrum shows the appearance of aliasing, which is consistent with 

Nyquist frequency for PIV. 

It can be noted that some discrepancies can be observed on the high spatial resolution spectrum at 

frequencies. The noise there is due to limitation in PIV processing in resolving low velocities. 

Nevertheless this could be improved by using a pyramidal processing scheme such as the one 

proposed by other groups. 
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Figure 95. PSD of axial velocity fluctuations on centerline. 

9.3 Dynamic evolution of the jet 

Using nonlinear decomposition of the flow, we showed that the flow is not stationary and non-

ergodic.  This requires special consideration in treating data in particular to validate CFD code.  

An example of this can be seen by plotting the turbulent kinetic energy in a domain of the flow, 

Fig. 100.  Large and low frequency oscillations are the indication of a slow process that could not 

have been captured with traditional velocimetry.  This analysis is ongoing in collaboration with 

international teams with whom we are collaborating. 
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Figure 96. kinetic energy of the jet over a domain of the flow. 
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