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Abstract

The monopulse response of radar systems utilizing a short-focal-length offset-fed
parabolic reflector can be compromised by depolarization of the signal by the target
and by multipath scattering from nearby objects. The polarimetric behavior of this
type of antenna is examined. The use of a shroud to reduce multipath interaction with
nearby objects is also described. The mechanism through which man-made targets
can introduce cross-polarization components into the scattered field is explained.
Two kinds of polarization filters, suitable for linear polarization, are described for
mitigating the effects of depolarization due to cross-polarization scattering. The
benefit of the application of a polarization filter is demonstrated by modeling a
monopulse radar system viewing a dihedral corner reflector. The model demonstrates
dramatic performance improvement when the filter is used, showing that usable
performance can be achieved even when the target depolarization is so severe that the
cross-polarized signal is more than an order of magnitude stronger than the desired
co-polarized signal. Relevant and useful reference material is also included in the
form of appendices describing the relationship between different polarization
representations and demonstrating the conditions under which Maxwell’s equations
can be considered to be scale-invariant.
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Foreword

This report details the results of an academic study. It does not presently exemplify any operational
systems with respect to modes, methodologies, or techniques.

Classification
The specific mathematics and algorithms presented herein do not bear any release restrictions or
distribution limitations.

The distribution limitations of this report are in accordance with the classification guidance detailed in the
memorandum “Classification Guidance Recommendations for Sandia Radar Testbed Research and
Development”, DRAFT memorandum from Brett Remund (Deputy Director, RF Remote Sensing
Systems, Electronic Systems Center) to Randy Bell (US Department of Energy, NA-22), February 23,
2004. Sandia has adopted this guidance where otherwise none has been given.

This report formalizes preexisting informal notes and other documentation on the subject matter herein.



Introduction

A monopulse tracking radar uses special features of the antenna to obtain an accurate estimate of the
direction to a target, using only a single transmitted pulse [1]. Although both amplitude-comparison and
phase-comparison schemes exist, it is the amplitude-comparison scheme that is most compatible with a
single reflector antenna. This system utilizes an antenna with multiple overlapping beams, clustered
symmetrically about a boresight direction, to estimate the angular distance from the boresight direction to
the target. A single-axis monopulse system will use two overlapping beams, while a dual-axis system
will typically use four overlapping beams. In the single-axis system, the two beams are added to produce
a sum pattern and subtracted to produce a difference pattern. For the dual-axis system, all four beams are
added to produce the sum pattern, while differences between sums of pairs of beams are formed to
produce two orthogonal difference patterns. The radar transmits a single pulse through the sum pattern,
illuminating the target. The return signal from the target is received through both the sum and difference
patterns. By comparing the response from the difference patterns to that of the sum pattern, the direction
to the target can be estimated accurately to within a fraction of the beam width of the sum pattern.

The accuracy of a monopulse tracker can be degraded by extraneous signals entering the radar receiver
through the difference patterns. Two common sources of extraneous signals are multi-path reflections
from nearby objects and the less-than-ideal polarization' response of the antenna itself. As the title
suggests, the current focus will be on mitigating the poor cross-polarization response of the antenna.
However, controlling the response to multi-path reflections is also important, and will be addressed
briefly.

For simplicity, the performance of a single-axis monopulse antenna will be examined. Through
extension, this material also applies directly to the dual-axis monopulse system. The monopulse radiation
pattern will be obtained from an offset-fed reflector antenna, which will be described in the first section.
Next, the depolarization mechanism through which cross-polarized signals are generated by scattering
from man-made objects is described. Then, the issue of controlling the response arising from multi-path
interactions with nearby objects is briefly discussed. Finally, mitigating the cross-polarization response
through the use of a polarization filter is described and demonstrated. Design equations are included for
determining the geometrical dimensions of the filter that are required to achieve specified performance.

Because of the importance of polarization, Appendix I describes several sets of basis vectors used to
describe polarization, and the relationship between the sets. Scale invariance of Maxwell’s equations is
important for the validity of the design equations presented, so Appendix II examines the conditions
necessary for scale invariance to apply to Maxwell’s equations.

Polarization response of an offset-fed reflector antenna

The geometry of a parabolic reflector antenna causes it to radiate some amount of the cross-polarization
component, even when the feed radiates a pure polarization. The phenomenon is well known, and is

exaggerated when the ratio of the focal length to the diameter, F, / D, is small [3, 4, 5]. Because of space
limitations, when reflector antennas are used in airborne applications, they typically will have small
values for F/D . Although the cross-polarization response for symmetric reflectors can be very low in the
direction of the boresight, that is not the case for offset-fed reflectors, which can exhibit high levels of

! Polarization refers to the direction of the electric-field vector, which can be constant with time (linear polarization)
or rotate with time (elliptical polarization). The principal or primary polarization will be referred to as the co-
polarization component, and the orthogonal polarization will be referred to as the cross-polarization component.
While polarization refers to the direction of the electric-field vector in the subjects of radar, microwaves, and RF, in
the older subject of optics, for historical reasons, it usually refers to the direction of the magnetic-field vector [2].



cross polarization [6]. Thus, offset-fed reflectors with small /D will radiate and receive a significant
amount of the cross-polarized field. This will be demonstrated with the following example.

Consider the offset-fed reflector illustrated for several viewing positions in Figure 1. The reflector is cut
from a paraboloid with a focal length of 150 mm, and has an elliptical silhouette. The width of the
reflector is 600 mm and the height is 300 mm. To reduce the aperture blockage from the feed structure
(not shown), the base of the reflector is offset from the origin along ¥ by 50 mm. The focal point, which
lies on the z axis, is shown with a red dot in Figure 1. Using the major diameter of the reflector, the

F/D ratio is 0.25, putting it in the class of short-focal-length reflectors.

The polarization performance for this reflector will be demonstrated with computed radiation patterns,
produced when it is fed with a pair of open-ended circular waveguides representing the monopulse feed.
The two feeds will be placed in the focal plane, but symmetrically offset slightly from the focal point
along the xdirection. The pair of feeds produces two overlapping beams, squinted slightly to opposite
sides of the boresight direction. Exciting the feeds with the same phase will produce the sum pattern,
aligned with the boresight, while providing a180° phase offset between the feeds will produce the
difference pattern needed by the monopulse radar. Thus, this example will be appropriate for a single-
axis monopulse system. No effort has been made to optimize the reflector and feed for any specific
purpose, but it is intended to be representative and to demonstrate the principles that are involved.

Figure 1 Hllustration of the short-focal-length off-set-fed reflector that is used to illustrate the polarization
issues.

In this example, the feeds will be vertically polarized, with the electric field oriented in the ¥ direction.

The open-ended circular waveguides provide a suitably tapered illumination, producing low side lobes.
The side lobes contained in the principal plane normal to x will be the highest. This is a consequence of
the narrow height of the reflector and the fact that the feed’s radiation pattern is stronger in the direction
of the narrow-dimension edge. The fully polarimetric radiation patterns for the feeds used in this analysis
were computed with the time-domain solver in CST Microwave Studio® [7]. The radiation patterns
produced by the reflector were computed with the AntFarm" software [8], which uses physical-optics
currents on the reflector resulting from the previously computed feed radiation pattern.



The partial-gain radiation patterns® are displayed using the linear Ludwig 3 polarization components, with
V polarization aligned with the y-axis in Figure 1. The H polarization is aligned with the x-axis. The
radiation patterns will be displayed with standard spherical coordinates, as shown in Figure 2. The
Ludwig 3 polarization basis is very useful for describing the radiation from a high-gain antenna, although
there are a number of different basis sets that can be used, with some more suitable than others for a
specific purpose. It is quite common to call V and H polarization vertical and horizontal, respectively.
However, since these polarization directions are directly tied to a coordinate system attached to the
antenna, and since the antenna can be tilted and rotated to any arbitrary position, the polarization basis
may not correspond to the /ocal vertical and horizontal directions defined by the local zenith and horizon.
See Appendix I for a detailed description of the Ludwig 3 (L3) polarization basis vectors and their
relation to other common polarization basis vectors.

A i

A

X y
Figure 2 The standard right-handed spherical coordinate system, showing the angles (9, (1)) locating the

field point and the spherical polarization basis vectors, 0 and (i) at the field point.

For this example, the V polarization is the primary polarization (also called co-polarization) and H is the
cross-polarization. The portion of the sum-channel radiation pattern near the center of the main beam is
displayed in Figure 3, with the primary (V) polarization pattern on the left and the cross-polarization (H)
on the right. The angle ¢ is plotted around the periphery of the polar plot, with 6 measured along the

radius from the center. The coordinates ¢ =0°and ¢ =90° are respectively aligned with the x and y axes

illustrated in Figure 1. In Figure 3, the increment between the concentric rings is A@ = 2.5°, so the plot
covers the forward region defined by 0°< 0 <15°. The side lobes are highest near the y-z plane, with the
peak side lobe about 16 dB down. However, the side lobes near the x-z plane are low enough not to be
visible in this plot. In the y-z plane, the cross-polarization level is very low, but outside of the y-z plane
in the region of the main lobe of the sum pattern, the cross-polarization is significant, down only about 15
dB from the boresight peak.

The difference pattern is plotted in Figure 4, with A6 = 2.5°, and with a magnified view in Figure 5,

where AG = 0.5°. For the primary polarization (on the left), the monopulse null is very well defined and
quite narrow, which should allow very good single-axis direction resolution with the monopulse radar.
However, the cross-polarization pattern is quite high in the boresight direction near the y-z plane, and is
only about 7 dB down from the principal polarization peak. When the target exhibits significant cross-
polarization response, this antenna will not produce a very good monopulse response. Since the cross-
polarization response of the target cannot be controlled, it will be necessary to modify the cross-
polarization response of the antenna to achieve adequate performance.

? Partial gain is the gain associated with a single polarization component, while total gain considers the contributions
from both orthogonal polarization components.
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Figure 3 Sum-channel radiation patterns near the bore-sight direction for the offset-fed reflector in Figure
I (Ludwig 3 linear polarizations).
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Figure 4 Difference-channel radiation patterns near the bore-sight direction for the offset-fed reflector i
Figure 1 (Ludwig 3 linear polarizations).
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Figure 5 Close-up look at the difference-channel radiation patterns near the bore-sight direction for the
offset-fed reflector in Figure 1 ( Ludwig 3 linear polarizations).
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Polarization rotation upon reflection from man-made objects

Many man-made objects incorporate flat surfaces or surfaces with large radius of curvature, which are
attached along edges to other similar surfaces. These dihedral-like structures can support multiple
reflections of the radar signal, and when the surface-normal vectors are neither parallel nor perpendicular
to the electric-field vectors, the reflections can rotate the electric-field vector. Thus, the polarization of
the signal scattered from many objects of interest can be different from that of the incident signal. Since
the difference pattern of a short-focal-length reflector can exhibit significant cross-polarization response
in the region of the monopulse null, polarization rotation by the target can detrimentally impact position
estimates obtained from the monopulse radar mode.

Consider the simple dihedral illustrated in Figure 6, where the two flat plates are perpendicular. On the
left, unit vectors for vertical and horizontal electric fields are depicted as incident upon a dihedral where
the corner seam is aligned with the vertical unit vector. On the right, the corner seam is rotated by an
angle o from the vertical direction toward the horizontal direction. The important features of the
dihedral can be determined with analysis based on physical optics [9, 10], while more subtle features
require more detailed analysis [11, 12, 13].

It is instructive to examine the left side of Figure 6, applying boundary conditions for a perfect electric
conductor for the plates of the dihedral. Since the vertical unit vector lies in the plane of the dihedral
plates, the scattering of the vertical electric field is relatively easy to visualize. When the vertical incident
field encounters the plate, the scattered electric-field vector direction changes by 180° so that the total
electric field on the surface is zero. It then propagates across to the other plate, and upon reflection, it
changes direction again by 180°. The net effect is no change in the reference direction of the vertical
component of the electric field.

The visualization of the behavior of the horizontal component of the electric field is a bit more
complicated because the horizontal unit vector does not lie in the plane of dihedral plates. The horizontal
unit vector must be decomposed into a component in the plane of the plate, and a component normal to
the plate. With the geometry on the left of Figure 6, the components have equal length, 1/ V2 . Since the
total electric field tangential to the plate must be zero, the reflected component parallel to the plate must
be rotated by 180°. However, the component normal to the plate is not changed. This makes the scattered
electric field vector rotate by 90° as illustrated. Upon reaching the other plate, the same process occurs,
rotating the scattered electric-field vector by another 90°, in the same direction. The result is that the
scattered horizontal component of the electric field changes direction by 180°.

The fact that the vertical component of the electric field does not change direction upon reflection from
the dihedral, while the horizontal component does, gives the dihedral its polarization-altering property.
When the vertical and horizontal components of the electric field are incident on the dihedral on the right
side of Figure 6, the complex scattering matrix behaves according to

NV Vaw | —cos2a  sin2a "
Y_ ’Yvyh 'Yvﬂv _YdihE(li'ztl Sin20c COS2(], )

where the second subscript represents the direction of the incident electric field, and the first subscript
describes the direction of the scattered electric field. The components, v, ., of the complex scattering

matrix are complex lengths, carrying the phase of the electric field, and the traditional radar-cross-section
(RCS) scattering matrix is given by
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where the components, o, ; , are areas representing the radar cross section when viewed with the i"

v,y

incident polarization and the ;" scattered polarization. When o = 221°, an incident signal of either pure

vertical or pure horizontal polarization will scatter equal amounts of both polarizations. However, when
o = 45°, the incident pure vertical or pure horizontal polarization will be transformed upon scattering into
pure horizontal or pure vertical polarization, respectively. The ratio of the cross-polarized to the co-
polarized RCS is plotted in Figure 7 as a function of the rotation angle, o . It is this behavior of the
dihedral that causes many man-made objects such as aircraft, trucks, and other vehicles to scatter

significant amounts of cross polarization when illuminated by radar.
/\

/\

Figure 6 Hllustration of electric-field unit-vector directions for normal-incidence first-order scattering from
a dihedral. The vertically polarized electric field is parallel to the vertex seam, while the
horizontally component is perpendicular to the seam.

co-pol. to cross-pol. ratiio (dB)

! ! !
5 10 15 20 25 30 35 40 45
dihedral rotation angle, « (deg)

Figure 7 Ratio of the cross-polarized to co-polarized RCS for the dihedral for 0 < o < 45° .

Use of an antenna shroud to reduce interaction with aircraft

When the antenna is mounted on a structure such as an aircraft, there are many nearby surfaces and edges
that can produce reflection and diffraction that directs energy toward the side lobes of the antenna’s
radiation pattern. This applies not just to the radiation pattern of the reflector, but also to radiation pattern
of the feed itself. Depending on how the reflector and feed are oriented, the spill-over from the feed will

-12 -



also illuminate the surfaces of various parts of the aircraft. In addition, as described above, these surfaces
and edges can cause rotation of the electric-field vector, changing the polarization.

Obviously, reflections from various surfaces on the aircraft can interfere with the intended response of the
difference pattern required for monopulse operation. Regardless of whether or not these reflections are
polarized in the primary or cross-polarization direction, they will compete with the desired signal
response of the monopulse pattern, potentially filling in the central null. The undesirable multi-path
interaction can be significantly reduced through the application of a shroud around the antenna, its feed,
and other structures near the antenna, as described in U.S. Patent 6661368 [14].

The purpose of the shroud is to simply block the radiation arriving at the antenna from directions other
than near the boresight. Figure 8 illustrates a dual-phase-center gimbaled reflector antenna mounted on a
model of a representative unmanned aircraft system. The antenna is mounted near the front of the
aircraft, with the shroud depicted in green. The wings, body, stabilizer, and propeller can all contribute
reflections that can enter the unshrouded antenna; depending, of course, on the direction the antenna is
pointed on its gimbal.

Figure 8 Hllustration of a dual-phase-center antenna mounted on a model of a representative unmanned
aircraft. The antenna is shown with and without the shroud (green) that is designed to minimize
the antenna interaction with reflections from the aircraft. (The red spots near the upper middle of
the parabolic reflectors represent the location of the feed horn, which is not shown.)

Although analysis with geometric optics ignores contributions due to diffraction from the edges of the
shroud, ray tracing is a very effective method of visualizing the benefit obtained from applying the
shroud. Figure 9 shows the ray paths resulting from excitation of the upper reflector of the pair, without
the presence of the shroud. The blue lines represent the paths of rays that reflect only once (from the
reflector), while the other colors represent ray paths that include multiple reflections. The direct rays
from the feed are not shown. Many of the multiple reflections occur near the antenna, reflecting from the
portions of the fuselage that are close to the antenna. However, even with the antenna in the orientation
indicated, there are some rays that enter the antenna after reflecting from the under-surface of the wing.
In this example, the location of the antenna near the front of the body, combined with pointing the
antenna to the side, limits the number of rays reflecting directly from the wings. That will not always be
case when the antenna is squinted away from broadside.

Figure 10 illustrates the result of ray-trace analysis after the shroud is attached to the antenna. The vast
majority of the multipath rays have been eliminated, and the ray tracing shows mostly the desired
collimated radiation from the antenna. It appears that the remaining rays reflecting from the body and the
wing are actually coming from the region just above the shroud, indicating that minor adjustments to the
shape in this area could be effective in eliminating the remaining multipath contributions. Although the
primary purpose of the shroud is to block energy reflecting from the surfaces of the aircraft, multiple
reflections can occur between the shroud structure and other surfaces, so treating it with microwave
absorber can improve its performance.

13-



Figure 9 Ray-trace illustration of the interaction of the unshrouded antenna (top reflector) with the
aircraft. The blue rays correspond to one reflection (from the antenna reflector or some other
structure), while the other colors represent multiple reflections.

Figure 10 Ray-trace illustration of the interaction of the shrouded antenna (top reflector) with the aircraft.
The meaning of the ray colors matches that of Figure 9. The effect of the shroud is to greatly
reduce the interaction with the aircraft body.

Diffraction will occur at the edge of the shroud, and does have the potential to adversely affect
performance. However, using appropriate microwave absorber on the surfaces of the shroud, including
the interior, can reduce the currents on those surfaces, and thus reduce the level of diffraction that occurs
at the edge discontinuities. Careful shaping of the shroud can also be useful in controlling reflections
directly from it and in controlling where the edge diffraction components go. Here, analysis using the
principals of the geometrical theory of diffraction [15] or uniform geometrical diffraction theory [16, 17],
through tracing the diffraction cones, can be useful. The shroud should also be designed with
consideration for the illumination taper in the antenna near-field region to minimize any impact on the
far-field radiation pattern.

—14-



Polarization filter

A polarization filter is designed to pass a specified polarization, as defined by the direction of the electric-
field vector, while rejecting the orthogonal polarization. Wide-bandwidth filters can be designed for
linear polarization by placing an appropriately spaced set of linear conductors (for example wires) parallel
to the electric-field vector to be rejected. By adjusting the spacing and size of the conductors, the amount
of rejection can be controlled. For the electric-field component orthogonal to the axis of the conductors
there will be efficient transmission, although with some small amount of insertion loss. Though typically
small, the insertion loss for the desired polarization will increase as the width of the conductor becomes a
larger fraction of the spacing between conductors. Two implementations of the polarization filter will be
examined:

1) the wire-grid filter, with copper wires suspended in air, and

2) the circuit-trace filter, with copper circuit traces on a thin substrate of Rogers RT/duroid”

5880.

Insight into the operation of the polarization filter can be obtained by considering the boundary conditions
on the electric field at the linear conductors and applying the equivalence principle of electromagnetics.
The boundary conditions require the tangential electric field to be near zero on the conductor (exactly
zero for a perfect electric conductor, PEC). This causes currents to flow on the conductor surface that
produce an electric field opposing the incident field. For the electric-field component parallel to the
linear conductor, this current is significant. However, for the component perpendicular to the linear
conductor, the current is quite small. According to the surface equivalence principle of electromagnetics
[18], the scattered field is that obtained by removing all of the conductors and replacing them with the
surface currents. The total field is obtained by adding the incident field to the scattered field. In the
forward direction, the scattered field tends to cancel the incident field component having the same
electric-field direction. Since the current induced by the component parallel to the conductor is much
larger than that induced by the perpendicular component, its effect is much more significant. The end
result is that the electric-field component parallel to the linear conductors is significantly attenuated upon
passing through the structure, while the perpendicular component is only slightly affected.

An analytic theory for the behavior of the polarization filter is not included here. Instead, simulations
have been performed over a fixed frequency band for a variety of dimensions defining the polarization
filters. The entire structure for each type of filter can be described with just two or three dimensions:
wire-grid filter = wire radius, », and center-to-center wire spacing, § .
circuit-trace filter = trace width, w, center-to-center trace spacing, 5, and dielectric thickness, ¢ .

To determine the effectiveness of the polarization rejection, the two filter types were modeled with the
transient (time-domain) solver in CST Microwave Studio™ [7]. The wire-grid filter model is illustrated in
Figure 11a, while the circuit-trace filter is illustrated in Figure 11b. The simulations are excited by a
plane wave incident upon a planar array of either PEC wires or PEC circuit traces that are oriented along
the x direction. The plane wave is incident along the z direction. The Cartesian coordinate system with

axes X, ¥, Z can be seen in Figure 11. Each planar grid is arranged in a cell with periodic boundary
conditions, intended to simulate an infinite array. The faces of the bounding box normal to x represent
one pair of periodic boundaries, and the faces normal to ¥ represent the other pair. The faces normal to

z are open boundaries, with the incident plane wave propagating in the +2 direction. The cross-
polarization rejection is defined by the ratio of the field strength of the x component of the electric field
after passing through the grid to that of the x component of incident plane wave. The co-polarization

insertion loss is defined similarly for the ¥ component of the electric field.

-15 -



(a) (b)
Figure 11 Wire-grid (left) and circuit-trace (right) models of the polarization filet, placed in the periodic
cell, as modeled in CST Microwave Studio®.

Because of the scale-invariance of Maxwell’s equations, the data from specific simulations can be
generalized by normalizing the defining dimensions by the wavelength, A . The computed data can thus
be applied accordingly to a wide range of frequencies. See Appendix II for more information about the
specific conditions that allow scale-invariance of Maxwell’s equations.

The polarization rejection of the wire-grid filter is determined by the wire radius, r, the wire spacing, 0,
and the wavelength of the signal, A. The generalized rational approximation to the polarization-rejection
values (in decibels) predicted by simulations in CST Microwave Studio is

28], ek, 1197, 208(, Wrisririr 800
5 3 10 13 22A )N )h)A 234

e T aa(_35(,_185 1\ r ) 426, 28 938)5]3
4 3 31A )N A T 15 200 JA ) A

The data from which this approximation was computed comprise 63 different combinations of wire radius
and spacing, spanning the non-normalized values 1.0 <36 <6.0 mm, and 0.03125<r <1.75 mm, over the
frequency band 15.2< f'<18.2 GHz. This data is plotted in Figure 12, along with the approximation (3)

3)

for several values of r from the range given above. Agreement is sufficient for design purposes.

The rational approximation for the transmission coefficient, in decibels, for the co-polarization
component is
200, _2391(, T8( . 4oyt P |1 9078
B 291 8 19 AJANIA 19 A
copel 1,754(. 883(. 269(. 255r\r\r\r 1,206(. 68(. 878)8)8
1- - 1-— 1 - |— |—+ 1+ 1+ ——|=|=
9 37 18 52 AN A A 41 25 68NN A

The values computed with CST Microwave Studio, along with the values obtained from (4), are plotted in
Figure 13. Note that the formulas for the transmission coefficients are logarithmic (decibel) values.

“)
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The nature of rational approximations is such that poles exist for some values of the parameters, which
are in general complex and may not necessarily be realized when the parameters are constrained to be real
valued, as is the case here. However, approaching the poles too closely can cause the approximation to
give unrealistic results. The parameters must be limited in range. The recommended space of r/A and

8/ for which (3) and (4) give valid and useful results is shown in Figure 14 and Figure 15, respectively.

polarization rejection (dB)

0.1 0.15 0.2 0.25 0.3 0.35
/A

Figure 12 Cross-polarization transmission data from CST simulations, with smooth curves from the rational
fit, (3), over the frequencies 15.2 GHz < f <18.2 GHz . The legend indicates the parameters of

the first 50 simulation data sets in order from left to right and top to bottom.
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Figure 13

Co-polarization transmission data from CST simulations, with smooth curves from the rational

fit,(4), over the frequencies 152 GHz < f <18.2 GHz . The legend indicates the parameters of

the first 50 simulation data sets in order from left to right and top to bottom.
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The region of validity for the rational approximation (3) and its estimate of the polarization
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Figure 15  The region of validity for the rational approximation (4) and its estimate of the co-polarization
transmission as a function of normalized wire radius width, r/} , and trace spacing, 8/ .

For the circuit-trace polarization filter, as with the wire-grid filter, the scale-invariance of Maxwell’s
equations is invoked to allow a limited set of simulations to be applied over a larger range of dimensions.
However, since the circuit-trace filter is built on a thin dielectric sheet, the scaled results from that
simulation are only valid when the dielectric properties of the sheet remain the same at the scaled
frequency. The two parameters involved in the rational approximation are the width of the trace, w, and
the spacing between the trace centers, 5. The thickness of the metal traces is assumed small, as is the
thickness of the dielectric, and both are neglected in the parameterized rational approximation of the
simulated data. In a strict sense, not scaling these two additional thicknesses violates the scale-invariance
of Maxwell’s equations, but since both values are intended to remain very small, the usefulness of the
approach is not compromised.

For 1/2 oz copper traces (thickness 17 pm) on Rogers RT/duroid”® 5880 (thickness 0.254 mm), the
following rational approximation to 49 sets of computed polarization-rejection data was obtained,

505(, 711(, 53(, 3lw)w\w 142(, 858)5
Seood | FRCCLY At B g il AP | R
6 1 150 372 a)a 190 13a)a

S8(, 1,343(, 40 w\w\w 2,151( 149(, 608)5)8
1= 1+ T = |l = =
11 7 1910 )n 17 500 19%)a )

The computed data and the fit from (5) are plotted in Figure 16. As already noted, for this parametric
rational approximation, both the thickness of the copper traces and the thickness of the dielectric material
are ignored since they are small. The recommended space of r/A and 8/A for which (5) gives valid and
useful results is shown in Figure 17.

)

cross-pol

The co-polarization transmission coefficient for the copper-trace polarization filter is estimated by

6, 317(, 966(, T1lw\w\w 9478
B B LN DALY PR i) M A
B 67 6 470 140 0 )n 224

ol g3 190 139w \w\w 147(. 39(. 508)8)8
-2 222w R 2P 2201919
20 7300 45 )a a5 140 330 )0 )

The computed data and fit are shown in Figure 18. The recommended space of r/A and /A where (6)

gives valid and useful results is shown in Figure 19. As before, the transmission coefficients are given in
decibels by (5) and (6).

(6)
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Cross-polarization rejection data from CST simulations over the frequency range
15.2 GHz < f <18.2 GHz for various values of trace width and spacing, as indicated in the

legend, with approximations from (5) plotted as dark red smooth lines.
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Figure 18  Co-polarization transmission data from CST simulations over the frequency range
15.2 GHz < f <18.2 GHz for various values of trace width and spacing, as indicated in the

legend, with associated approximations from (6) plotted as dark red smooth lines.
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Monopulse response of a dihedral

The monopulse response will be characterized by illuminating a target dihedral with the sum pattern and
examining the ratio of the received difference-channel signal to the received sum-channel signal. To
allow the examination of the monopulse response over the entire main-lobe region, the dihedral will be
placed at each angular position, and the response will be computed as a function of the spherical angles
0, ¢ shown in Figure 2. The corner seam where the dihedral plates join will be rotated by an angle a

from the vertical-polarization direction, as illustrated in Figure 6, to achieve different levels of cross-
polarization from the target. As described previously, the amount of rotation of the dihedral will control
the amount of cross-polarized signal that is received, with o = 0° producing no polarization rotation, and
o = 22.5° providing equal amounts of co- and cross-polarized scattering.

The complex scattering matrix (1) is used to compute the received signal. The radiation patterns will be
represented by complex partial-gain functions, / (O,(l)) and v(@,(l)) . These complex partial-gain functions

carry phase as well as amplitude information, and are related to the partial gains and total gain by
G, (8.0)=|n(6.0)
G, (6.0)=[v(0.0) )
G(6,0)=G, (6,0)+G, (6,6)

The voltage response at the receive antenna port from the dihedral is
vector effective antennalength electric-field vector at target

. —jkR h — jkR
I/rx = (l 2 ’ ) ZC }\‘ [hrx rx:l - Yh ! ’Yh’v " - (1 - ix i )m I/t\f
nO Z\E 2\/_R ’Yv h ’Yv,v vtx 2\/ER Z(' / (8)
electric-field vector at receiver antenna ’
. e 2
= [( lx tx hrth\ )COS 20’ + (hrxvl\ + vrxhrx )Sln Za]ydihedral Wﬁ (1 - ‘rtx ) VL\'

where R is the range from the radar to the target, Z_ is the characteristic impedance of the transmission
line feeding the antenna, n, is the impedance of free space, A is the signal wavelength, k =2n/L, T, .

are the reflection coefficients at the antenna ports, V,_ is the voltage at the transmit antenna port, and

ix
Y anearar 18 the total scattering length of the dihedral, defined so that the radar cross section of the dihedral
2

(area) is Gy, = ’Ydihedral

The unfiltered monopole response is the ratio
rx diff [(vdi/fvsum hdljf hsum )COS 2a‘ + (hdlf vsum + Vd[f/' hsum )Sln 20“:|

(9 d)) Vs s - [(vmmvmm hwmhwm)c0520c+(h V. +v. h )Sil’l20t:| ’

sum - sum sSum- “sum

which is complex-valued. Its magnitude gives information about how far the target is from the X, z

plane, which contains the boresight direction, and the sign of the argument of the complex value
determines in which direction the target is offset. Of course, since this is a single-channel monopulse
model, it only provides an angular offset from one plane. When the polarization filter is applied, the ratio
becomes

sum sum sum

Y, g [(T Vg Veum Ly — Thd,/fh T, )cosZoc+(T hd[/f Voly + T, vd,//h )sinZoc]

., (10)
J

0,0)=
s (8:4) Vi [ (TVouanTy =TTy 1008 200+ (T, BV, Ty + Ty Ty Jsin 20

sum = sum sum: “sum sum = sum sum: “sum

—-22 -



where the transmission coefficients for the two polarizations are 7, and 7}, , and the subscripts V and H
refer to the polarization directions corresponding to the complex partial-gain functions, V(G,d)) and

h(@,d)) , respectively. In the derivation of (10), the assumption is made that the same antenna is used for

transmitting and receiving, so that the filter improves the polarization purity of the transmitted signal as
well as rejects the cross-polarization component introduced upon scattering from the target.

The magnitude ‘s (9, ¢)‘ will be plotted with and without the polarization filter for various values of the

dihedral rotation angle, o, corresponding to various levels of cross-polarization scattering as shown in
Figure 7. Two polarization filters are applied:

) 7,=T,, ,,=-20dBand 7, =T, ,, =—0.15dB, and
2) T,=T,, ,n="30dBand 7, =7, ,, =—0.23 dB.

Figure 20 shows the magnitude of the monopulse response for the first filter, with o =0°, 5°,22.5°, and

35° from top to bottom. As the amount of cross-polarization in the received signal increases, the
unfiltered monopulse response deteriorates. However, the filtered response shows very little deterioration
as the cross-polarization increases, even to the point when the co-polarized and cross-polarized signals are
equal (a0 =22.5°). Deterioration is beginning to be noticeable, though, when o = 35° , which puts the co-
polarized signal nearly 9 dB below the cross-polarized signal, while the unfiltered response shows no
indication of the monopulse behavior at all.

If the second filter, with 10 dB better cross-polarization rejection, is applied instead, the monopulse
response with o = 35° is almost indistinguishable from the unfiltered response whena = 0°. The
response with the second filter is plotted in Figure 21 for o =35°,40°, 43°, and 44° from top to bottom.

This filter gives good performance to about o = 40°, at which point the cross-polarized response of the
dihedral is 15 dB greater than the co-polarized response. Performance deteriorates rapidly for

40° < o < 45°, though. With no co-polarized response ata = 45°, the monopulse response is completely
gone, even with the filter. For these angles and this example, there is no indication of monopulse
behavior in the unfiltered response.

As demonstrated by the computed monopulse responses in Figure 20 and Figure 21, the use of a

polarization filter dramatically improves the monopulse performance of a short-focal-length offset-fed
parabolic reflector.
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Figure 20  Monopulse response without polarization filter (left) and with 20 dB cross-polarization rejection
filter (right) for several values of the dihedral rotation angle, o.. Note that o > 22.5° means that
the cross-polarization scattering from the dihedral is stronger than the co-polarization scattering.
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filter (right) for o.=35°40°,43°, 44°, with significantly stronger cross-polarization scattering
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Conclusion

We have shown, through the use of computed antenna radiation patterns, that the difference pattern
obtained by using a short-focal-length offset-fed parabolic reflector contains significant cross-polarized
response in the region of the monopulse null, even producing a local peak where the co-polarized
response has a deep null. Using a physical-optics model for the dihedral corner reflector, we also
demonstrated that man-made objects containing flat surfaces (or large-radius-of-curvature surfaces)
joined along a seam can introduce significant amounts of cross-polarization into the scattered signal.
Thus, targets of interest can introduce cross-polarized signals that compete with the expected co-polarized
signal in a monopulse system. In addition, multipath scattering from nearby objects, such as surfaces on
the aircraft carrying the radar, can enter the system through antenna side lobes, as well as introduce cross-
polarized components, and therefor produce unwanted competing signals. Using geometric optics, we
illustrated how placing a shroud around the reflector antenna can significantly reduce the multipath
interaction with nearby surfaces.

With the dominant contribution to poor monopulse response being the relatively poor cross-polarization
response of the difference pattern of the antenna coupled with depolarization by the target, we suggest the
use of a polarization filter in front of the antenna. Two kinds of filters are suggested: a wire-grid filter
and a filter using circuit traces on a thin dielectric substrate. Using data from a full-wave
electromagnetic solver, rational approximations are obtained to allow the easy design of each of these
kinds of filters. Generalized formulas, parameterized in normalized filter dimensions, are given for the
filter transmission coefficients for both the rejected polarization and the desired polarization directions.

Finally, the fully-polarimetric monopulse response is computed for the example antenna with various
amounts of cross-polarization content from the target signal. As the cross-polarization content of the
signal scattered from the target increases, the monopulse response of the antenna without the polarization
filter deteriorates significantly, quickly becoming unusable. We show that application of the polarization
filter dramatically restores the monopulse response, even in conditions where there is no evidence of a
monopulse null in the unfiltered response.

Application of the ideas presented here will significantly improve the response of a monopulse system
that relies on a short-focal-length offset-fed parabolic reflector.
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Appendix | — Relationship between polarization vectors

The polarization of an electromagnetic field will refer to the direction of the propagating electric-field
vector. Solutions to Maxwell’s equations for the propagating electromagnetic field do not allow field
components along the direction of propagation, so the propagating field can be described with just two
orthogonal vectors, whicht are also mutually orthogonal to the direction of propagation. In the following,
several sets of two orthogonal vectors suitable for defining the polarization will be described.

The spherical coordinate system, with the standard spherical unit vectors, is illustrated in Figure I-1.
When referencing the spherical coordinate system, the angle 01is usually referred to as the polar angle, the
zenith angle, or the colatitude. The angle ¢is usually referred to as the azimuth or the longitude. In some
usage, the meaning of the two symbols is reversed, and ¢ is used to represent the colatitude and 6
represents the longitude, introducing some confusion. Additionally, in the context of an antenna-pattern
range, 0 is often referred to as the azimuth angle even though it is the polar angle measured from the 2
axis in Figure I-1, and ¢ is referred to as the roll angle. In what follows, 0 is used for the polar angle,

measured from z axis, and ¢ is used for the roll angle, measured in the X,y plane, as illustrated in Figure
I-1.

X y

Figure I-1 ~ Spherical coordinate system and the unit vectors.

The field point is located at ¥ = rr . The unit vectors F, 0, (i) are mutually orthogonal. In the source-free

far-field region, the electric field is transverse to the propagation direction (because it has no divergence).
If the source is located at the origin, then at position r the field’s propagation direction is r, so the

electric field vector can be described with linear (non-rotating) components along 6 and (i)

E=E®+E9.

The polarization of the electromagnetic field, at least within the disciplines of engineering
electromagnetics, radar, and antennas, is determined by the direction of the electric-field vector.
However, in the discipline of optics, polarization usually refers to the direction of the magnetic-field
intensity vector [1, 2]. (One is tempted to say that the subjects of optical and radio-wave propagation
differ by 90°.) Here, polarization will always refer to the direction of the electric-field vector.

It will prove convenient to describe the polarization characteristics with the antenna oriented so its bore-
sight direction is aligned with the zenith axis,z. On occasion, however, the antenna is measured or
described in a coordinate system where the bore-sight direction is not so aligned, as illustrated, for
example, in Figure I-2. Here the antenna’s radiation pattern and polarization vectors are measured in the
primed (red) coordinate system. The primed coordinate system can be rotated to become the unprimed
coordinate system through the application of a dyadic coordinate-rotation operator to all vectors. Since
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more than one rotation is involved, the path from the primed coordinate system to the unprimed system is
not unique. However, it will be desirable to make it so.

/e
65

Zh—1 &);

0’ >
y
7
L D
X

Figure I-2  Two coordinate systems, one aligned with the antenna bore-sight direction, the other not.

Given the right-handed Cartesian coordinate system defined by unit vectors X', ¥', Z' depicted in Figure I-

2, the spherical unit vectors are:
r'=X'sin0 cos ¢’ +y'sinO'sin¢’ + z'cos ',

0’ =x'cos0'cos¢d’ +y'cosO'sind’ —z'sin6’, and (I-1.1)
o' =—%'sing’ +§'cos¢.
Suppose a new right-handed Cartesian coordinate system is defined by unit vectors X, y,Z with z aligned
with the bore-sight direction of the antenna, so that
Z=1"(05,0, )= X'sin 6f cos ¢;, + §'sin 6] sin ¢f, + 2’ cos 6 . (I-1.2)

The usual spherical angles will be defined in the unprimed coordinate system, so these new spherical unit
vectors are

r=XsinOcosd+ysinOsind+zcos0,
6 =X cosOcosd+ ¥ cosBsind—2sin 6, and (I-1.3)
b =—Xsin¢+y cos .
The unit vectors X and ¥ have yet to be defined, and many choices are possible. However, uniqueness is
achieved by aligning the spherical unit vectors of the two coordinate systems in the bore-sight direction,

0=0', and (I-1.4)

d=¢' when 6=0,¢=0and 8 =0),¢' =¢;. (I-1.5)
Thus,

: o0 = 6’ o=, = X = X'cos 0 cosd; + ¥ cos 0 sind, —2'sin 0, and

i (1-1.6)

Do =9'log, =¥ = —X'sin ¢y, + ¥’ cos .

0=0 =t

Any point a is represented with projections along the primed unit vectors,

a=xXa, +y'a,+7a_, (I-1.7)
and with projections along the unprimed unit vectors,

a=Xa, +ya,+za,. (I-1.8)
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The projections can also be described by the traditional spherical angles in each of the two coordinate
systems, SO

a= a(ﬁ’sin 0! cos¢,, +y'sin0) sind,, +2'cos 6;) , (I1-1.9)
and
a=a(Xsin0,cos¢, +ysinb,sin¢, +ZcosO, ). (I-1.10)

Starting with the identity dyadic,

I=3%%+9y+22,
a dyadic coordinate-rotation operator is defined by replacing the vectors on the right with the same
vectors represented in the primed coordinate system as follows,

X (X' cos B cos dy +§'cos Of sin g —2'sin 6 ) +
(—f&'sin¢6+§f’cos¢{))+ . (I-1.11)

ALAY s 2 ’ Ap e 1o 12 Y !
Z(X'sin 0} cos ¢y, + y'sin O sin ¢y + 2’ cos 0} )

ﬁﬁryrir _

Xyz

>

Since Riyyzz is a unit dyadic, it does not rotate a vector, but merely transforms the representation from
projections along unit vectors from one coordinate system to projections in the other. Specifically,

forming the dot product with lsliyyzz and any vector on the right represented with projections against

X',y',Z’ returns that same vector, but represented by projections againstX,y,Z. For vectors represented by

projections againstX,y,Z, the dot product with the vector on the left gives the other representation, or the

vector could be placed on the right of the transposed dyadic l:(:yyzz ,
X' (X cos 0f cosdy — ¥ sin g, + Zsin Of cos dy ) +
RIZ, =| §'(Xcos 6} sin ¢} +§ cos ), + 2 sin 0} sin ¢} ) + |. (I-1.12)

Ky

2'(—Xsin @) +Zcos6y)

Using the subscript XyZ or X'y'Z' to represent the coordinate axes against which the projections are

taken, then the subscripted symbol a can be used to indicate a representation of the vector in either
coordinate system, and we have

_ _ = ﬁ/yli/ = o= ) = iyi _ _ = !A(yi = = ) = i’y’i' g

A5, = Ry 8395 =859, Riw, and Aggy = Ri’y’i’ 85, =85; RS, (I-1.13)
so that

_ _ = iryrir = _ = i/yrir . = 5(5’2 =

A5 =Ry B4y =Ry (fo'y'i' axyz) ; (I-1.14)
implying

:ﬁ')?'i' :iyi _ mn A A

Ry Rypy =xX+yy+2z, (I-1.15)

which is easily verified by direct computation with (I-1.11) and (I-1.12).

Applying the coordinate-rotation operator to the representations of a vector described by the angles 0, ¢’
and 6, ¢ in the two coordinate systems, it can readily be determined that the angles are related by

sin @cos ¢ =sin 8’ cos B cos (¢’ — ¢y ) — cos 6’ sin 6
sinOsinq):sine'sin(d)'—d){)) (I-1.16)
cos 0 =sin0'sin 0 cos (¢’ — ¢y ) + cos 6 cos O

and
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sin0'cos ¢’ =sin O cos B, cos hpcos ¢, —sin Osin hsin g, + cosBsin O cos ¢y,
sin@'sin ¢’ = sin 6 cos B}, cos ¢sin ¢;, + sin Osin ¢ cos §; + cos Osin O sin ¢, (I-1.17)
cos0' = cosOcos O —sin Osin O cos

Equations (I-1.16) lead to expressions for the spherical angles in the unprimed coordinate system,

0 =cos™ (sin 6'sin 6f cos (¢’ — ;) + cos O cos 9{)) , (I-1.18)
and
» e/ 2 I_ !
b= tan~| — sin0'sin (¢~ ¢ __ |, (1-1.19)
sin 0’ cos 6f cos (' — ¢fy ) — cos 0'sin O

while equations (I-1.17) provide expressions for the angles in the primed coordinate system,
6" =cos ™' (cosOcos B —sinOsin O cos ), (I-1.20)
and

¥ = tan™! [ sin 0(cos 0}, cos hsin ¢;, + sin hpcos ;) + cos Hsin O sin ¢ J . 1-1.21)

sin 0(cos 6} cos ¢ cos ¢y —sin hsin ¢}, ) + cos Osin Of cos ¢,

The visualization of the various vectors in the two coordinate systems is aided by Figure I-3, where the
unprimed coordinate system (black) has been rotated with respect to the primed system (red) according to

the description above. In this illustration, 8; =30°, and ¢y, =45°.

The unit vectors in the radial direction are the same in both coordinate systems, so ¥ =r'. Note that the
unit vector in the direction of increasing®, 0, lies in the plane defined by r and z. However, the
corresponding vector in the primed system, 0’ lies in the plane defined by  and z'. The remaining unit

vectors, (i) and ({)' , are normal to these planes, respectively. The important point is that, while 0=0 and

dA) = (13’ when r=¢'=2, 060" and (i) # d;’ in general. Since these unit vectors correspond to the direction
of the electric-field components E, and E,, the polarization components will match in the bore-sight

direction, but they will be different in the two representations as the field point moves away from the
bore-sight direction. The difference between the two representations increases as the distance from the
bore-sight increases.

Figure I-3 Illustration of the various vectors in two Cartesian coordinate systems rotated with respect to each
other.
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The unit vectors (8’, ¢’ and 6, ¢ ) that describe the polarization of the electric field all lie in the same
plane, since they are perpendicular to the same radial vector. The relationship between these vectors is
best described with a single rotation angle. Let the angle between 0 and 6" be «, so that

6=0"coso+¢'sina, and ¢ =—0'sino + ' cosa . (I1-1.22)
The angle o is obtained in all quadrants by
a=tan| 9 , (1-1.23)
0.0
or
0. sin (& —
o =tan"' - - 2 sm(d) d)o) . (I-1.24)
cos 0, sin 0’ —sin0; cos 0’ cos (¢’ — ¢, )

The mapping of the spherical angles in the primed coordinate system given by (I-1.18) and (I-1.19) is
illustrated in Figure I-4 for 6; =30°, and ¢y, =45°. The contours plotted in Figure I-4 show the entire
spherical region and allow values to be read with some ease. These plots clearly illustrate the non-linear
nature of the mapping, and with some thought, the location of the poles in the new, unprimed coordinate
system can be recognized. However, when the same data are plotted on the surface of a sphere, as in
Figure I-5, it becomes clear that this mapping is precisely what intuition expects. In these plots, it is

assumed that 0 <¢, ¢’ <360°
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Figure I-4  Mapping of the spherical angles, 0" and ¢', in the primed coordinate system to the corresponding
angles in the unprimed coordinate system, with 0 on the left, and ¢ on the right.

The rotation angle, o, between the polarization unit vectors, given by (I-1.24), behaves similarly to ¢,
but not identically. Figure [-6 shows o as a function of the position in the primed coordinate system
when 0 =30°, and ¢; =45°. When the coordinate system must be moved to correspond to the bore-
sight direction of the antenna, it is important that the polarization basis vectors be rotated as required,
according to (I-1.22) and (I-1.24). While the rotation is obviously necessary for the linear basis (é,(i))

described here, it is also necessary when the field is represented by circularly polarized unit vectors.
However, in this case, rotation affects the phase .
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Figure I-5  Illustration of the mapping onto the surface of a sphere of the spherical angles, 0" and §’, in the
primed coordinate system to the corresponding angles in the unprimed coordinate system. The
primed coodinate system is designated with the red axes, and the unprimed coordinate system has
black axes. © is mapped on the left sphere, and ¢ is on the right. Lines of constant lattitude and
longitude are plotted for both coordinate systems.
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Figure I-6  Illustration of the behavior of the angle between the spherical unit vectors, Oand & (or (i)and $' )
in the two coordinate systems as a function of primed coordinates, 8" and ¢'.

The components, £, and E, , are often the most convenient linearly polarized components for use in

analysis and computation, since they represent electric-field components along the unit vectors in the
spherical coordinate system. However, other linear polarizations are also commonly used, as well as
rotating components. Particularly useful linear polarization basis sets, defined by A. Ludwig, will be
described next.

The linear polarizations defined by A. Ludwig
In an effort to define linear polarization components that could be useful for describing the principal- and
cross-polarization radiation patterns of an antenna, Arthur Ludwig proposed three definitions for

—34-



orthogonal pairs of linear polarization components [17]. Figure I-1 and Figure I-7 illustrate a standard
coordinate system used to describe radiation patterns from an antenna. In Figure I-7, the coordinate
system is viewed from the perspective of a planar near-field range, where the z axis points toward, and is

normal to, the scan plane, which is parallel to the X,y axis and located at z = z,. The antenna is located
at the origin, typically, but not necessarily, with its main radiation lobe pointed along the z axis.

Figure I-7  Illustration of the reference coordinate system, showing the standard spherical angles and unit
vectors at position ¥ . The vectors Vv, h are the Ludwig-polarization unit vectors (all definitions)
at position 0=0,0=0.

The electric field vectors at a point ¥ can be described with components along the spherical unit vectors
£,6and 43 , given in terms of the Cartesian unit vectors as
r=XsinOcos¢+ ysinOsin+zcosO
6 ==X cosOcosd+ycosOsinh—2sin0. (I1-2.1)
b=—Xsind+ycosd
In the source-free region, the propagating field will have no divergence and thus no component along r .
A plane of incidence is defined by z and r. Since zZxr = &)sin 0, it is clear that (i) is normal to this plane

of incidence. Since 0 is normal to both d) and r, it must lie in the plane of incidence.

The three definitions proposed by Ludwig define pairs of linear polarizations, which will be designated
here as v,h. Where appropriate, a subscript will be used to indicate which of Ludwig’s definitions is
being represented. These polarization unit vectors are illustrated in Figure I-7 at position 6=0,¢=0,

where the corresponding components from all three definitions are the same. Below, the definitions will
be given in terms of the spherical unit vectors and the Cartesian unit vectors.

Definition 1
Ludwig’s first definition is [17]
¥, =FsinOsin¢+OcosOsinp+ deos = §
z +Bc0s0sing + heose =y o
h, =rsinBcosd +OcosOcosdp—dpsind =X
Note that these unit vectors cannot completely describe the electric-field vector propagating in any
direction other than 6 =0, since the propagating electric field must be perpendicular to the direction of
propagation. When 6 # 0, this would require a component along z for at least one of the components.
The fact that this polarization basis is incomplete would seem to limit the usefulness of definition 1.
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However, given the fact that the electric field has no divergence in the source-free region, the complete
polarization can be derived from the Ludwig-1 components. Thus,

V-E=0=V-(RE +JE, +2E. )e
=kE +kE +kE,

(1-2.3)

SO

kE +kE,
E e 22y (I-2.4)

2 2,2 g2
Je -k -k
where k =kt and k=2nf/c where fis the frequency in Hz and c is the speed of light, 299,792,458 m/s
in the vacuum.

Definition 2
Ludwig’s second definition is [17]

. OcosOsind+hcosd —&sin’ E)sinq)cosci)wtjf(l—sin2 Osin’ d))—isin@cos@sin(l)
V2 = =

) 1- sinA2 Osin” ¢ 1—sin® @sin’ ¢ (1-2.5)
- Ocosd—¢cosOsing XcosO—ZsinOcos
5 = =
1 —sin’ Bsin” ¢ 1—sin” Osin” ¢
and the spherical unit vectors can be obtained as
6 - ¥, cosOsin ¢+ h, cos ¢
1—-sin®Osin” ¢
. . (I-2.6)
b= Vv, cosd—h, cosOsin ¢
J1-sin?Osin? ¢
The Ludwig-2 polarization can also be written
S é ) i ~
Yz Asmq (IICOSC’ 1-2.7)
h, =6cos{ —¢sing
where
£ =tan” [Mj . (1-2.8)
cosd

This polarization definition essentially uses the spherical unit vectors in a new coordinate system defined
by X' =%, y'=2, andZ'=—§ . In the new coordinate system, v, =’ and h, =¢'. However, as
expressed in the coordinate system in Figure I-1, these vectors have problems at the points 6 =7/2,
d=m/2,3n/2 , where

02(e=§+y,¢=g+6j=ez[e=§+y,¢=%"+6j

5 . ., 5 . . (I-2.9)
_¢.cos ycosdsind . sin” ycos” d+sin 6+2 cosysinycosd
\/1 —cos” ycos” & \/1 —cos” ycos® & \/1 —cos” ycos” &
and
ﬁ2[ezﬁ+y,¢=ﬁ+5j:_g sin‘y 43— S08Ysind (1-2.10)
2 2 \/1 —cos” ycos® & \/1 —cos” ycos® &
while
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ﬁ2(9:5+y,¢=3—“+5j=—& Sy _ . SoBysIO (1-2.11)
2 N \/1 —cos”ycos” & \/1 —cos” ycos” &

The vectors are different, depending on the path taken to arrive at the point, for example

. [ T T x
éﬁ(vz(9=5,¢:5+8n=xsgn(8), (I1-2.12)
while

T T

limv,| 0=—+y,0=—|=Z. 1-2.13

- 2( 5 Y, 0 2) ( )
Similarly,

. e i T %

g‘é(hz (9:5,¢=5+8D=—25gn(8), (I-2.14)
while

~ T T 5
limh,| 0=—+vy,6=— |=—X. 1-2.15
i 2( 5 .0 2) ( )

Since the limits depend on the direction of approach, the vectors do not exist at 6 =m/2 and
d=m/2,3m/2.
Definition 3
Ludwig’s third definition is [17]
Vv, = sin+dcosd = —X(1—cos0)sinpcos + §'(1 —sin® ¢(1-cos 9)) —7sinBsin ¢
5 a 5 5 (I-2.16)
h, =0cos¢—dsind= f;(l —cos” ¢(1- cos@)) —¥(1-cosB)sinpcosd—zsinOcos
and
6 =v,sind+h,cosd
¢ =V, cosp—h, sin(b‘
To measure this polarization with a roll-over-azimuth positioner, where the roll angle is equivalent to the
spherical coordinate ¢ and the azimuth angle is equivalent to spherical coordinate 6, the dual-linear probe

(1-2.17)

antenna would necessarily rotate in synchrony with the antenna being tested.

Other similar polarization representations
It is interesting to see that the relation between the pair \72,112 and the pair é,(f) is identical to the inverse

relation between the pair é,(i) and the pair \72,132 . Similarly, the transformation from the pair 03,133 to the
pair é,(i) is the same as the inverse transformation. This property, known as involution, is exhibited by

some other pairs of unit vectors relative to the pair é,(i) . These other pairs are described by a single
parameter, a, as follows

“ (1-2.18)
and

e (1-2.19)
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where the + is correlated between both vectors.

The definitions proposed by Ludwig focus on two linear components, v and h . These represent the
vertical and horizontal components respectively, defined in the frame of reference for the antenna pattern
measurement. The typical frame of reference is the coordinate system and unit-vector definitions shown
in Figure I-7.

Rotated Ludwig-3 unit vectors

Suppose it is desired to use a new linear reference, \‘ry and hy , which have been rotated with respect to

the Vand h of Figure I-7 by an angle y. The rotation angle y is defined so that a positive rotation moves

h toward v, as depicted in Figure [-7. This is a right-handed rotation with respect to the z axis. For
example, the equivalent of the Ludwig-3 for this new polarization is

V., =0sin(d—7y)+dcos(dp—y
R (6=7) - ( ). (1-2.20)
h,, =6cos(—y)—¢sin(¢-7y)
Since (I-2.20) is simply (I-2.19) with a =sin ((1) - y) , the rotated Ludwig-3 vectors possess the involution
property with respect to the spherical unit vectors é,(i) . Evaluating the dot products V. ;- v, and lﬂlvv3 -ﬁ3

show that the angle between the rotated vectors and the nonrotated vectors is exactly the same, and equal
to y, everywhere over the sphere.

Roy-Shafai unit vectors
A “generalization” of the Ludwig-3 has been proposed by Roy and Shafai [18, 19], which is claimed to
match the co-polarized and cross-polarized responses of the antenna better,

Vs :ésin(§)+$cos(§)
hs =0 cos(&)—sin(&) ’

4 cos(d)’—q)) ]
g=tan (—cosesin((b' —d))] , (I-2.22)

with the observation direction given by 0,¢, and ¢’ describing the direction of the ideal linearly polarized

(1-2.21)

where

field: ¢’ =0 corresponds to the electric field along the % axis, and ¢’ =7/2 corresponds to the electric
field along the ¥ axis. This generalization is another of the class of involutory polarizations with respect
to the spherical unit vectors é,dA) . Onthe line 6 =0, if ¢'=y+7/2, then &=¢ -7y, and the Roy-Shafai
unit vectors are the same as the rotated Ludwig-3 unit vectors. Furthermore, when ¢ = in/ 2, the Roy-
Shafai unit vectors are parallel to the spherical unit vectors, o', (i)' , in a new coordinate system where

X=%,9=%,and &' =%.

Comparison of linear polarization directions
As an aid to visualize the various sets of polarization basis vectors, they will be displayed on the surface
of a sphere. The polarization unit-vector directions for the spherical, Ludwig 2, and Ludwig 3 unit-vector

sets are plotted in Figure I-8. Similarly, the polarization directions for the pairs (\73,133 ), (wa,ﬁw) , and

(ff Rs,ﬁ RS) are plotted in Figure I-9. The pair(fg,fg) serves as a reference between the sets of plots,

since it is repeated in each set.

- 38 -



Additional views of sets (é,(i)) , (02,132 ) ,and (93,133) polarization unit vectors are illustrated in Figure I-

10 and Figure I-11. In each row of Figure I-10, beginning with the top row, the observer is positioned on
the positive % axis, the positive ¥ axis, and the positive z , looking back toward the origin. In each row

of Figure I-11, the observer is standing on the appropriate negative axis, looking toward the origin.
Similarly, Figure I-12 and Figure I-13 present the same view, but for the polarization unit-vector pairs

(9385 ), (9,5-h,5)  and (V5B ).

It is clear that the spherical unit vectors rotate about the z axis as the angle ¢ varies, while the Ludwig
unit vectors have nearly fixed directions near the poles associated with the z axis. The ambiguity
associated with the Ludwig-2 unit vectors at the points 0 =7/2, ¢=m/2, 31/2 makes Ludwig’s second

definition problematic for describing antennas with significant radiation in those directions. The
argument can be made that a similar problem occurs at points 6 =0, 1 when the spherical unit vectors,

0 and &) , are used to represent the field. Indeed, this was the motivation behind Ludwig’s definitions.

The Ludwig-2 polarization can be useful for describing antennas that radiate primarily in the vicinity of
the z axis.

The Ludwig-3 polarization is well behaved in the z > 0 hemisphere, but not in the lower hemisphere.
Thus, the usefulness of this polarization will be greatest for linearly polarized antennas that radiate mostly
into the z >0 hemisphere, and it is superior to the Ludwig-2 polarization when the antenna has

significant radiation near the poles associated with the y axis. It can be observed that the Ludwig-2 unit

vectors are parallel to spherical unit vectors (é’, &)’) defined in a coordinate system with the z’ axis

aligned with the ¥ axis. Similarly, the Roy-Shafai unit vectors are parallel to spherical unit vectors

defined in a coordinate system where the z' axis is aligned with the x axis. The Roy-Shafai unit vectors
are much better behaved near the —z than those of Ludwig-3, so they are useful when little radiation
occurs near the +x directions, but there is significant radiation in both the z and —z directions.

The Ludwig and Roy-Shafai polarization pairs are primarily useful only for describing linearly polarized
antennas. The value of these polarization pairs is that by aligning the principal linear polarization of the
antenna with one of the polarizations in a pair, two informative radiation patterns can be generated:
1) a pattern representing the best performance of the antenna in a link where the other antenna is
an ideal linearly polarized antenna that is rotated as needed to match the principal polarization
component of the first, and
2) a pattern representing the worst-case performance when the second antenna is rotated so its
principal linear polarization is orthogonal to that of the first.
These two patterns can be designated the principal-polarization (or co-polarization) pattern and the cross-
polarization pattern. The Ludwig polarization definitions can be quite useful for showing where the
radiation from a linearly polarized antenna goes, but they can be cumbersome when calculating the link
between a pair of antennas with arbitrary but known orientations. When the location and orientation of
both antennas in a link are known, the representation using the components along the spherical unit

vectors 0 and (i) may be the superior choice for many calculations.
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spherical unit vectors Ludwig-2 unit vectors Ludwig-3 unit vectors

Figure I-8  Unit vectors plotted on the surface of the sphere for standard spherical coordinate system (left), the
Ludwig-2 polarizations (center), and the Ludwig-3 polarizations (vight). The red arrows correspond

to §,V,,or v,, while the blue arrows correspond to 0,h,,or h,.

Ludwig-3 unit vectors Ludwig-3 unit vectors rotated 45° Roy-Shafai unit vectors

Figure I-9  Unit vectors plotted on the surface of the sphere for the Ludwig-3 polarizations, the Ludwig-3
polarizations after rotating 45° (center), and the Roy-Shafai polarizations (vight). The red arrows

correspond to V5, V., 3> OF Vo, while the blue arrows correspond to hy, h, 5, or hg.

7.3
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spherical unit vectors Ludwig-2 unit vectors Ludwig-3 unit vectors

z z z
y .y .y
z z
X. X.
y .y .y
X X

Ludwig-3 unit vectors

>

>

X

spherical unit vectors Ludwig-2 unit vectors

Figure I-10  Unit vectors plotted on the surface of the sphere for standard spherical coordinate system (left),
the Ludwig-2 polarizations (center), and the Ludwig-3 polarizations (right). The red arrows

correspond to §, V,, or V,, while the blue arrows correspond to ©,h,, or h,, as appropriate.

The views are from a point on the X axis (top), Y axis (middle), and 7 axis (bottom).
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spherical unit vectors Ludwig-2 unit vectors Ludwig-3 unit vectors

z z z
—X
y y
z z
x .x .x
X X
y .y .y

Ludwig-3 unit vectors

Ludwig-2 unit vectors

spherical unit vectors

Figure I-11 Unit vectors plotted on the surface of the sphere for standard spherical coordinate system (left),
the Ludwig-2 polarizations (center), and the Ludwig-3 polarizations (right). The red arrows

correspond to §, V,, or v, , while the blue arrows correspond to ©,h,, or h,, as appropriate.

The views are from a point on the —X axis (top), —Y axis (middle), and —17 axis (bottom).
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Ludwig-3 unit vectors Ludwig-3 unit vectors rotated 45° Roy-Shafai unit vectors

z z z
X

¥ ¥ Y

z z z

y x. x. x.
z

y y y

X X X

Ludwig-3 unit vectors Ludwig-3 unit vectors rotated 45° Roy-Shafai unit vectors

Figure I-12  Unit vectors plotted on the surface of the sphere for standard spherical coordinate system (left),
the Ludwig-2 polarizations (center), and the Ludwig-3 polarizations (right). The red arrows

correspond to V5, V., or ¥ o, while the blue arrows correspond to hy, h. , or h,g, as

appropriate. The views are from a point on the X axis (top), ¥ axis (middle), and 7 axis (bottom).
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Ludwig-3 unit vectors Ludwig-3 unit vectors rotated 45° Roy-Shafai unit vectors

z z z
y. y. y.

z z z
.x .x .x

X X X
.Y .Y .Y

Roy-Shafai unit vectors

Ludwig-3 unit vectors Ludwig-3 unit vectors rotated 45°

Figure I-13  Unit vectors plotted on the surface of the sphere for standard spherical coordinate system (left),
the Ludwig-2 polarizations (center), and the Ludwig-3 polarizations (rzght) The red arrows

correspond to V, V 13> O Vs, while the blue arrows correspond to h h ,or h
appropriate. The views are from a point on the —X axis (top), —Y axis (middle), and —7 axis

(bottom,).
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Elliptical polarization

The polarization of the electromagnetic field, in the most general sense, is elliptical. That is, the electric-
field vector rotates around the direction of propagation, and its tip traces an ellipse over the course of one
cycle of the time-harmonic field. The ellipse can degenerate into a line, in which case the polarization is
linear. Similarly, the ellipse can become a circle, in which case the polarization is called circular.

Because the general case is a rotating electric-field vector, it becomes necessary to define the direction of
rotation. According to the /EEFE [3, 4, 5], a right-handed field rotates clockwise when viewed looking the
direction of propagation. When the thumb of the right hand is pointed in the direction of propagation, the
fingers curl in the direction of the rotation of a right-handed field. A left-handed field rotates in the
opposite direction. Although this is the definition that will be applied here, it should be recognized that
this definition is not universal. For example, Stratton defines right-hand polarization with the electric-
field vector rotating clockwise when the observer is looking toward the source (opposite the direction of
propagation) [6] (see page 280); the same definition is used by Born and Wolf [1] (see page 29). The
standard definition of the /EEFE is in common usage in the antenna community, and is used in most
standard texts on antennas, engineering electromagnetics, and radio-wave propagation. For example
Harrington [7] , Weeks [8], Collin and Zucker [9], Kraus [10, 11], Elliot [12] , Stutzman and Thiele [13],
Balanis [14, 15], and Ishimaru [16] all adhere to this convention. Most of the time in an engineering
context, the /EEFE definition is used, while in physics and optics, the opposite definition is most often
used.

Circular polarization
Instead of using linear basis vectors to describe the field, it can be described with right-hand and left-hand
rotating unit vectors,

E = Epycepuc + Erpcernc » (I-3.1)
called right-hand circular (RHC) and left-hand circular (LHC) polarizations. For a phasor representation
of the field, the coefficients Ey, E,, Egyc, Epyc are, in general, complex. The angle of each complex

coefficient is called the phase of that component.

To reiterate, the /EEFE standard designates right-hand polarization as the electric field rotating in a right-
hand sense with respect to the direction of propagation [3]. Left-hand polarization is that which rotates in
the opposite direction, in the left-hand sense with respect to the direction of propagation. Assuming time

dependence of e’ for the phasor fields, the right-hand circular unit vector is written

A 1 (A 2

€reic —ﬁ(e—ﬂb)- (I1-3.2)
The left-hand circular unit vector, which is orthogonal to (I-3.2) is

4 | P

€ e = 3(9 + J<I>) : (1-3.3)
The linear unit vectors can also be expressed in terms of the circular unit vectors

~ 1 . 5

0=—=(€p - +€ , (I1-3.4)

\/5( RHC LHC)

and

~ 1 ~

b= —2(eRHC —€ruc ) . (I-3.5)
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Details of elliptical polarization

The most general polarimetric description of a particular wave is elliptical polarization, where the
electric-field vector both rotates and changes length as it propagates, tracing an ellipse, as illustrated in
Figure I-14. The simplest description of the ellipse is in the G, v, r coordinate system where r is the

direction of propagation andu, v are aligned with the semi-major and semi-minor axes of the ellipse. To
illustrate the elliptical nature of the motion of the electric-field vector, the field can be written as the time
function

E(1)=0E, cost+ VE,sint (1-3.6)
where t = ot — kR is the parametric angle, evaluated at a distance R from the reference point. The unit
vectors can be written as combinations of the spherical unit vectors as

ﬁ=écosw+$sin\u, (1-3.7)
and
¥ =—-0siny +dcosy . (1-3.8)
The tilt angle y is limited to the range
s T
_Tey<s, 1-3.9
et or (I-3.9)

Figure I-14 General polarization ellipse, representing the most general description of a monochromatic,
polarized electromagnetic wave.

The semi-major and semi-minor radii of the ellipse are £,and £, , respectively which are defined here so

that £, >0, E, 20, and E, > E, . The polarization ellipse can be characterized by the axial ratio, defined

by the /IEEE to be the semi-major radius divided by the semi-minor radius,

E
AR=+=2 (1-3.10)
E

b
where the positive sign is used for right-handed rotation, and the negative sign is used for left-handed
rotation [3, 5]. However, others define the sign of the axial ratio to be positive for left-hand rotation [14,
16]. Still others define the axial ratio as the semi-minor radius divided by the semi-major radius [20],
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which has merit since the denominator will never be zero. However, using the /EEFE definition, and since
E, > E, , the axial ratio falls in the range 1< |AR‘ <.

The field can be assigned a field strength, £, and an ellipticity angle, y , such that

E, =E,cosy,and E, = E,siny , (I-3.11)
S0
E
tany =+—%, 1-3.12
x E ( )
and
AR = . . (I-3.13)
tany

Since E, <E_, the angle y is restricted to
—n/4<y<m/4. (1-3.14)

The polarization ellipse can also be characterized by its eccentricity,
2
E
£= 1—%=\/1—tan2x<l,or E—”I\/l—sz, (I-3.15)
which leads to

2E,E, 21-¢?

(Ej—Ej):i - (1-3.16)

tan(2y)=1+

Note that it is still assumed that £, < E,. However, by adding +7/2 to v , the semi-major and semi-
minor axes can be interchanged in Figure [-14.

The field can also be described with basis vectors corresponding to the unit vectors 0, (i) of the spherical

coordinate system, illustrated in Figure I-14, where the propagation direction f is out of the page. In this
case, the field is

I—E(Z):éE6 cos(t+89)+ti)E¢ sin(t+8¢) (I-3.17)
where 9, and 3, are the phase offsets necessary to ensure (I-3.17) describes the same field as described
by (I-3.6). Of course phase is relative, so with the substitution T =T — 93y, the same elliptical polarization
could be described using only the phase difference, =35, — 9, , although the tip of the electric field vector

would not be at the same point on the ellipse at the same value of ©. Equating (I-3.6) and (I-3.17) leads
to

E, =\/E5 cos2w+E§ sin®y | (I-3.18)

E¢=\/E§ sin®y + E; cos” v, (I-3.19)

tan §, :%tanw:@tan\u, (1-3.20)
and '

tan8, = ¢ tany = —n¥__ (1-3.21)

E, 1—g?
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As noted above, the same elliptical polarization (with slightly different phase) can be written
E(¢) =0E, cosr’+<i>E¢ sin(t'+9), (I-3.22)

where the ' indicates that the time/rotation variable is different to account for the phase difference (¢’ #1),

and

(£:-E}) ;

e
A in(2y) = ————sin(2vy).
2EE, (2v) 24/1-¢2 (2v)

Since the phasor representation is often used for monochromatic fields, it is useful to write unit vectors
representing orthogonal elliptical polarizations in the form of phasors. The phasor representation of
(I-3.22) is

E'(t)=(8E, - jdE,e” e

tano = (1-323)

. 1-3.24)
2 2 1 2 D . D oy 2 2 0 it (
=\|E|" +|E,| ﬁ(e 1—¢”sin” y — joy1—&” cos™ ye’ )e’
Complex unit vectors for elliptical polarization are defined

. 1 A 7 2 A 2 2

e (&)= (9\/1—8 sin”® y —j(l)\/l—S cos” ye’ ), (I-3.25)

“ V2-¢

and

. 1 A 5 5 A 2 -2

€. (8,v)= - (9\/1—8 cos” +]¢\/1—8 sin” ye ), (1-3.26)

2—¢
where
2 * 2
5ty £ S2Y) | (1-3.27)
24/1-¢?
with
2 .
g°sin(2 J1—¢?
sind = ( W) and cosd = Wl-e ; (1-3.28)
\/84 sin’ (2\|I)+4(1—82) \/84 sin’ (2\|I)+4(1—82)

The elliptical unit vectors can also be expressed in another form

- -— (s,w)z(écos(;—j(f)sin(;eﬁ), (1-3.29)
and

L — (s,w):(ésinq+j&)cosqej5), (1-3.30)
where

H—2% a0e>

Q(s,\y):tan*1 Lok N ’ (I-3.31)
J1—¢’siny

The value of  is related to the maximum amplitude in each of the pure 0 and &) polarizations. Ifthe

eccentricity is known, then the tilt is obtained from

W =cos™" (é\/cos%—(l—sz)sin2 Qj. (1-3.32)

When ¢ =0, the tilt angle y is irrelevant, so that the elliptical polarizations become circular,
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€ xuip (O’\V) =€pyc (I-3.33)
and
éuw(QW):éuw- (I-3.34)

Also, the linear polarizations are obtained whene — 1. However, care must be taken when evaluating
(I-3.27) in the limit, to ensure that ¢ is approached from the correct side. Recalling the range fory as

given by (I-3.9), and approaching the limit from ¢ < 1, the limits are evaluated to yield

linll[éRHE (s,w)]:écosw+$sin\|/, (1-3.35)
and

linll[éLHE (s,w)]zésinwﬂi)cosw. (1-3.36)
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Appendix Il — Scale-invariant solutions of Maxwell’s equations

The application of dimensional and frequency scaling is well known in the field of electromagnetics.
Nevertheless, it is useful to re-examine and understand the behavior of solutions to Maxwell’s equations
when spatial dimensions are scaled. Since Maxwell’s equations are not scale-invariant in the most
general sense, the conditions for which scale-invariant solutions exist will be examined below.

The vector fields will be described by the time-harmonic phasor representation with time dependence
given by ¢’ . The radian frequency is w=2nf, f is the temporal frequency (measured in hertz), and ¢ is

time (measured in seconds). The time-harmonic electromagnetic field will satisfy the phasor form of
Maxwell’s differential equations:

VxE=—joB, (I1-1.1)

VxH=joD+J, (I11-1.2)

V-B=0, (11-1.3)
and

V-D=p, (I1-1.4)

where E is the electric field intensity (V/m), H is the magnetic field intensity (A/m), D is the electric
flux density (A s/m?), B is the magnetic flux density (V s/m®), J is the electric current density (A/m?),
and pis the electric charge density (A s/m’). Following the common practice, the time dependence will
be suppressed, and the field quantities will be considered to be functions of the spatial position

F =XxX+ )y +zZ and radian frequency o.

The field flux densities are functions of the associated field intensities. In what follows, it will be
assumed that the relationship is linear, so the following constitutive relations will be applied,

D=t-E, (11-1.5)
and

B=i-H, (1I-1.6)
where € is the electric permittivity and [i is the magnetic permeability of the material in which the field
exist. In the source-free region, the charge density in (II-1.4) is zero, and with no source currents, the
current density is related to the electric field intensity

J=6-E, (I1-1.7)
where G is the electric conductivity. The permittivity, permeability, and conductivity are written as

dyadic quantities to accommodate anisotropic material, but in the vast majority of practical applications,
the materials are isotropic. In this case, each dyadic can be replaced with a scalar quantity.

Applying the constitutive relations, the electromagnetic field in the source-free region must satisfy

VxE=—jop-H (11-1.8)

VxH=(jog+6)E (11-1.9)

V-p-H=0 (11-1.10)
and

V-g-E=0. (II-1.11)

Now, consider scaling the coordinates so that F'=F/c, where a = 0. With respect to the primed

coordinates, the operator V' is
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0 150 130 30 40 ;0 (11-1.12)
x' "oy o d'ox Tdoy difoz

An electromagnetic field E’, H' existing in the source-free region must satisfy the following equations in

V'=x

the primed coordinate system,

V'xE'=—jo'n -H' (11-1.13)

V'xH' =(jo'g+6')-E (11-1.14)

V'.-n-H =0 (I1-1.15)
and

V'.&§.E=0. (I1-1.16)
Rewriting these equations with respect to the unscaled coordinate system gives,

aVxE =—jo'n/ -H (11-1.17)

aVxH' =(jo'g +6')E (11-1.18)

aV-p'-H =0 (11-1.19)
and

aV-g-E=0. (I1-1.20)

When the following substitutions are made, then (II-1.17) through (II-1.20) are indistinguishable from
(I1-1.13) through (II-1.16)

o =0, (11-1.21)

§=E, (II-1.22)

L=p, (11-1.23)
and

6 =0a6. (11-1.24)

In this case, when the same boundary conditions are applied, the solution for E, H from (II-1.13) through

(II-1.16) is identical to the solution for E', H' from (II-1.17) through (II-1.20). When (1I-1.21) through
(II-1.24) are true, then Maxwell’s equations are scalar-invariant.

Note that it is not necessary that the medium be isotropic since the conclusion is the same whether the
permittivity, permeability, and conductivity are dyadic or scalar quantities. It is also not necessary that

the medium be homogeneous, as long as the inhomogeneity follows the scaling ' =F/o. For example, if
the inhomogeneity for E, H is in the form of a stack of homogeneous layers of thickness d,, then scale

invariance requires that d/ =d, /o. forE', H', while€ =§,, i, = i,,and 6| = 0, .

The practical result is that when 6 = 0 and the permittivity and permeability remain unchanged, the
solution to Maxwell’s equations in the source-free region is the same for any scale such that /" =o/f

when the dimensions are scaled by /ot .

When the conductivity is not zero, then scalar invariance requires that the conductivity be appropriately
scaled in addition to scaling the frequency. However, when the conductivity is sufficiently large, the field
is usually not computed inside the conductor. Instead, the conductor is treated as imposing boundary
conditions on the solution for the electromagnetic field in the non-conducting region. In general, unless
the boundary conditions are appropriately scaled, the solution will not be strictly scale-invariant, but in
the limit as conductivity becomes infinite, the solution will still be scale-invariant. Thus, when the
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conductivity is large enough for the boundary to be considered a perfect electric conductor, the solution
will be scale-invariant. Since this is the case for most metals, scale invariance is available for many
practical problems.

Scaling the frequency is not the only option available to achieve scale-invariant solutions to Maxwell’s
equations. The fundamental requirement to make a solution invariant to spatial scale F'=T/a. is to

require
0'e = owE, (I1-1.25)
o'l =oop, (11-1.26)
and
6'=06. (11-1.27)

For some situations, the electric permittivity and magnetic permeability can be scaled instead of the
frequency, or in combination with the frequency, as long as the products satisfy (II-1.25) and (II-1.26).
As a practical matter, it is usually too difficult to find materials with appropriately scaled permittivity,
permeability, and conductivity to make this path to scale invariance practical.
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