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Abstract

This SAND report investigates the electron transport equation in the upper atmo-
sphere and how it relates to auroral light emissions. The electron transport problem is
a very stiff boundary value problem, so standard numerical methods such as symmetric
collocation and shooting methods will not succeed unless if the boundary conditions
are altered with unrealistic assumptions. We show this to be unnecessary and demon-
strate a method in which the fast and slow modes of the boundary value problem are
essentially decoupled. This allows for an upwind finite difference method to be applied
to each mode as is appropriate. This greatly reduces the number of points needed in
the mesh, and we demonstrate how this eliminates the need to define new boundary
conditions. This method can be verified by showing that under certain restrictive as-
sumptions, the electron transport equation has an exact solution that can be written
as an integral. The connection between electron transport and the aurora is made
explicit and a kinetic model for calculating auroral light emissions is given.
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1 Introduction

The aurora is a phenomenon that has fascinated people fortunate enough to see one for
millennia. The mostly green and sometimes red emissions that emanate from the sky are
some of the most spectacular displays of the natural world. They are most commonly seen at
high and low latitudes. At high latitudes it is called the aurora borealis and at low latitudes
the aurora australis. Occasionally, aurorae can be seen in the middle latitudes. A famous
example occurred in 37 AD when Emperor Tiberius mistakenly dispatched the Roman army
to put out a fire that he thought was due to a battle in a northern city (see Bryant [14]).
Evidently, he saw a red aurora on the horizon.

In more modern times, scientists have found that the aurora is caused by the interac-
tion of charged particles from the sun (the solar wind) and the constituents of the earth’s
atmosphere. Due to an unexplained mechanism, the earth’s magnetic field accelerates these
charged particles and guides them to the poles of the planet. Once they are close enough
to the earth, they scatter and impart energy to the atmospheric particles, which in turn re-
lease this energy in the form of light. This is called fluorescence. The scattering and energy
deposition of the charged particles has been modeled by many researchers over the past fifty
years.

The methods used to model this phenomena have largely focused on electron transport.
Although protons contribute to the aurora, their contribution is not nearly as important.
The models were generally split into methods valid for higher energy electrons (= 1000 eV)
and methods valid for lower energy electrons (< 500 eV). Monte Carlo methods are the
exception to this rule, but they are limited by computing power. In a series of papers,
Cicerone et al. [19], Swartz [100], and Swartz and Stamnes [101] showed that Monte Carlo
methods do not compare favorably to the deterministic methods. Nevertheless, they are still
used. The most recent pure Monte Carlo study for auroral research is due to Solomon [84].
He later came up with a hybrid method consisting of his earlier Monte Carlo work and a
deterministic method given by Banks et al. [§8]. This hybrid method is described in Solomon
[85].

Some of the first to consider a transport model valid for the high, low, and intermediate
energy regimes were Banks and Nagy [7] and Nagy and Banks [73]. Their model is very
similar to the one that will be presented in this thesis, but they assume that all scattering
is isotropic. That is, they assume an electron will scatter without any preference to pitch
angle (pitch angle will be defined in the next section). In actuality, electrons have a tendency
for forward scattering (i.e. little or no change in pitch angle) with the tendency being very
strong for high energy electrons. A slightly more sophisticated model was given in Mantas
[58, 59], but the isotropic assumption was still used. Regardless, the model was applied to
various problems in Mantas and Bowhill [61], Mantas and Walker [62], and Mantas et al.
[63].

The assumption of isotropic scattering limited the applicability of the above approaches to
lower energy electrons, but Strickland et al. [96] showed that relaxing this assumption yields
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a model valid for all energy regimes. They demonstrated that anisotropic scattering could be
accounted for as long as enough points were used in the pitch angle discretization. The main
shortcoming was the numerical method used to solve the governing equation. They end up
with a boundary value problem, for which they devised a modified form of shooting. They
turned the problem into a coupled problem of upward and downward moving electrons. They
solved the downward moving stream assuming no upward moving electrons. That solution
was then used as an input to the upward moving stream. This process was repeated until
the solution converged. Although they claim that this process always converges, it can
be demonstrated that this is not true for general boundary value problems. Interestingly
enough, this modified shooting was also applied by Link [52]. The difference was that the
upward and downward streams were first added and subtracted to give a new set of coupled
equations.

The most commonly used method for solving the electron transport problem had its
origin with Stolarski [95], who showed that the problem was similar to the radiative transfer
problem. At the time, there existed much research on radiative transfer, so the idea was
to apply the methods of radiative transfer to electron transport. This idea was seized upon
and expanded in Stamnes [86, 87, 83, 89]. However, the shortcoming is still in the numerical
method. A change of variables is applied and the domain is split into subintervals. The
boundary value problem coefficients are assumed to be constant within each subinterval, and
a matrix exponential is calculated, giving the homogeneous solution. An exponential is then
fit to the source term, and a particular solution is found for each subinterval. The subinterval
solutions are pieced together using the boundary conditions and enforcing solution continuity.

In a series of papers (Stamnes and Swanson [93], Stamnes and Dale [91], Stamnes [90], and
Stamnes et al. [94]), the matrix exponential method was written into a general purpose code
named DISORT (DIScrete Ordinates Radiative Transfer). Although the numerical method
did not change, the authors of DISORT meant it to be used for radiative transfer problems,
not electron transport. Nevertheless, DISORT was slightly modified by Lummerzheim [54]
and applied to auroral electron transport. It was also used in Lummerzheim et al. [56],
Lummerzheim and Lilensten [55], Min et al. [69], and most recently in Lanchester and
Gustavsson [51]. DISORT has become the standard in electron transport studies. Other
than the occasional Monte Carlo study, the only exception is in Porter et al. [77] where the
boundary value problem is turned into an integral equation and solved through Neumann
1teration.

What has been missed in the various numerical methods (other than orthodoxy) is an
accurate accounting of the lower atmosphere. To explain, at the upper boundary a downward
(toward the earth) electron distribution is specified. Similarly, at some low altitude the
upward electron distribution is set to zero. The top of the upper atmosphere is simply chosen
to be an altitude where the density is relatively small and scattering effects are negligible.
The bottom of the atmosphere is more troublesome. Theoretically, the ground (an altitude
of zero) could be chosen because there are no free electrons at ground level. However, the
electron transport equation is very stiff at low altitudes and becomes exponentially more
stiff as the altitude decreases, so it is computationally more efficient to choose a higher



altitude. If this altitude is chosen too high, not only might this selection not conform to
reality, but the numerical solution may be negative and oscillate in certain places, which is
not physically meaningful. Further, if the boundary is chosen too low, standard numerical
methods such as collocation at Gaussian or Lobatto points also may produce negative and
oscillating solutions due to the stiffness.

For the most part, all of the above studies of the electron transport problem deemphasize
the boundary conditions. Although they may be briefly mentioned, there is little discussion
or explanation of the numerical complications they introduce. Some do not mention the
boundary conditions at all (see Stamnes [88] for example) and some do not give enough
detail to understand what exactly they used as a boundary condition (see Porter et al. [77]).
In particular, almost all articles neglect to mention the consequences of how to handle the
lower boundary. Only Mantas [59] discusses the difficulty of choosing the lower boundary
and that negative intensities lead to instabilities and meaningless solutions. In a later article
however, this same author uses an arbitrary reflecting lower boundary condition (see Mantas
and Bowhill [61]). He forces 60% of all electrons reaching an altitude of 120 km back upward.
The claim is made that although this is not realistic, the condition does not adversely affect
the solution.

The approach developed here is based on the eigenvalue decomposition methods devel-
oped for stiff problems by Kreiss et al. [43] and Brown and Lorenz [13], which makes it
possible to avoid any unrealistic assumptions at the lower boundary and solve the prob-
lem without using too fine of a mesh. In this SAND report, we discuss the physics of the
electron transport problem in detail and derive the governing equation. We then show how
the problem can be discretized and solved using the upwind method of Kreiss et al. [43].
This method is designed for very stiff boundary value problems, which is appropriate for
the electron transport problem. We then discuss a simplified problem that can be solved
exactly with the boundary element method. If the method of Kreiss et al. [43] agrees with
this solution, then this helps verify that the upwind method is working properly. Finally,
this report shows how the output of the electron transport equation can be used to compute
auroral light emissions.



2 The Electron Transport Equation

2.1 Physics of the Aurora

For our purposes, the upper atmosphere will be defined as any altitude between 50 and
1000 km. This range includes the thermosphere and parts of the mesosphere and exosphere.
The thermosphere is where the aurora occurs. The major neutral species or constituents
are O, Ny, and O, and the minor species are H, He, N, Ar, and NO (see Rees [78]). O is
the dominant species between about 200 and 600 km, whereas Ny and O dominate below
200 km. Above 600 km, the lighter atoms H and He are the most abundant, but the gas is
not dense enough to include them as “major species”. The number densities of the various
species are shown in Figure 1. This data comes from the MSIS (Mass Spectrometer and
Incoherent Scatter) atmospheric model of Hedin [30, 31] for all species except for NO, which
come from Sharma et al. [82]. It should be noted that atmospheric density is difficult to
model, and Figure 1 is nominal. Strickland et al. [97], Meier et al. [67], and Hecht et al. [29]
have shown that model atmospheres can give densities that are up to a factor of two different
from the actual densities. However, it will be used as our model neutral atmosphere.

1000 : .
0
_N7
800 0, 1
. —N
£ —H
f, 600“ He |7
) —Ar
= NO
B 400} 1
<
200

10° 10* 10* 10° 10° 10" 10" 10" 10" 10'® 10°°
Number Density (cm ™)
Figure 1. MSIS densities (Hedin [30, 31]) are from March

27, 1985, 1:30 UTC at 75° N, 90° W. NO densities are from
Sharma et al. [82].

In addition to the neutral species, there are many different charged particles present in
the upper atmosphere. The most abundant charged particle is the electron, and the most
abundant ion is O". At the higher altitudes, H* (or protons p*) are the most abundant,
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and NO™ is the most abundant at lower altitudes. The neutrals are far more abundant than
the charged particles. The charged particle number densities are shown in Figure 2. This
data comes from the IRI (International Reference Ionosphere) model of Bilitza and Reinisch
[12]. Just as with the neutral atmospheric model, this data is nominal — there is a large
variation in charged particle density depending on the local time and where the sun is in
its 11 year solar cycle. Nevertheless, Figure 2 will be used as our model charged particle
atmosphere. We also point out that this report is concerned with electron transport, but
not the transport of the ambient electrons. From now on, any reference to electrons will
mean the auroral electrons and not the ambient electrons. The word “ambient” will be used
if ambient electrons are meant.

1000

800 |

600

400

Altitude (km)

200F

0 r 1 1 1 1 1
10° 100 100 10° ‘
Number Density (cm™?)

Figure 2. IRI densities (Bilitza and Reinisch [12]) are from
March 27, 1985, 1:30 UTC at 75° N, 90° W.

The temperature profile of the upper atmosphere is highly variable. The thermosphere
in particular is characterized by large increases in temperature as altitude increases. The
neutrals, ambient electrons, and ions have separate profiles. Nominal profiles are shown in
Figure 3. The temperature information comes from MSIS (Hedin [30, 31]) for the neutral
temperatures and from IRI (Bilitza and Reinisch [12]) for the ambient ion and electron
temperatures.

The aurora is caused by the interaction of the solar wind and the constituents of the
upper atmosphere. The solar wind consists mostly of energetic electrons and protons. It
also contains relatively small amounts of heavier ions such as He?* and O, but their con-
tributions to auroral light emissions is negligible (see Rees [78]). Most of the auroral light is
a consequence of the streaming electrons, and for this reason we will be concerned with the
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Figure 3. MSIS (Hedin [30, 31]) and IRI (Bilitza and
Reinisch [12]) temperatures are from March 27, 1985, 1:30
UTC at 75° N, 90° W.

transport of electrons. Streaming protons contribute less directly to light emissions. Protons
tend to steal electrons from the neutral gas, thus turning into hydrogen atoms. This process
is called electron capture and is defined by the reaction

pt+M— H+ M (1)

where M is any neutral species. The streaming hydrogen atoms in turn tend to lose their
electron in subsequent collisions. This process is called ionization stripping and is defined

by the reaction
H+M->p"+e +M. (2)

Thus, proton and hydrogen transport is a coupled process that is a source of streaming
electrons. These electrons are much lower in abundance and energy than the solar wind
electrons, so they do not contribute as much to light emissions. While proton and hydrogen
transport could be incorporated into the electron transport equation, it is outside the scope
of this report.

When the solar wind comes into the vicinity of the earth, the earth’s magnetic field
guides the charged particles to the poles of the planet. This is why aurorae are typically
only seen at high and low latitudes (the aurora borealis and aurora australis, respectively).
In addition, the magnetic field constrains the motion of the charged particles. In the altitude
range of interest the magnetic field is almost uniform (see Chulliat et al. [18]), which causes
the charged particles to move in helical paths. One such helical path for an electron is shown
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in Figure 4. The kinetic energy F and pitch angle 6 (the angle between the velocity vector
and the magnetic field lines) of a charged particle is constant until it encounters an atom or
molecule, where there is a probability of scattering. When scattering occurs, the particle’s
kinetic energy and/or pitch angle changes.

i v

= o

if . By

: ) S

:atmn : :
oy
'

Figure 4. An example helical path along a uniform mag-
netic field B. The energy F and pitch angle # change upon
scattering.

Scattering is generally categorized as either elastic or inelastic. FElastic scattering is
defined as a collision in which the kinetic energy of the streaming particle and atmospheric
particle is conserved. For electrons, this can be modeled simply as a change in pitch angle.
The energy exchange is very small due to the small mass of an electron. Conversely, inelastic
scattering is defined as a collision in which kinetic energy is not conserved — part of it
is converted to internal energy. Inelastic scattering can further be split into excitation,
ionization, and dissociation. All of these processes require some energy threshold 7" in order
to take place, and the streaming particle loses at least 1" in kinetic energy. This means that
it must have kinetic energy greater than 7T to cause the inelastic reaction. An excitation
is defined as an event where the atmospheric particle leaves its ground state and enters an
excited state. Each excited state has its own energy threshold and probability of occurring.
Ionization is defined as an event where the atmospheric particle loses at least one of its
electrons. Just as there are many excited states for a neutral atom or molecule, there are
many excited states for ions. A dissociation is defined as an event where a molecule breaks
apart into two or more smaller molecules or atoms. It is also possible for a combination
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of these to occur. For instance, an example of excitation, ionization, and dissociation in a
single scattering event could be

Ny + e~ — N + N* + 2e~ (3)
where N* is an excited state of nitrogen.

As these collisions occur, the atmospheric particles that are in excited states will decay
back to their ground state. There are two ways that this takes place. The first is through
a process called quenching. This is where one excited particle and another particle (not
necessarily excited) collide, and the excited particle’s internal energy is converted to kinetic
energy. This is summarized as

M*+X->M+X (4)

where M is any atmospheric particle, M* is the same particle in an excited state, and X is
any ground state particle (M and X can also be ions). When quenching occurs, there is no
light emission. The excess energy is converted back to kinetic energy.

The other way excited particles decay to their ground state is through fluorescence or
spontaneous emission. This is when the excited particle randomly drops to a lower energy
level without any external influence. This is summarized as

M* — M + hv (5)

where hr denotes light (h is Planck’s constant and v is the photon frequency — their product
gives the photon energy). Each excited state has some lifetime associated with it. The
lifetime of a state is defined as the amount of time it takes for the number of excited states to
decay to e~! of its original value. If a lifetime is short (on the order of nano and microseconds),
then spontaneous emission dominates. For states with longer lifetimes, quenching dominates
as long as the surrounding air is dense enough.

For instance, if the lifetime of some state is 2 minutes and if the surrounding air is dense
enough, then it is likely that many collisions can take place before spontaneous emission oc-
curs. Hence, quenching would be the most probable way for that atom or molecule to return
to the ground state. If the surrounding air is less dense, then the probability of quenching
decreases. For this reason, states with longer lifetimes tend to decay by spontaneous emission
at higher altitudes where the air is less dense. If instead the lifetime was 10 nanoseconds,
then it is unlikely any collisions will take place before spontaneous emission occurs, even
at the most dense altitudes. Therefore, excited states with longer lifetimes have a variable
branching between spontaneous emission and collisional quenching at a function of altitude,
but excited states with short lifetimes do not.

The previous three equations are a bit misleading. They imply that an excited state
always decays directly to the ground state. This is not the case. An excited particle may
decay directly to the ground state, but it may instead decay to some lower excited state. In
any case, the wavelength of the released photon in a vacuum is given by the Planck-Einstein
relation

he

N (6)

14



where c¢ is the speed of light and AF is the change in energy between the two states. If
there are n transitions with energy difference AFE; for the ith transition from the original
excited state with threshold T back to the ground state, then conservation of energy gives
S AE; =T.

A cross section is a theoretical area that quantifies the likelihood of some scattering
event per unit electron flux per unit volume. It varies for each excited state and is a function
of the incident electron energy. Cross sections can be determined theoretically through
quantum mechanics or through experiment. In order to conduct any atmospheric study
with scattering, a compilation of cross sections must be available. The cross sections used
in this study are given in Appendix A.

2.2 Derivation of the Electron Transport Equation

Incomplete (and sometimes incorrect) derivations of the electron transport equation can
be found in a number of sources. For instance, see Lummerzheim [54], Mantas [59, 60], Min
et al. [69], and Stamnes and Rees [92]. The purpose of this section is to give a complete
derivation of the electron transport equation, specifying the necessary assumptions as they
are needed.

In order to quantify the transport of electrons through the upper atmosphere, we define
the non-relativistic electron distribution function f(r,v,t) to be the number of electrons per
unit phase space (position space r = (z,y, z) and velocity space v = (v,,v,,v;)) at time .
The units of the distribution function are cm=% s3. Thus, the total number of electrons N (t)
at time ¢ is some volume of phase space €2, x {2, is given by

N(t) = fﬂﬂff(r,v,t) dz dy dz dv, dv, dv,. (7)
Qv Qp

To find the electron distribution function, we use the continuity equation (also called
the Boltzmann equation in this context) which describes the statistical behavior of the
transporting electrons. It is given by

of
E"’_vr'(vf)_}_vv'(af):Q(rvvat7f) (8)
where a = (ay, ay, a,) is acceleration and the source term Q(r,v,t, f) is yet to be specified.
Since v is an independent variable, we can write

Ve (vf) =v-Vif. )

Further, in the absence of external forces, a = F/m = 0 where F is the sum of the external
forces and m is the electron rest mass. This gives

Z—{—FV-Vrf:Q(r,v,t,f). (10)

15



The electron distribution function is a common concept in physics and kinetic theory,
but instruments on rockets for auroral studies do not normally measure it. Rather, they
measure what is called electron intensity (also called differential number flux or just flux).
The electron intensity is related to the distribution function by

U2
I=—f (11)

where v = |v| is speed. The units of intensity are cm™2 s7! eV~ st~!. If we substitute (11)
into (10) and multiply by m/v, we obtain

101 v

S Y NI = Qv T 12

LY V= Q) (12)
where the definition of the source term has changed.

It is convenient to represent r in the usual Cartesian coordinates where z is the local ver-
tical direction and x and y are orthogonal local horizontal directions. Further, we represent
v in spherical coordinates (v, 8, ¢) where 6 is the polar angle and ¢ is the azimuthal angle.
We let 6 be the same as the pitch angle so that it is the angle between the magnetic field
lines and the electron velocity. This makes ¢ the angle of rotation about the magnetic field
lines (see Figure 4). The z axis and magnetic field lines do not in general coincide. It is also
convenient to let one of the independent variables be kinetic energy E instead of speed v.
For non-relativistic energies, the relation between the two is E = mv?/2.

At this point, some further simplifications can be made. First, the time it takes for even
the slowest electrons to fully penetrate the atmosphere is much less than the time it takes
for the atmosphere to respond to the streaming electrons or for the incident electron flux to
vary. For this reason, steady state conditions will be assumed. That is,

ol

— =0. 13
o (13)
Further, in the altitudes where the aurora is present the geomagnetic field can be accurately
modeled as uniform. This implies that if the magnetic field is along some direction e, =

B/|B|, then the electron intensity only varies along €, due to how they are confined to
helical paths about the field lines. That is, |V,.I| = 01/ds and

I
Ly Vil = cos 0|V, I| = cos 02—. (14)
v s

If we let p = cosf and substitute (13) and (14) into (12), we get

ol
:u% :Q(P7E7/J’7¢7[)' (15)

Atmospheric density (which will appear shortly in the source term) varies as a function
of position r. However, the variation in the zy plane is weak compared to the variation in
the z direction. Since none of the other quantities (except electron intensity) depend on
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position, we will only be concerned with the altitude direction €,. Let a be the magnetic
inclination or dip angle (the angle between €, and the zy plane). Then

8] dz 0l .0l
0s dsoz - na; (16)

It can be shown that the gyroperiod of the electrons is much less than the average time
between collisions (see Stamnes [87]). This implies that electron intensity is invariant to
rotations about the magnetic field lines, and we can take our equation to be independent of
¢. With these assumptions and (16), (15) becomes

ol(z, E, 1)
0z

psin o =2, B, 1, 1) (17)

We now turn our attention to the source term Q(z, E, u, I). Electron sources can come
from a number of places. The most important for the aurora is the electron scattering source.
All other sources will be specified later. We write this as

Q(z, E,pu, I) = Qsc(2, B, i1, I) + Qotner (2, E, 11). (18)

In a scattering event, the electron changes its energy and/or pitch angle. That is, the phase
space distribution changes. Mathematically, this can be modeled as the incident electron
being destroyed and a new electron being created at the new energy and pitch angle (out
scattering and in scattering, respectively). Physically they are the same electron, but this
will appear as two different terms in Q. (z, £, i, I). The two terms are given by

Qsc(z7E7,u7]) = Qin(z7 E,/,L, I) - Qout(Z7E7/1’7 I) (19)

We will consider elastic, excitation, dissociation, and ionization scattering. For every scat-
tering source, it is assumed that all collisions are binary and the atmospheric particles are
at rest. Compared to the speeds of the streaming electrons, this is a reasonable assumption.
This also implies that streaming electrons cannot gain energy in a collision. Rather, the
cascade of energy is from the streaming electrons to the atmosphere.

For elastic scattering, the rate of incoming electrons is given by

Ao B d) = Y nels ff B VK E, B ) (2, B ) dy dE! (20)

spec1es

where ng(z) is the number density of species £, o¢'(E) is the elastic scattering cross section,
and KEI(E7 E' u, ') is the elastic scattering kernel. Here, primed variables denote that
quantity before scattering and unprimed variables denote that quantity after scattering. As
discussed in the previous section, the elastic cross section agl(E’ ) governs the probability of
an elastic collision between an electron with incident energy E’ and species £. The elastic
scattering kernel describes how electrons are redistributed in energy and pitch angle resulting
from an elastic collision.
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This can be simplified by assuming there is no exchange of kinetic energy from an elastic
collision due to the extremely small mass of the electron. For example, mass ratio of a proton
to an electron is m,/me ~ 1836.2 (see Rees [78]). Hence, the elastic scattering kernel can be
written as

KM E,E' p, i) = 6(E' — E)P:(E, p, ') (21)

where 0(-) is the Dirac delta function and P (E, p1, 1') is called the phase function. P (E, p, it')
is a probability density function describing how electrons at energy E are redistributed in
pitch angle due to an elastic collision with species £. With this, (20) becomes

1
e BanD) = X ol E) [ REpOICEM a2

species

The phase function can be determined from quantum mechanics. Using the Born ap-
proximation and the screened Coulomb or Yukawa potential (see Griffiths [26], Rees [78§],
and Sakurai and Napolitano [80]), we find that

ge(1+ e¢)
F:(E,0) = 23
£l 0) (1 + 2 — cos ©)?2 22)
where cos © = pp’ ++4/(1 — p2)(1 — p'2) cos(¢ — ¢') and ¢ is an energy dependent parameter

which will be discussed further in the next section. Since our problem is azimuth independent,
we can integrate out ¢’ to find
ge(l +e¢) J 1
T 0 [1+ 2z — ' — /(L= p2)(1 = 1?) cos(p — ¢')]”

_ 2ee(1 + &¢) (1 + 2e¢ — )

o 3/2°

[(1+ 26 — pp)2 — (1 — 12)(1 — p2)]”

The integration can be carried out by converting the cosine term to exponentials and making
the substitution ¢ = e~*®=#)_ It is a simple (but somewhat tedious) matter to carry out the

integration using residues (see Ablowitz and Fokas [1]). The rate of outgoing electrons is a
simpler expression than that of incoming electrons. For elastic scattering, it is given by

oz By I) = ) ne(2)og (BE)(2, E, p). (25)

species

Pe(E, p, i) = dg/

(24)

Using (22) and (25), the elastic scattering rate is

A B D) = X ne@ofB) [ BB s e By ol ~ 1. B)). (20

species

For excitation scattering, the rate of incoming electrons is given by

ier)l(('z?Ehu?[) = Z Z J J 0'5 El E 4 s Wy u)[(z,E',,u')d;/dE’ (27)
species channels -
3
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where channels denotes the various excitation states. In other words, each channel excites
the atom or molecule to a different state. Again, the excitation kernel can be simplified. We
will make the assumption that electrons do not change pitch angle in an excitation collision.
This assumption is validated from experiments that show only a very small change in pitch
angle (see Lummerzheim and Lilensten [55]). Further, Strickland et al. [96] tested a variety
of excitation phase functions, but the effect on the solution was negligible. Hence, only the
elastic scattering phase function has an appreciable affect on the solution of the electron
transport problem. As discussed in the previous section, there is some energy threshold Tg
that is required for excitation, i.e. the electron loses Tg in kinetic energy. These assumptions
and simplifications give

K (E B p, i) = 0(E"— (E + T))o (1 — p). (28)

Substituting (28) into (27) gives

(@B D) = Y D) ne(2)od(B+TI(z, E+ T, ). (29)
species channels
n

The rate of outgoing electrons for excitation scattering is given by

ez B D) = Y D ne(2)ol(E)(2, B, ). (30)
species channels
n

From (29) and (30), the excitation rate is given by

Xz B D)= Y, D, m[olE+THI(z E+ T, 1) — ol (E)I(z,E,p)].  (31)
species channels

£ n

For dissociation, we will model it in the same way as excitation. That is, the dissociation
cross sections will be included in the summations in (31). Technically, this should also
result in a decrease in the number density of the molecule that was dissociated and an
increase in the number density of the resulting atoms (since we are only considering diatomic
molecules). However, the number of dissociations is very small compared to the overall
number of molecules. This is especially true at low altitudes (less than 300 km) where most
of the dissociations take place.

Lastly, we consider ionization scattering. Before giving the scattering kernel, we note
that there are many ionized states for each species just as there are many neutral states for
each species. Further, ionization means that one or more electrons are dislodged from the
atom or molecule. However, most ionizations are single ionizations to the ion ground state.
This is the only ionization channel we will include in our model. Including other ionization
states or double and triple ionization is a matter of obtaining accurate cross sections for those
channels. Their inclusion in the model is straightforward. With this, the rate of incoming
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electrons for ionization scattering is given by

(2, Bp, 1) = (J f CNE)KPE, B p, 1) (2, B p') dy! dE
spec1eb -1

(32)

f J lon KSGC(E El ,u ,U/)I(Z,EI,IU//) d/,l,ldE/>
-1

where “pri” denotes the primary electron and “sec” denotes the secondary electron. In the
context of ionization, the primary electron is the incident electron after scattering occurs,
and the secondary electron is the electron dislodged from the atom or molecule.

For ionization scattering, there is an energy threshold Tgon required to ionize the atom
or molecule just like with excitation scattering. Unlike excitation scattering though, the
loss of kinetic energy for the incident electron is greater than Tgon due to the presence of
the secondary electron. The secondary electron’s kinetic energy is taken from the primary
electron. By conservation of energy, we have

E' = Ekn4—£z%—+7“m. (33)

The energy of the secondary electron is governed by an energy-dependent distribution. The
probability density function for an incident electron with energy E’ to become a primary
electron with energy E is given by the empirical function (see Rees [78])

. 11 E-E E-E
pri E El — _ _ _
BB E) = 259 E’—EeXp[ 315 3398Xp< 2.49 )]
(VEH+VE)
x log

VE —E

where the normalization A(E’) is determined from

(34)

E/ Téon )
Tl /
L RY(E,E')dE = 1. (35)

Similarly, the probability density function for an incident electron with energy E’ to dislodge
a secondary electron with energy E is given by

RSGC(E, E/) _ Rgri<E/ —E— T1on E/) (36)
For the primary electron, it is assumed that there is no change in pitch angle just as

it was assumed for excitations and dissociations. For the secondary electron, however, we
assume that it is dislodged isotropically. These assumptions along with (34) and (36) give

KB, B p, i) = RY™(E, E"o(4' — ), (37)
1
KF(E,E' p, i) = §R§eC(E7 E. (38)
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Substituting (37) and (38) into (32) yields

10n(z E ,u,f) Z ng(z)(Jw éon(E )Rprl(E E’)[(z,E’,u) dE'

spemes E +T§10n

(39)
f f 1on Rzec E E/)I(Z,E/,/Ll) d,u' dE/>
E+Ten

where we have used the fact that the cross sections vanish for £/ < F +Tg°“ (this is true for the
excitation cross sections also replacing T, gon with the Tg , but it didn’t make any difference
since the argument of the Dirac delta in (28) automatically satisfied this requirement).
Similar to before, the ionization rate out is given by

(2 By D) = ) ne(2)of™(B)I (2, B, ), (40)
species

3

and the ionization rate is

1on<Z FE /*Lv‘[) Z ng(z)<Joo lgon(E )Rprl(E E')I(27E/,u)dE’

specnes E+T£i0n
J f ion El Rzec E E )I(Z,El,ﬂ,/) d/,bl dEl/ (41)
E+T10]l

— o (E)I(z, EHu)).

The total scattering source is given by the sum of (26), (31), and (41). If we define the
total cross section for species & by

o (E) = OEI(E)-F Z 02(E)+0g’n, (42)
channels
n

then we can write the electron transport equation as

1 sinaw = 2 ne(z) ( — o (E)I(2, E, )

species

I
+0g(E) f Pe(E p, ) (2, E ) dil + ) ol (E+TOI(2,E +TY, p)
-1 channels
" (43)

o@]
+f o (EREN(E, B (2, E', ) dE'

E+Te"

JE+T10H J ion E/ REBC(E E’)I(27 E’, M’) dul dE/) T+ Qother(z, E, M)
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Let us now turn our attention to the “other” source term Quner (2, E, i, I). In the previous
section, it was already pointed out that ionization stripping (2) resulting from streaming
hydrogen atoms is a source of electrons. This requires that we first solve the coupled transport
problem of streaming protons and hydrogen atoms. The output of this problem could then be
used to define the ionization stripping source for the electron transport problem. However,
this report is concerned with the numerical solution of the electron transport equation, and an
additional source term does not add any new substance to our study of the electron transport
equation. Addition of this source term may be required for analysis of experimental data
using the results of the current work, however. For a further understanding of proton and
hydrogen atom transport, see Basu et al. [10] and Strickland et al. [98].

Another source term comes from the interaction of streaming electrons with ambient
electrons. An assumption can be made that as electrons stream through the atmosphere,
they are continuously slowed down by ambient electrons (see Lummerzheim [54] or Mantas
[59] for instance), as if by a frictional force. This approximation is said to be fairly accurate
for energies greater than about 500 eV. In reality, however, the streaming electrons elastically
scatter off the ambient electrons. A frictional force does not exist. The energy loss to
ambient electrons is a discrete process just as it is for all other species. For high energy
electrons, viewing it as a continuous process is reasonable since the electron loses a very small
fraction of its total energy. For electrons with energies less than about 100 eV, a continuous
approximation no longer holds because the streaming electron may lose a significant fraction
of its total energy in an elastic collision with an ambient electron. Further, the hypothetical
frictional force given in the continuous slowing down approximation is very small at the
energies where it is valid. In other words, the force is negligible at energies where it is valid
and not valid at energies where it is non-negligible.

Another source of contention with the continuous slowing down approximation is in how
it treats energy transfer in collisions. In an elastic scattering event with a neutral species,
we have ignored any energy transfer due to the large mass ratio. For a collision with an
ambient electron, this ratio is unity. Therefore, the transfer of kinetic energy can no longer
be ignored. Further, it is possible for the streaming electron to gain energy in such a collision.
Authors who use the continuous slowing down approximation always assume the streaming
electron does not gain energy in a collision. It would be better if these collisions could be
modeled in the same way as the electron-neutral collisions are in (43). However, there are
plasma effects to consider, and the equations have not yet been derived. Such a derivation,
followed by a complete solution, may be necessary for the correct analysis of certain types of
experimental measurements. Here, however, streaming electron-ambient electron collisions
will not be considered. To see how the continuous slowing down approximation could be
incorporated into the electron transport equation, see Stamnes and Rees [92].

There are more sources of electrons that could be included, but these are negligible.
One such source is photoionization. This occurs when solar photons ionize the various
atmospheric species. In general, since we are concerned with the aurora and the visible light
emissions, we shall only consider nighttime conditions and assume no photoionization. To
see how photoionization could be included, see Link [52].
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Another source is from electron-ion collisions. As shown in Figure 2, various ions are
present in the atmosphere, but Figure 1 shows that they are much less abundant than the
neutral species. The inclusion of electron-ion collisions would be handled the same way as
what was done above for electron-neutral collisions. One last source that could be included
is electron-ion recombination. This is defined by the reaction

M* +e” > M* > M + hv. (44)

However, this is a slow reaction, occurs at lower altitudes, and involves mostly low energy
electrons.

The amount of physics included is limited by the data that is available. The cross sections
for the various above reactions all need to be known in order to include them. The calculation
of a cross section in all but the most simple cases is so complicated that they are usually
found through experiments. For this reason, scientists have found the most important cross
sections (i.e. those that contribute the most to atmospheric studies). These are the terms
that we have included in (43).

Finally, the boundary conditions are important and some discussion is necessary. Physi-
cally, the electrons from the sun travel toward the ground. Thus, one boundary condition is
that at the “top of the atmosphere” some downward electron intensity is specified, but this
is not enough. There is some altitude that the electrons are unable to penetrate because the
atmosphere is too thick for them to do so. Then another boundary condition is that at the
“bottom of the atmosphere” the upward electron intensity vanishes. These can be written
as

I(2op, B, 1) = Lop(E, i), p <0, (45)
I(zbo‘mEa M) = 07 lu > 07 (46)

Although these look unassuming, they cause many difficulties. One has to define what is
meant by the “top and bottom of the atmosphere”. The “top of the atmosphere” is simple.
We say that this is an altitude where scattering is negligible so that the electron intensity
has not been appreciably attenuated. Scattering becomes negligible when the density is very
low. An altitude of 1000 km meets the above requirement.

The “bottom of the atmosphere” is more difficult. This is the altitude where the electron
intensity is zero. We know this altitude exists because there are no free electrons at the
ground. After all, another name for an energetic electron is a beta particle. Since radiation
poisoning is not an epidemic, the auroral electrons must stop at some altitude above the
ground. The problem is that this altitude is not easy to define. One main reason is that
it varies as a function of electron energy. FElectrons with greater kinetic energy tend to
penetrate further into the atmosphere.

One way to circumvent this problem is to simply let the ground (z = 0 km) be the
“bottom of the atmosphere”. However, as we will see later, this is not wise because (43) is
very stiff at low altitudes. Hence, this choice will result in much more computation than is
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necessary. Another consequence of the extreme stiffness is that regardless of what altitude we
let the “bottom of the atmosphere” be, the numerical solver may yield negative intensities,
which are physically meaningless. Worse still, if the electron intensity is negative in one part
of the domain, it causes other parts of the numerical solution to blow up. In other words, a
negative electron intensity creates instability in the numerical solution. These issues will be
addressed shortly.

2.3 Reduction of the Phase Function for Elastic Scattering

In order to discretize (43), the integrals should be approximated by appropriate quadra-
ture sums. Many quadrature techniques approximate the integrand by a low-order poly-
nomial or a piecewise polynomial. The problem here is that the phase function for elastic
scattering Pe(E, p, i) is not well approximated by a low-order polynomial due to the fact
that it contains sharp peaks at u = p/. The formula for the phase function is given by (24)
and is repeated here

265(1 + 65)(1 + 25§ _ ,u'u/)
[(1 + 2 — )2 — (1 — p2)(1 — ,u’z)]?’/z

where g¢ is an energy-dependent parameter that approaches zero as £ becomes large. The
result is that for large energies, P:(E, p, 1) is sharply peaked at p = 4/ and an inordinate
number of points is required to approximate it with polynomials. There is an idea called the
d-M method, originally formulated by Wiscombe [104] for radiative transfer, that overcomes
this difficulty. The formulas used here are slightly different than the original formulation,
but the concepts are the same.

Pe(E, pu,p1') = (24 revisited)

We begin by expanding the phase function as

[o0]

P&(Enuuu,) = Z

m=0

2m+1
2

Xean (E) P (1) B (1) (47)

where P, () is the mth degree Legendre polynomial and the x¢,, are the phase function
moments. The moments can be obtained using the well-known orthogonality relation of the
Legendre polynomials (see Koornwinder et al. [39]). Multiplying (47) by P,(u), integrating
over p from —1 to 1, and solving for x¢,,(E) yields

1
P (i)

Since the moments do not depend on y', we simply set p/ = 1 because P,,(1) = 1 for all m.
With this, we find

vam(E) =

|| Pt PeCB ) . (48)

Xen(B) = | Pali) B 1 e (49)

It is convenient calculate the phase function moments using recursion since the Legendre
polynomials have a well-known recursion relation (see Koornwinder et al. [39]). Calculating

24



the first two moments directly, we find that
Xo = 1, (50)

£
=1+2 2e(1+¢)l ol
= 1t 224 221+ 0 log (5 ) (1)

where we have dropped the £ and £ dependency. Then from (49),
1
Xm = f Po(p)P(E, 1, 1) dpa
4

! Pm(:u)
=2e(1+¢) J—1 A +2e— )2 dp

1
2m—1 m—1 1
—2(1 Ppi(pt) — ——P,_ S —
c(149) [ (Z R P ) = " Paali)) e
2m =1 (" pPua(p) m—1
—2(1 dy — i
el +¢) m J_q (142 — p)? a m
2m —1 (! 1+ 2 1
—2¢(1 - P 1(u)d
Bl +a) m _1<(1+25—u)2 1+2€—u> 1) dp
m— 1
- T Xm-2
(2m — 1)(1 + 2¢) 2m — 1 P 1(p)
= m—1 — 2e(1 d
m Xm-1—2¢(1 +¢) m 1 1+28 — a
fii— 1
- Xm—2
m
2m — 1)(1 + 2 2m —1( Pp(yt) — P '
_@monez) (1) ~ Pusp)
m m 2m—-1)(1+4+2e—p)|_,
1 Y Pn(p) — P m—1
[ B ) mon
m—1J_, (1+2—p) m
2m —1)(1 + 2¢ m— 1 m — Xom—
| )( )Xm_l_ g + 2 Xm=2 (52)
m m m

where we have used the Legendre polynomial recursion formula in going from the second
equality to the third and integration by parts with a lesser-known property of the Legendre
polynomials going from the sixth equality to the seventh. This property is (see Koornwinder

et al. [39])

(2m — 1) Py (1) = %[me — Pass(u)]. (53)

Now the recursion formula for the phase function moments can be written as

Yon = [(Qm — D1+ 28)xm-1 — me_Q], = 2,3, ... (54)

m—1

Although this formula has been reported in the literature (see Link [52] and Lummerzheim
[54]), it appears it has never been derived analytically. In fact, Lummerzheim [54] states it
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has not been verified and only becomes convinced of its accuracy after numerically testing
it up to m = 16. The above calculation serves to establish its validity.

As mentioned earlier, the phase function is not well approximated by a low-order poly-
nomial due to the sharp peak at = y/. The idea behind the §-M method is to approximate
P:(E,p, 1) by a Dirac delta function and M Legendre polynomials. This way, the delta
function can capture the sharp peak and the polynomials can capture the rest. Let our
approximation be

Peas(B, ) = FelBYS (= i) + [1 = Fe(B)] ) 2t (B) i) Puli)  (59)

where f¢(E) is the “fraction” that represents the sharp peak and x{,, (E) are the modified
moments. Substitute (55) into (49) in place of P¢(E, i, pt') and use orthogonality to obtain

1
Xeml(E) = f Py (B, 1) (i) dp
-1

_ [1— fe(B)|xEm(E),
= fe(E) + {0, "

From this, we find

n(E) — fe(E
Xé‘,m(E)=X5’1(_)f£(§)( ) om0, M1, (57)

fe(E) = xem(E). (58)
Using the definitions above and yet another property of the Legendre polynomials

= 3 L P Pl (59)

m=0

we find that

Pe(E, p, 1) = Pipg (B ) = ) 2m+ Ly Po(10) P (1) — f(p — 1)
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This shows that Pe(E, pi, ') — PZ (B, p, ') — 0 as M — oo. Hence, the error in using the
0-M method approaches zero as M is increased to infinity.

Putting everything together, the electron transport equation is given by

psing?L &) _ 5 ng<z>(— [0(E) — fe(E)oR(E)]1 (=, E. 1)

species

# (1= FBE) ) TSN (EIPh) | Puu)1(e, Bt

m=0

(61)

0

+ Y, oUE+THI(2,E+T7,p) + f o (ENRENE, ENI(2, E', ji) dE'
channels E +T§ion

n

1 0 1 .
+ = f J o (B )RE(E, ENI(2, B ') dy! dE') + Q(z, E, u)
2 B+TP" J-1

where the subscript “other” has been dropped from the final term. The power of the §-M
method is that M does not need to be large to accurately approximate the elastic scattering
integral. This means that a small number of points can be used, which greatly reduces the
amount of computation.
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3 Numerical Solution of the Electron Transport
Equation

3.1 Discretization

The first step in many numerical procedures is to define an appropriate mesh and dis-
cretization. From (61), we see that electron intensity depends on intensities at higher ener-
gies. For this reason, energy is discretized starting with the largest energies. That is,

EQ>E1>E2>"'>EK_1>EK>0. (62)

We want to pick Fy large enough so that electron intensities at larger energies do not con-
tribute very much to the right-hand-side of (61). This way, terms like I(2, £+ T}, u) can be
estimated by an asymptotic expression derived from the boundary condition (45) for £ > Ej.
For example, we can set

B
I(z, B, p) = (@) I(z, By, i), E > E, (63)

E

if the incident electron intensity Iiop(FE,p) ~ E=PILip(1) as E — oo. For auroral studies,
Ey = 10° eV is usually sufficient. We point out that since we are only concerned with light
emissions, Fx does not need to be 0. The human eye can only see wavelengths between
about 3800 and 7500 A, and most auroral experiments are conducted in the visible range.
By the Planck-Einstein relation (6), this means that energies less that 1.65 eV need not
be considered. Due to the large range of energies considered, it is advisable to choose a
logarithmic spacing in energy.

Evaluating (61) at E = E;, we get

woinaTEZ S o) (= o) - FB)RE 1 B

species

3
+[1= SN E) 3, T BN P | Pl Bussd
m=0 . -1 (64)

+ S UE A+ TOI( B+ T2 1) + J o (E) R (E,, B')I (2, ' 1) dE’

channels Ei"'Tgion
"
1 (* LI
— = J f o (E')RE(E;, BN (2, E', p') dy/ dE’) + Q(z, E;, 1)
2 Bi+Tiem J-1
for i = 0,1,2,..., K. Now, we can approximate [(z, F; + Tg,,u) for ¢ # 0 with a linear

interpolation. That is, if j is the index such that F; < I < E;_; for some £ not on the
energy mesh, then

E—FE, E—-FE;_
I(z,E,p) ~ H(z,E, p) = ﬁ](% Ej1,p) + ﬁ](z,Ej,u). (65)
J— J J J—
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The integrals over energy can thus be approximated with the trapezoidal rule. The
spacing used for this approximation is different from the energy mesh. This is because the
integrands can vary on scales much smaller than the energy mesh, especially at large energies.
The integrands can be calculated provided that I(z, E,pu) ~ H(z, E, ) is used for points
not on the energy mesh. For our purposes, we will write this approximation as

a0
J o ENRE (B BNz B ) dE
EﬁrTéon | | (66)
~ > g (By) RE(E;, Ex)H (2, B, 1)
k

where u;, and Ej are the trapezoidal rule weights and nodes, respectively. An adaptive
quadrature scheme could be used, but this level of sophistication is not required. We simply
use about 100 points between F; + Tgon and F; + Tgon + 200 with more points toward the
beginning of the interval. A expression similar to (66) is used for the secondary ionization
integral, but the weights u; and nodes Ej may be different. We use about 130 points between
E; + Tgon and E; + T, gon + 800 with more points toward the beginning of the interval.

As demonstrated above, the electron intensities are decoupled from each other in energy.
That is, if we are trying to solve for the intensity at energy F;, then the third, fourth,
and fifth terms on the right-hand-side of (64) can be approximated as outlined above. The
intensities are not, however, decoupled in pitch angle. This is due to the second term on the
right-hand-side of (64). The integral is over the entire range of p and the electron intensity
under the integrand is unknown. The number of points used in the pitch angle discretization
will determine the size of the boundary value problem system, so it is best to choose a
quadrature rule that uses the fewest points possible. Since the limits on the pitch angle
integrals do not change, it is convenient to use Gaussian quadrature. Further, the number of
points should be even because an odd Gaussian quadrature would give p = 0 as one of the
nodes. It can be shown that this would result in a differential-algebraic system of equations,
which are often more difficult to solve numerically than their differential counterparts (see

Ascher and Petzold [5]).

Using Gaussian quadrature with 2L points gives

1 L
J Pm(/i/)[(% Ei> H/> d:u/ = Z wfpm(ué)[(27 Ei7 ﬂ@) (67)
—1 ¢=—L

where w, and pu, are the Gaussian quadrature weights and nodes, respectively. In electron

transport studies, it is common to use a “double-Gauss” rule. In this rule, p, and w, for
¢=1,2,..., L are the nodes and weights for a Gaussian rule on the interval (0,1). That is

fo ) dp~ 3 wef (o) (68)

Then the nodes and weights for the interval (—1,0) are given by u_, = —p, and w_, = wy
for £ = 1,2,..., L. This rule is important for several reasons. First, the electron intensity
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often is discontinuous across 1 = 0 due to boundary conditions (45) and (46). Second, many
electron transport studies are concerned with calculating the upward and downward flux.

These are given by

o, = 40 ,u[ z,E,pu)d (69)

h

<

o ZWJ pl(z, E, 1) du. (70)

Hence, flux is a simple matter to calculate if the double-Gauss rule is used. Regardless of
whether ordinary Gaussian quadrature or the double-Gauss rule is used, the approximation
can be written in the form (67).

We are now ready to fully discretize (64). We find

psina 4 _ 5 ng<z>(—[t°t< )~ F(B)o ()] ()

species

+[1 = fe(E; Z e E;) P (1) 2 We P (i) Jie(2)

m=0 (=1
0£0 (71)

+ Y 0f(Ei+ TNH(z, By + T{, ) + > k08" (B, ) RE" (Bi, Bx, ) H (2, By, , )

channels k1
n

L

1 ion sec
+ 5 kZ’U/kQO'g (Ekg)Rg (El, Ek2) Z U)gH(Z, Ekz; /Lg)) + CQ(Z7 Ei; ,ul)

=1L

fori =0,1,...,K and [ = +1,£2,...,+L where J;;(2) ~ I(z, E;, ;). This equation can be
written in matrix form. We can define

3i(2) = [Jin(z) -+ Jia(z) Jia(z) - Jin(2)]"
H<Z7E>:[H(27E:,qu) H(sza,ufl) H('ZanMl) H(Zva,uL)]T
Po = [Pulp—r) -+ Palp-1) Palp) - Palp)]”
Q<Z7E>:[Q(ZaE7:U’—L) Q(27E7N—1) Q(Z7E71U“1) Q(27E7NL)]T
[ BB o By
I |
1

W = diag(w_L, ceey W, W,y ey wL)

n= diag(M—La ceey M1, M1y -y ,U“L) sin av.
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With these definitions, our discretized equation becomes

dJéiz) — Z n€<z)(_[ t0t< ) fg( ) ( )]J2<Z>

species

u

+ [1— fe(E)]od(E:)PDe(E)PTWI,(2)
! chanZnels E ! Tn H(Z, EZ ! Tg) (72)

+Zuk1 By, ) RE™(E;, By, )H(2, By, )

1
+ 1W2uk205 Ek2)RseC(Ei7Ek2)H(z,Ek2))+Q(z,EZ»)

ko

R2L><2L

where 1 € is a matrix of ones. It is now a simple matter to convert this to

dz

where A(z, E;) € R?2*2L and q(z, F;) € R*.. The only parts that may not be straightforward
are the terms involving H(z, ). From (65) and depending on the energy mesh, one of the
interpolating points may be the current energy. For example, we might find F; | < Eﬁ—Tg <
E; for the third term on the right-hand-side of (72). In this case, one of the terms in (65)
would contribute to A(z, £;) and the other term would contribute to q(z, E;). If instead
Ej 1 < E; + T < E; where j <, then both terms in (65) would contribute to q(2, £).

We can also rewrite the boundary conditions (45) and (46) in matrix form. This is simply
Btop'] (ztop> + :BbotJ (Zbot) - IBC(E) (74)

where Byop, Brot € R2*2L and Ipc(E;) € R*. Here, By, contains the L x L identity matrix
in its upper-left corner and zeros elsewhere. Similarly, By, contains the identity matrix
in its lower-right corner and zeros elsewhere. The vector Igc(E;) is constructed from the
right-hand-sides of (45) and (46) in a straightforward manner.

3.2 Stiffness of the Electron Transport Equation

Equations (73) and (74) together form a linear boundary value problem (BVP). The
difficulty with this particular problem is that it is very stiff. We can see from (72) that
the eigenvalues of the system are proportional to the number densities ng(z). We also see
from Figure 1 that at high altitudes the number densities are relatively small, whereas at
low altitudes the number densities are relatively large. In fact, at low altitudes the largest
number densities increase exponentially as altitude decreases. This means that the same
trend holds true for the eigenvalues of the system.
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The largest eigenvalue for a representative problem at two altitudes and energies are
shown in Table 1. Using a low order BVP solver, it is not unreasonable to require that the
product of the local step size and largest local eigenvalue be less than 2. It is well known
that keeping this product small helps keep the error small (see Ascher and Petzold [5]).
Table 1 shows that this is not a problem for the high altitudes. Step sizes on the order of
kilometers are possible. However, at the low altitudes this requires step sizes on the order of
centimeters at 100000 eV and microns at 10 eV. Clearly, if we wish to accurately solve the
problem without using hundreds of thousands of points, something else must be done.

Table 1. The largest eigenvalue in cm™! for z = 50, 1000
km and £ = 10,100000 eV.

Energy
Altitade 10 eV 100000 eV
50 km 1.639 x 10° | 1.513 x 10~!
1000 km 7.960 x 1072 | 1.194 x 10713

The problem under consideration qualifies as being a very stiff BVP. We make a dis-
tinction between a stiff and a very stiff BVP. For a stiff BVP, standard methods such as
collocation at Gaussian and Lobatto points (to be discussed shortly) can still be used as
long as enough points are placed in the stiff regions of the domain. For a very stiff BVP,
this requires far too many points and is not computationally practical. Standard methods
will be unacceptable in this case because they will be inaccurate due to a failure to damp
out the rapidly increasing and/or decreasing modes. Even worse, for the electron transport
problem they can yield negative intensities, which are meaningless. This is likely the reason
why all previous numerical attempts at this problem have made spurious assumptions such
as 60% of all electrons reaching 120 km are reflected back upward. Numerical methods for
very stiff BVPs are not widely used or well-known. The purpose of this chapter is to describe
a numerical method that avoids these spurious assumptions.

3.3 Numerical Methods for Stiff Boundary Value Problems

Two of the more elementary ways of solving BVPs are by the shooting method or by
replacing the derivative with a divided difference and solving the resulting linear system.
The flaws of the shooting method are numerous and outlined in Ascher et al. [6] and Ascher
and Petzold [5]. For this reason, some researchers resort to the multiple shooting method,
but this method still has its drawbacks. The divided difference method’s main drawback
is that it is difficult to extend it beyond second order accuracy. That is, if a higher order
method is desired, then the resulting system will be underdetermined.

The most popular methods for solving BVPs are based on collocation at either Gauss or
Lobatto points. In these methods, a set of collocation points 0 < p; < ps <--- < pp < 1is
chosen along with a set of basis functions (usually polynomials). A mesh is created, and for
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every subinterval of the domain the numerical solution is given by the linear combination
of the basis functions that satisfy the differential equation at the collocation points. For
our problem, this would mean that a polynomial will satisty (73) at 2,1 + p;Az, for every
subinterval [z,_1, z,] where Az, = z, — 2z,_1. The difference between different collocation
methods is the choice of collocation points. Gauss and Lobatto points are popular because
they are symmetric, give the highest order accuracy possible, and they are A-stable (see
Ascher and Petzold [5]). Hence, they are an easy choice for non-stiff and moderately stiff
problems, and software is freely available.

As the BVP becomes more stiff, however, symmetric methods begin to lose their appeal.
It has been demonstrated by Ascher and Weiss [3, 4] that under certain assumptions, Gauss
and Lobatto collocation can still be used as long as more mesh points are placed in the stiff
regions of the domain. The assumptions are that the system matrix (A(z, E;) in our case)
can be immediately separated into a stiff part and a non-stiff part and no turning points are
present. A turning point can mean different things in different contexts, but in this context
it is a point where one of the system eigenvalues changes by an order of magnitude. These
assumptions can be very restrictive depending on the problem (see Kreiss [42]).

For this reason, other methods were devised. One such method is given in Dieci et al.
21, 22]. A transformation is found such that the BVP is replaced by a nonlinear matrix
initial value problem (IVP), a linear vector IVP, and a linear vector terminal value problem
(TVP). The BVP solution can be constructed from the solutions to these three problems.
The theoretical underpinnings and numerical difficulties are discussed at length. The biggest
advantage of this method is that stiff IVP solvers are readily available. The main drawback
is that the method is largely untested on large systems, so its robustness is unknown. For
this reason, symmetric collocation methods still dominate (see Ascher et al. [6]).

All of the above methods have difficulty with turning points. For symmetric collocation,
this is clearly demonstrated in Kreiss et al. [43]. They give an example where even when a
large number of points are placed in the vicinity of the turning point, the numerical solution
is unsatisfactory for both Gauss and Lobatto collocation. In fact, Kreiss [42] argues that the
only way to know if turning points exist is to find the system eigenvalues throughout the
domain. However, if the eigenvalues are found, then it is possible to decouple the system.
That is, the system can be block diagonalized so that the eigenvalues are separated according
to their magnitude and sign. Then an appropriate difference method can be applied to each
block. Appropriate one-sided or upwind difference methods are applied to the blocks that
contains large eigenvalues, and symmetric difference methods are applied to the block that
contains the small eigenvalues. These ideas will be made more clear in this chapter.

The idea of upwinding also has its drawbacks. As we will see, it requires much more com-
putation than symmetric collocation methods. This is not unexpected since the underlying
BVP is much more difficult numerically. One of the difficulties is in how to select a mesh.
Stiff problems have a tendency to have large gradients in the solution. These regions are
called boundary and interior layers (see Holmes [32]). The difficulty is that in order for the
mesh to accurately resolve the solution, the location of these layers is required because more
points need to be placed in their vicinity. One way to handle this is to use adaptive mesh
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refinement. This is used in conjunction with upwinding in Kreiss and Kreiss [41]. Another
way to handle this is to use the BVP coefficients (A(z, E;) and q(z, E;) in our case) to deter-
mine where the layers will be and create an a priori mesh. The prescription given in Kreiss
et al. [43] for a priori mesh construction guarantees that the solution will be resolved on that
mesh. Further, it naturally leads to upwinding. This will be demonstrated later on in this
chapter. The method of Kreiss et al. [43] is a low order method, but it has been shown by
Brown and Lorenz [13] and Ringhofer [79] that the method can be extended to higher orders.
The problem is reframed in a collocation setting, and various sets of collocation points are
compared.

3.4 Overview of the Upwinding Method

To explain what is done in the upwind method, consider the problem

dy ()
dx

=A(x)y(z) + f(x), aLeLh (75)

with boundary conditions
B.y(a) + Byy(b) = ¢ (76)

where y(z),f(z),c € RM and A(z),B,, B, € RM*M_ Tt turns out that the eigenvalues for
the electron transport problem are real, so we will assume real eigenvalues throughout this
section. The method we will use is derived from and introduced by Kreiss et al. [43] and
Brown and Lorenz [13]. These authors were principally focused on proving error estimates
and did not adequately explain its implementation. Consequently, we will be focused on
implementation.

Throughout this section, we will assume some mesh a = g < 1] < 29 < -+ < Ty_1 <
Ty = b with Ag, = &, — & Tor 5= 1,2,..., N and
Azr = max Az,. (77)
1<n<N

In addition, all norms used denote the infinity norm. The notation

|2(z)(@.) = sup [2(z)[w = sup [z(z)] (78)

a<z<f a<z<f
will be used throughout for the norm of a vector function z(z) on an interval (a, ).

As stated in Kreiss et al. [43], a function y(z) is resolved on an interval (a, ) if

d"y(z)

dxv
for v =0,1,...,p where KAx « 1. The degree of smoothness p can vary with the BVP.
The importance of using a mesh that resolves the solution follows from the error analysis for
any finite difference method. For example, the local truncation error for the trapezoidal rule

< K(ly@)las +1) (79)
(a,8)
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is bounded by |7, < 5Az%|y” ()| (2,12, For non-stiff BVPs, Az can be made small
enough so that this error is small. However, for a stiff BVP the derivatives of the solution
can be very large so that the error is large unless if Ax is made prohibitively small. For this
reason, a solution is only resolved if a number p of its derivatives are bounded by a constant
K that is not too large (i.e. KAz « 1). Further, if y(x) is resolved on («, 3) and (8,7),
then it is resolved on (a, 7). This means that we only need to worry about resolving y(x)
in the neighborhood of every point x € (a, b).

The obvious problem with (79) is that in order to know if the mesh resolves the solution,
it appears we need to already have the solution. It turns out that we can find a mesh that
resolves the solution using only information about the BVP coefficients A(x) and f(z). This
means that an adequate mesh can be found before obtaining the solution.

Definition 1. Suppose a matrix function D(z) € RM*M can be partitioned into the form

DH(.T) DIQ(Z’) D13($)
D(z) = | D*'(x) D*(z) D¥(x) (20)
D?’l(x) D32(JI) DSS(ZE)

where DY (x) € R™*™i for 4, j = 1,2,3 and m;+ma+mz = M. D(x) is essentially diagonally
dominant on («, B) if D''(z) and D3 (x) are strictly diagonally dominant,

|5 D)

£ K, 81
@) " (&)
for:=1,3and 5 =1,2,3, and A

ID* ()] (0,8) < Ko (82)

for j = 1,2,3. Here D¥(z) is the diagonal matrix containing the diagonal elements of D (z)
and KoAz « 1.

Note that in this definition, there is no requirement that |D% ()|, for ¢ = 1,3 and
j =1,2,3 is small. As we will shortly see, the first and last row blocks will correspond to the
stiff portion of the BVP. Also note that there is nothing special about submatrices D! (z)
and D33(x). The definition is written with those blocks being strictly diagonally dominant
because the algorithm we will use to solve the BVP will put the system in this form. Now
we are in a position to determine if a given mesh resolves the solution to our BVP.

Theorem 1 (Kreiss et al. [43]). Consider the BVP

dw(z)
dx

=D(z)w(x) + g(z), a<z<b (83)

where D(z) is partitioned as in (80). Let w(x) and g(z) be similarly partitioned so that
w'(z),g"(x) e R™ fori=1,2,3. If D(x) is essentially diagonally dominant on (o, ) and
there are constants Ki and Ky such that

7, dVDij (.I’)
dzv

o~ i d %
< K; and ‘[D“(m)] 1579;) < K, (84)

(,8)

5]

(e,8)
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fori=1,3,7=1,2,3, andv=0,1,...,p;

dVDQj dv 2
i (a.8) L7 (@)
forj=1,2,3 andv =0,1,...,p; and
DY (a)| g < K> and ID¥()| s < K2, (86)

then w(z) is resolved on (o, 8). Here again, D¥(z) is the diagonal matriz containing the
diagonal elements of D" (x), K1Az « 1, and KAz < 1.

Theorem 1 requires the matrix of the BVP to be essentially diagonally dominant. This
will not in general be the case. Thus, we must find a way to transform the BVP (75) to this
form. Suppose we are able to find an invertible matrix function V(x) € R™*M guch that

AH(.Z’)
V7 (2)A(z)V(z) = A(z) = A*(z) (87)
A33(1')
where A%(z) € R™*™ and my + my + m3g = M. Here, the eigenvalues of A'!(x) are large

and negative, the eigenvalues of A33(z) are large and positive, and the eigenvalues (both
positive and negative) of A??(z) are small. Using (87), the BVP (75) becomes

dy ()

= = V(@) A@)V T @)y () + £(2). (88)
Let w(z) = V7!(z)y(x). Then
DAL Daw(a) + (o) (89)

where D(x) = A(z) — V7! (2)V'(2) (the prime denotes a derivative with respect to z) and
g(xr) = V71(x)f(z). With Theorem 1 in mind, suppose that A (x) and A33(x) are strictly
diagonally dominant. Now if [V~ (z)V'(z)| (a3) 18 small, then D(z) is essentially diagonally
dominant on (a, ). Hence, the application of Theorem 1 relies on our ability to find an
appropriate matrix function V(z).

Before we do this however, (87) and (89) are suggestive of a finite difference method. If an
IVP or a TVP have large eigenvalues, it is known that methods such as backward Euler work
very well. If either an IVP or TVP has only small eigenvalues, then the trapezoidal rule is
more accurate. With this in mind, let us use backward Euler for the A'!(z) block integrating
from a to b, the trapezoidal rule for the A%?(x) block (integration direction does not matter
since it is a symmetric method), and backward Euler for the A%3(x) block integrating from
b to a. This finite difference method gives us

| vy
- A;"D?zl—l Im2+A§nD¢212—1 A§"D33_1 V.,
Az, D3, Az, D2, I, +Az,D3, (90)
| I —AAan}ll —Aa:KD}f —%an}f X 1 g!
+ 0 =HEDY L= 8D —SDP | Vlu, = A | 5(85 + &)

ImS gn—l
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forn =1,2,..., N where I, is the m x m identity matrix and u, ~ y(z,). Also, we use the
shorthand V! = V~!(z,) and similarly for D¥(z,) and g(z,,). This notation will be used
throughout this section.

To numerically solve the BVP (75), the finite difference equations (90) and the boundary
conditions (76) are assembled into a system of equations of size M (N + 1). This turns out
to be a very sparse system. To solve this, we could use an incomplete LU factorization
as a preconditioner and a stabilized biconjugate gradient method. In MATLAB and GNU
Octave, the functions ilu and bicgstab are available for this.

3.5 The Schur Method

We now turn our attention to finding an appropriate V(x). From (87), we see that we
need a similarity transform. One way to find V(z) is to find a series of similarity transforms
and construct V(z) from those. At any mesh point z,, we can find the Schur decomposition
of A(z,). This is given by

Ku _7\12 K13
V1AV, =A, = A2 A2 (91)
K33

V~Vhere~\~/'n is an orthogonal matrix and Kn is an upper triangular matrix. This implies that
A, A*, and A% are upper triangular, so the eigenvalues of A, are on the diagonal of
A,. Further, the Schur decomposition can be done in such a way that the large negative
eigenvalues are on the diagonal of A the large positive eigenvalues are on the diagonal of
A3, and the small eigenvalues (both positive and negative) are on the diagonal of A?2. In
MATLAB and GNU Octave, the functions schur and ordschur accomplish this task.

Next, we zero out the remaining off-diagonal blocks. Let

R I.,, S1 S3 R L., —S;1 SiS;—S;
V, = L., S| < V., '= L., -S, (92)
| | .
so that we obtain
All
VAV, = A, = A2 (93)
Ay
This will occur if Sy, Sy, and S3 solve the Sylvester equations
AU'S, — S;A%2 = —A12 (94)
A28, — S,A% = —A%, (95)
Alls, - 8,X% — _A19_ Ai’s, (96)
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Two algorithms for solving the Sylvester equation are the Bartels-Stewart algorithm and
the Hessenberg-Schur algorithm, both of which are given in Golub et al. [25]. The Sylvester
equation AX — XB = C has a unique solution if and only if A and B do not share any
eigenvalues (see Golub et al. [25]), which is guaranteed due to how we have defined the blocks
of A,,. Routines for solving the Sylvester equation are implemented in MATLAB and GNU
Octave with the function lyap.

As stated above, the diagonal blocks of (93) are upper triangular, but Al and A% are
not necessarily strictly diagonally dominant as required in Theorem 1. Fortunately, it is
simple to find a similarity transform to make an upper triangular matrix strictly diagonally
dominant. Let Q € R™*™ be a diagonal matrix and A € R™*™ be an upper triangular
matrix. Then the product

M1 G A - Qqum)\lm

A T T
Q'AQ = 922 | 'p) q. 2 (97)

)\mm
is strictly diagonally dominant if we choose ¢, = 1 and
5 - 21 Gl (98)
Z VIl
fori=m-—-—1m—2,...,1and 0 <y < 1. With this in mind, let
Qll (Qll)—l
V, = L., = V1= L., (99)
Q33 <Q33)—1

where Q'' and Q* are diagonal matrices with elements set according to (97) and (98) so
that
All
V. IAV, = A, = A? . (100)
A33

We now have the desired block diagonal matrix A, with strictly diagonally dominant
matrices A'' and A*. However, we still need |V, 'V/| to be small. From (91), (93), and
(100), let

_Ull U12 U13
V.V.V,=U, = | Uz U2 U3|. (101)
U31 U32 U33
Also define
I _Uli
= U (102)
{) U3z
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for e = 1,2,3. Now let

di1,,, I
vV, = dol,, — V != dy ', (103)
dsL,,, )

so that
All
VAV, = A, = A2 . (104)
A33

Note that this last similarity transform does not change A,,. It only has the effect of scaling
V., so that HV; IV%H is small. This scaling is effective because right-multiplying U,, by V,,
normalizes the “column blocks” of U,. This makes all elements of U,, of moderate size.
Similarly, left-multiplying U ! by V! normalizes the “row blocks” of U, !. Certainly, other
choices of V,, may be better in this regard, but (104) has been found to be adequate for the
electron transport problem.

Finally, we find using (91), (93), (100), and (104) that if we let
V,=V,V,V,V,, (105)

then we obtain the necessary similarity transformation for (87).

3.6 The Riccati Method

The Schur method would be expensive if calculated for every mesh point and does not
guarantee a smooth V(x). However, if we already have V,,_1, then

Kn K12 K13
V1AV, =A, =[R2 A2 A (106)
K31 K32 K33
can be viewed as a perturbation to A,_; so long as Az, is sufficiently small. That is, the

off-diagonal blocks should be small. If we can eliminate the off-diagonal blocks through
similarity transforms, then we can avoid calculating the Schur decomposition of A,,.

Let us partition _/NXn so that

Kn Xu X13

- N N N Bll B12

R = A2l A22 | A23 _ — B (1()7)

n B2 | B22 n
A3l A32 ‘ A33
Now let
{[n _ |:Im1+m2 F’l] P ‘7;1 _ lIm1+m2 _IRI] ‘ (108)
ms3 m3



Then we obtain

~ 1o -~ B!
Vn BnVn = Bn EQI ]§22 (109)
if Ry solves the algebraic Riccati equation
B"R, - R,B* = R,B*R, - B”. (110)

Theorem 2 (Kreiss et al. [43]). Let BY € R™*™ fori,j =1,2. Also let R = O'2 where
O™ is the my x my zero matriz. If |B'2| and |B?Y|| are sufficiently small, then the iteration

B''R® — R*B?2 = RE-VBARK-D _ B2, k=1,2,... (111)

converges to a locally unique solution of
B"R - RB*” = RB*R - B2 (112)
Theorem 2 states that the algebraic Riccati equation (110) can be solved by solving a

series of Sylvester equations for which we have already specified algorithms and software.
We continue by letting

~ I - I
Vn _ m1+ma V—l = mi+ma . 113
[ S, Img] = Va [ _s, Imj (113)
Then we find that
PPN ~ B
V.'B,V,, =B, = B2 (114)
provided that S; solves the Sylvester equation
B%S, — §,B' = —B?". (115)
From (107), (109), and (114) we find that
ALl AlL2
VIWVAA,V,V, = A, = | A2 A2 (116)
A33
We now need to zero out the remaining off-diagonal blocks. We can let
_ Im1 R2 _ Im1 _R2
V, = I, = V != L., (117)
| [ | PP
so that _
All
VAV, = A, = | A2 A2 (118)
A33



provided that Ry solves the algebraic Riccati equation
A"R; — RyA” = RyA?' R,y — A2 (119)

Similar to before, we can now let

5 | 5 | P
Vo=1|S: I, — V. '=|-S L, : (120)
Ly L,
With this, we obtain
All
VAV, = A, = A2 (121)
A33

if Sy solves the Sylvester equation

A”S, — S,A = —A%. (122)

Finally, we find using (106), (116), (118), and (121) that
V, = Vo1V, V, V. V,, (123)
gives the necessary similarity transformation for (87).

There are two ways that the Riccati method can fail. The first is if the off-diagonal blocks
of (106) are too large, so Theorem 2 does not apply. To fix this, we can simply decrease Az,
until the off-diagonal blocks are small enough. Typically, we know that Az, is too large if
too many iterations in (111) are used. The second way the Riccati method can fail is if the
block structure of A(x) changes from x,,_; to z,,. That is, if one or more eigenvalues of A (x)
go from being small to large or vice versa, then the size of the submatrices A, A?2, and
A33 (i.e. their dimensions my, msy, and ms3) change. When this occurs, we simply resort to
the Schur method.

3.7 Small and Large Eigenvalues

A point that we have neglected thus far is what we mean by small and large eigenvalues.
In order to quantify this, consider the test equation for a scalar IVP

dy(x)
dx

=My(z),  yl(zo) = o (124)
where A < 0. The exact solution is y(x) = ey, but we will instead write the solution as

Mg (1) (125)



If AAxz,, is small enough, then the trapezoidal rule

1+ )Az,/2
T T T A,

gives an adequate approximation. If A is very large, then it is well known that the trapezoidal
rule does not give accurate results unless if Ax,, is very small. In certain cases, A can be so
large that Az, must be decreased to the point of impracticality. In this case, a method such
as backward Euler gives better results without having to reduce Ax,. The backward Euler
method for the test equation gives

(126)

1

b =g )\Axnunfl'

(127)

To know whether the eigenvalue is small or large is to know whether (126) or (127) is a
better approximation to (125). For both numerical methods, if z = AAx,,, we can write

Up = G(2)up_1 (128)

where G(z) is the growth function. We would like to have G(z) emulate the exact solution
as much as possible. That is, we want |G(z) — €*| to be small. In Figure 5, we plot the
growth function error for both backward Euler and the trapezoidal rule.

—Backward Euler
[ - - -Trapezoid Rule
04+ -
|~ 03}
=
== 0.2}
~
0.1
0! ‘ g
-5 -4 -3 -2 -1 0

Figure 5. The growth function error as a function of z =
AAZ,.

The errors are the same for z ~ —2.59. So the trapezoidal rule gives less error if z > —2.59
and backward Euler gives less error if z < —2.59. However, from (126), we see that if z < —2
the trapezoidal rule growth function is negative. This causes the numerical solution to
oscillate between positive and negative. This is undesirable in problems where the solution
is strictly nonnegative such as the electron transport problem. So if using backward Euler
and the trapezoidal rule, we say an eigenvalue A\ of (75) is small with respect to the local
mesh spacing Az, if |A\|Az,, < 2 and large if |A\|Az, > 2.
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3.8 Implementing the Numerical Solution

Before stating the algorithm, a few remarks should be made. First, in Theorem 1, we
need to choose constants K; for ¢ = 1,2 and the degree of smoothness p. For choosing K;, we
simply need K;Ax « 1, so the choice of K; is problem dependent. Regardless, the smaller K;
is, the more points the algorithm will use. As for p, it has been found to be sufficient to let
p = 1. This way, when the derivatives needed in Theorem 1 are calculated, we can use a first
order finite difference approximation with only two points. The procedure is summarized in
Algorithm 1.

Algorithm 1 Implementation of the Upwind Solution

1: choose a preliminary mesh a = zg < x1 < T3 < -+ < xy_1 < N = b that satisfies (86)
2: use the Schur method to find V(z¢) and A(zp) and calculate D(xg)

3isetn=1

4: while z,, # b do

5: use the Riccati method to find V(z,,) and A(x,)

6: if Riccati iteration (111) does not converge then

T: replace Az, with Az, /+/2, update z,,, and go to step 5

8: else if block structure of A(x,) and A(z,—1) differs then

9: use the Schur method to replace V(z,—1) and A(z,_1) with block structure forced to be the same

as A(zy,)
10: end if

11: calculate D(z,,)
12: check smoothness with (84) and (85)

13: if not smooth enough then

14: replace Az, with Ax,/+/2, update z,,, and go to step 5
15: end if

16: accept Az, and adjust mesh accordingly

17: calculate finite difference matrices (90) and store

18: replace n with n + 1

19: end while

20: assemble finite difference matrices (90) and boundary conditions (76) into a linear system
21: solve system to find solution u, ~ y(x,) for n =0,1,..., N

A few more remarks about Algorithm 1 are in order. First, the number of points N + 1
changes as the algorithm proceeds. Also, this algorithm leaves open the possibility that there
will be an abrupt change in mesh spacing. That is, either Az, /Ax, 1 « 1 or Az, /Ax,_1 > 1.
This can give spurious results in the numerical solution, but can be remedied by adding more
points so that the ratio Az,,/Ax, ;| € [%, 2]. Lastly in step 9, we use the Schur method but
alter how the blocking is done. That is, instead of setting the size of the blocks according
to the size of the eigenvalues at x,_1, we set the size of the blocks according to the size
of the eigenvalues at z,. It should also be pointed out that a good approximation to the
eigenvalues of D(z) are its diagonal elements since it is essentially diagonally dominant.
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4 Boundary Element Solution of a Reduced Problem

4.1 Verification of the Upwind Method

Numerical experiments help in establishing the validity of a numerical method and in-
creases confidence that it works in general. However, these experiments do not necessarily
show that the method works on real world BVPs. Hence, when it is possible to solve the
problem using a different method, it is advantageous to do so. If the two solutions agree,
then we can further increase our confidence that the upwind method is accurately finding the
solution. However, Trucano et al. [103] shows that there are many pitfalls to doing a code
comparison and caution must be taken. After all, two codes giving the same answer does
not necessarily mean either code is correct. For this reason, we will find the exact solution
to a simplified electron transport problem. This way, the only error introduced will be in
evaluating the expression giving that solution.

The boundary element method is a numerical technique that is useful if the Green’s
function or a fundamental solution can be found (see Kythe [48]). If either of these can be
found, then it is possible to write the exact solution as an integral. The boundary element
method then becomes a matter of evaluating this integral. Unfortunately, finding the Green’s
function or a fundamental solution is not possible, or at least not obvious, for the electron
transport equation due to the summation over species. However, if we let the atmosphere be
composed of a single species, then a boundary element solution is possible, and the resulting
solution can be compared to the finite difference solution. If we can determine that the
two solutions agree with each other, then we can verify that the upwind method is working

properly.

4.2 Preliminary Simplifications

As stated above, we will let the atmosphere be composed of a single species. Although
this is not physically realistic, it allows us to make a change of variables that leads to an exact
solution. This chapter is only concerned with verifying the finite difference solution, which
can be applied to the full problem. The single species assumption eliminates the summation
over species, and we can drop all £ subscripts. The species we will choose is oxygen O because
this is the most abundant species for most altitudes (see Figure 1). However, at low altitudes
the density of oxygen is very small, so using only oxygen would eliminate the stiffness of
the problem. This would defeat the purpose of using the upwind method described in the
previous chapter. Even worse, many electrons would reach the ground, and we would have to
replace the boundary condition at z = z,,,; to be some sort of reflection condition at z = 0.
We can avoid both of these undesirable features if we set the oxygen density to be the sum
of all densities in the upper atmosphere. This way, we can retain the essential mathematical
features of the problem.
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Let us begin by rewriting (61) using the above simplification. We get

/Lsinaw z)( o (E) — f(E)o™(E)]I(z, E, )

2m+1

M1
+ 1= f(
m

GEP) | PulI By (129)

=0

# q(%ﬂﬂ))

where ¢(z, F, 1) is the sum of all other terms in (61). We can write it this way because
q(z, E, ) only contains terms that depend on electron intensities at higher energies, which
can be assumed to be known. It may seem like finding the Green’s function or a fundamental
solution is unlikely due to the complexity of the right-hand-side, but this is not the case.
Let us define the scattering depth to be

tot el (ztop
= %‘[ n(z") dz’ (130)

sin «v 5

where we have dropped the E dependency. If ] (1,p) = I(z, ), then our equation becomes

ua[(a: 4 _ e, ) - 5 2 (2m + 1)x5 P (1) L Po(p) (7, 1) dp! + G(r,p) - (131)

m=0
where
[l
= ogtot — fo-el’ (132)
) —q(2, j1)
Q(T7 /J') = Otot _ fo_el‘ (133)

It is important to note that ¢ < 1, which can be verified with (42). It can be shown that this
is essential to using the boundary element method for this problem (see Case and Zweifel
[17]). Under this change of variables, the boundary conditions become

10, ) = Liop(p), 1 <0, (134)
I(Tmax> 1) = 0, > 0. (135)

Notice that the “top of the atmosphere” is at 7 = 0 and the “bottom of the atmosphere” is
at T = Tmax. Hence, scattering depth (130) is a dimensionless measure of how far an electron
has penetrated into the atmosphere.

4.3 The Homogeneous Solution

In order to find the Green’s function or a fundamental solution, we must be able to find
the homogeneous solution of (131). The procedure we will follow is due to Case [16], who
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solved a similar problem for the case of isotropic scattering. This corresponds to M = 1
in (131). As M is increased, the scattering becomes anisotropic. The case of M = 2 was
treated in depth by Kuséer et al. [47], McCormick [64], and Shure and Natelson [83] and was
applied to neutron transport theory in Case and Zweifel [17]. Mika [68] extended parts of
Case [16] to general M, but his ideas did not gain much traction in solving actual problems.
Case and Zweifel [17] also briefly discuss the general M case, but not much detail is given.
We wish to leave M general, so this chapter will give all the details of extending the method
given in Case [16].

Looking for a homogeneous solution, we set ¢(7,u) = 0 in (131). Dropping the hat
notation, we use separation of variables and assume (7, 1) = ¥(7)¢(u). Substituting this
into (131) and dividing by u(7)p(u), we find

P(r) 1
Y(r) u

where 1/v is the separation constant. We will call v an eigenvalue and ¢(u, v) an eigenfunc-
tion to (131). Solving for ¢ (7, v) is simple, and we find that

M-1 1 P, (i A d!
3, Cm 1 Pl AL

N O

Y(r,v) = e (137)
where we have set the arbitrary constant to unity.
To find (u, ), multiply (136) by pe(u, v) and rearrange to find

(1 - g)so(u, ) = 5 2t DN [ Paliel ) dit. (139)

m=0

N O

This is a homogeneous linear Fredholm integral equation of the second kind (see Tricomi
[102]). Let us define

Rov) = || Pl ) (139)
which give us
(1 = 5)% D)= £ 3 @m0 Pa) R0, (140)

but the R,,(v) are still unknown. Choose the normalization of ¢(u, ) such that
Ry(v) = 1. (141)

Now, integrate (140) over u from —1 to 1. Since Py(u) = p and the Legendre polynomials
are orthogonal, we find that
Ri(v) = (1 —exg)v. (142)

Now if we multiply (140) by P,(u) and integrate over p, we can use the well known Legendre
polynomial recursion formula to find

(m+1D)Rp1(v) = 2m+ 1)(1 —ex)) VR (V) — mRy—1(v), m=12...,M—1 (143)
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Equations (141)—(143) show that R,,(v) is a polynomial of degree m.

Now that R,,(v) is known for all m, we can write

(1 - g)w, ) = SD(u.v) (144)
where i
Div) = 3 @2m + DX Po() Bon(v) (145)

is a known function. It will be useful later to know that D(—u,—v) = D(u,v). This is
simple enough to prove using the facts P,,(—u) = (=1)" Py, (1) and R, (—v) = (=1)™ R, (v).

It would seem that solving for ¢(ju, v) in (144) is simple, but it is only simple if v ¢ [—1, 1].
It turns out that there are a finite number of eigenvalues with this property (the discrete
eigenvalues), but every v € [—1,1] is also an eigenvalue (the continuum eigenvalues). We
will treat each case separately.

The Discrete Eigenvalues

For the discrete eigenvalues, v ¢ [—1, 1]. Hence, the eigenfunctions are given by

cv D(p,v)

o, v) = (146)

2 v—p

Now we need to find what values the eigenvalues can take. To do this, we integrate (146)
over p. Using (139), (141), and the fact that Py(u) = 1, we find

cv (Y D(u,v)
2 ), v—up

1= dp. (147)

Let us define the so-called dispersion function

A =1+% fl %’j) s (148)

The discrete eigenvalues are the zeros of A(z).

A few properties of A(z) are useful. Onme is that A(—z) = A(z). This can be easily
shown using the fact that D(—p, —v) = D(u, ) mentioned above. This implies that if ¢ is
a zero of A(z), then so is —(. Useful for calculating A(z) is the relation between Legendre
polynomials (Legendre functions of the first kind) and Legendre functions of the second kind.
This relationship is (see MacRobert [57])

an(s =3 | Pm—(‘:}du, 2] > 1 (149)



which immediately gives

M-1
Az) =1—cz Y, (2m+ 1)xX5Qm(2)Run(2). (150)
m=0
This is useful because the Legendre functions of the second kind satisfy the same recursion
relation as the Legendre polynomials, making (150) simple to compute.

Another useful property is the limiting value of A(z) as z — c0. From MacRobert [57],

we know that
1 J b opP2(p)
-1

2P (2)Qm(2) = (151)

dp + !
2 g— i a 2m + 1
which gives

. 1
Zh_}r& £ P (8)Gni(2) = g

(152)

Also, from the Legendre polynomial recursion formula and (143), we know that

}_A

m—

R (=) [ (= exd) (153)

=0

as z — o00. Therefore, it follows that

= [T - e (154)

Equation (150) works well for z close to unity. For large z however, this formula becomes
inaccurate in finite precision arithmetic since @,,(z) — 0 and R,,(z) — © as z — . A
better formula is given by

cz [+ D(pp)
Alz)=1+— —=dpu, (155)
2 ) p—=z
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which is almost the same as (148). They are, in fact, equivalent because

1 1 1 .
J D(p, 2) d = " D(u,p) d— D(p, pr) — D(p, 2) i
-1 H—=Z J-1 H—2 -1 H—=2z
(D) , " Ru(p) = Ru(2)
. 1 o — 2m+1X:J s = P(p) d
| Bl mz_:o( Mo | T (1) dps
1
D
_ Mdﬂ_ (156)
Jo1 H— %2

Here, we used the fact that (R,,(u) — Rim(z))/(1 — 2) is a polynomial of degree m — 1, and
P,,(u) is orthogonal to any polynomial of degree less than m over (—1,1).

At this point, the question of how many discrete eigenvalues exist needs to be answered.
Before we do this, however, a few concepts should be developed. First is the notion of Holder
continuity. The formal definition of this is given next.

Definition 2 (Muskhelishvili [72]). A function f(u) is Hélder continuous on [—1,1] if for
any two points pq, s € [—1,1]

() = fp2)| < Alpa — po|® (157)

where A and « are positive constants.

For the remainder of this chapter, we will restrict ourselves to Holder continuous functions
unless otherwise specified. This is not a very restrictive requirement since any function that
is differentiable or Lipschitz continuous is also Holder continuous. Also, we will be dealing
with functions that are holomorphic everywhere in the complex plane except on the cut from
—1 to 1. An example of one such function is A(z). We have to place a cut in the complex
plane from —1 to 1 because the integral in (155) diverges at those points.

We will, however, be dealing with functions such as A(z) evaluated at points just above
and below the cut. These points will be denoted as

A () = lim A(p =+ ie), pe[-1,1] (158)

e—0+

where ¢ = /—1. Further, we will be dealing with Cauchy principal value integrals. These

are defined as
1 v—e 1
S0 4y~ Tim (J +f )f(u) dy (159)
1=V =07 N0 o vte ) H—V

for =1 < v < 1. If f(p) is Holder continuous, then the above principal value integral exists
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because

f A g [ HOZIO g
[ s (157)
<| [ 8= o (555
< [ [P o rones (155
= I )]
- Afl 5— B+ ‘f(u) lig (1 . Z)‘ (160)

The integral on the final line above exists because o > 0 (i.e. at worst v is an integrable
singularity).

The following theorem is often referred to as the Sokhotski-Plemelj or simply the Plemelj
theorm. It will be vital for the remainder of this chapter.

Theorem 3 (Muskhelishvili [72]). Let f(u) be Hélder continuous on [—1,1]. If

o(z) = 2% 11 %dﬂ, (161)

then
B (1) + B (1) = % _11 /f (_“)V di, (162)
()~ () = 51() (163)

for any —1 < v < 1. Further,

O(z2) s log o] +g(2) (164)
as z — —1 and
d(z) — f( ) lo + h(2) (165)
211 5 z—1

as z — 1. Here, both g(z) and h(z) approach definite limits for —1 and 1, respectively, along
any path.

Now we are in a position to answer how many discrete eigenvalues or how many zeros of
A(2) exist. Since the zeros of A(z) come in plus/minus pairs, let us denote the number of
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Figure 6. The contour C, 4+ vy—1,1.

zeros as 2N. Since A(z) is holomorphic everywhere except on the cut from —1 to 1, we can
use the argument principle of complex variables (see Ablowitz and Fokas [1]) to determine
N. We have
1 A 1 d
2N = — lim § (2) dz = — lim § —log A(2) dz (166)

2mi p—oo A(z) 27i p—oo dz
Cot+y-1,1 Cp+v-1,1

where C), is the circle of radius p oriented in the counter-clockwise direction and v_;; is
the contour surrounding the cut oriented in the clockwise direction (see Figure 6). Writing
A(2) = |A(2)]e’®®), the argument principle becomes
1
2N = — lim O(z

2T p—o )’Cp+'771,1

(167)

which is the change in argument of A(z) around the contour C, + vy_1; (hence the name
argument principle). From (154), we see lim, o, ©(2)] o = 0so that
P

1
2N = -0, ., (168)
which is the argument of A(z) around the cut.
Assume that A*(v) # 0 for any —1 < v < 1. From Theorem 3 we have
1 .

cz [ D(u, p) imcy
A*(v) =1+ — " dy+ ——D 169
) +2£1 8 g T D), (169)
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so this assumption requires that the real and imaginary parts do not simultaneously vanish
(this certainly is possible for special values of ¢ and x¥,, but in practice it doesn’t occur —
see Mika [68] to see how the following arguments change in case if it does). Also, notice that
A*(v) and A~ (v) are complex conjugates, which means ©*(v) = —O~(v). Further, it can
be shown that O (v) = —O*(—v). With this, the argument principle becomes

L o)

E Y-1,1
1 i
- —|erlL, o)

1 1
= §@+(V)‘—1

_ %@m). (170)

N =

Now we can write

0% (v) = tan™! < 5 D) ) (171)
dp

cv (1l D(pp)
1+ 2731 n—v

Since D(v,v) is an even polynomial of degree (M — 1)?, it can have at most M — 1 zeros
between 0 and 1. Further, there is a possibility of a 27 increment in ©%(v) only when
vD(v,v) = 0. Hence, there are at most M zeros of A(z). This shows that the number of
discrete eigenvalues is finite. Finally, Kuscer and Vidav [46] have shown that for ¢ < 1, all
eigenvalues are real.

The Continuum Eigenvalues

For the continuum eigenvalues, we have v € [—1, 1]. In this case, the eigenfunctions are
distributions. The solution to (144) is now given by
D(p,v)

5 Pﬁ + A(v)o(v — p) (172)

cv

(b(:uv V) =

where P denotes Cauchy principal value when the integral is absent (the dashed integral
notation will be used otherwise). The Dirac delta term makes the expression as general as
possible because zd(x) = 0. That is, (172) satisfies (144) for every v € [—1,1]. All that is
left to do is to solve for A(v).

To do this, simply integrate (172) over p. After some rearranging, we find

cv [t D(p,v)

Av) =1+ dy (173)

2)., p—v
which is the same as (148) except we now have a principal value integral. Using arguments
similar to those leading to (155), we can also write

v [t D(, 1) "

AMr)=1
W) =1+ S

(174)
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which is related to A(z) through (169). The relation is

n (ye%

A () = M) + =5

D(v,v). (175)

Now that we have the eigenvalues and eigenfunctions, we can write the homogeneous
solution to (131) as a linear combination

I(r,p) = ), ajp(u,vy)e™™ +J1 AW)e(p, v)e™ dv (176)

j=—N

j#0
where the a; are arbitrary constants and A(v) is an arbitrary Hélder continuous function on
[—1,1]. Here, we denote the discrete eigenvalues by v; with v_; = —v; and the continuum
eigenvalues by v € [—1, 1].

4.4 Orthogonality and Normalization

Let v/ and v be any two eigenvalues. From (144), we can write
i c
(1= 2 ) ot = 5D (177)
I c
(1= 5 )etus”) = 5000, (179

Now, let us multiply (177) by ¢(u, V"), (178) by ¢(u, V'), subtract, and integrate over u. We
find that

L[ psp (v ), V") dp
)],

I/, I/”

- g L [D(p, "), V') = D, v ) o, V") | dp

1
c *
= 5 D mt U | Pal) [l 1)) = Ronlo ol d
m=0 —1
oM
=y 2m + 1)X5 [ B (V)R (V') — Rin (V) R (V") ]
m=0
=0 (179)
where we have used (139) and (145). Thus, for discrete eigenvalues v; # v; and continuum
eigenvalues v, we have
1
J pep (s vi)p(p, vi) dp = 0, (180)
-1
1
J pp(p, v)o(p, vj) dpp = 0. (181)
il

53



This shows that the eigenfunction are orthogonal over (—1,1) with weight function p.

In future sections, we will come across the expression

N

W) = D) aelu) + | A@e(ur) dv (182

where 1 (1) is a known function. This comes from evaluating (176) at some 7, which is what
happens when the boundary conditions are applied. Regardless, in order to find the a;, we
multiply (182) by pe(u, v;) and integrate over p. We then use (180) and (181) to find that

1

leuw(u,yﬂ¢wu)dﬂzz(”‘[

pp? (11, ;) dpa. (183)
1

We use this to define )

Ny = | pe*(u,vy)dp. (184)
-1
Similarly, to find A(v), we multiply (182) by up(u, V') where v/ € [—1, 1] and integrate over
w. We again use (181) to find that

1

f_ll pep(p, v) () dp = J pp(p, v) <£1 AW ), V) dﬂ) du. (185)

-1
We now define

N0 = [ ot ([ Aot /) Y (156)

Equations (184) and (186) form what are called the normalization relations. Thus, it is
necessary to find N; and N(v). We begin by finding N;.

Discrete Eigenfunction Normalization

Let us consider the symmetric function

czc? (Y D(w,z) D(u,?)
H(zZ)=—— | u ’ = dy, 187
(2.2) =55 S (187)

which is (184) when z = 2’ = v;. However, we will leave z and 2’ arbitrary for now and take
the appropriate limit to v; later. If we perform a partial fraction expansion on H(z,2’) and
use (145), we find that

H(z,2') = %%Z/z _1 - 2m + D)X [Rin(2) K (2') = Ro(2) Ko (2)] (188)
where
2 _ ' D(:uv Z)
Fonl) = | Pt 2 a (189)



We can write

Bon(e) = [l PED=20 g [, 02 g 100

where we recognize that the first integral is a polynomial of degree no greater than M — 2
since D(p, z) is a polynomial of degree M — 1 in both arguments which makes (D(u,z) —
D(p, p))/(z — p) a polynomial of degree M — 2.

The second integral is not a polynomial. We can rewrite it using (175) as

[ npul 2 gy - [ R =2 g

iy i h— 2
:_%[}E&< fﬁ §)Pm< i
_ % tim jﬁ w dc — EPm(z)A(z) (191)

Cp

where we have used Cauchy’s integral theorem (see Ablowitz and Fokas [1]) to get from
the third line to the fourth line. Using the substitution ¢ = pe?, the geometric series, and
a series representation of the Legendre polynomials (see Koornwinder et al. [39]), we can
simplify this further to

! D, 1) Afe) . (™" i\ 2 2
J P (1) dpy = lim 1 P,.(pe )deﬁ——}’m(z)/\(z)

1 zZ— U mTC  p—® c
A 21 m m+k—1 ) 0 l
_ Adep) lim 2’"2(m)< 2 )pke”“’ Kz.wd()
T p—o g =k m = p'e
2
— =Fr(2)A(2)
c
2mHIA(00) & (M %’H e 2
= 7 ——-P.,.(2)A 192
! 2(,)( PN )
where we have used
2m ) 2 =1
f g =T "= (193)
0 0, otherwise

Substituting (192) into (190), we find

Kn(2) = Kp(2) — —=Pp(2)A(2) (194)



Let z = v e [—1,1] and use (194) to write

K) = § Pt 2 - 2, ) LA
- 2 wra G 2 du 2R )
5 rl cv_ D(p,v)
~ o), (1P (1) (?Pﬁ +A(w)o(v — M))dﬂ
= % BBk, v) dp (196)

We can now use the Legendre polynomial recursion formula and (139) to obtain

2(1 = ex* )R (). (197)

Cc

K (v)

Since (195) shows that K,,(z) is a polynomial of degree no greater than max(M — 2,m)
for complex z and (197) shows that K, (v) is a polynomial of degree m for v € [—1, 1], we

conclude that .

&

Kin(2) = =(1 = ex;n) Bn(2) (198)
is a polynomial of degree m for all z € C.
Now if we substitute (194) and (198) into (188), we find after some simplification

czz' D(z,2")A(z) — D(#, Z)A(Z/)_

H = 199
(#) == o (199)
Finally, if we let both z and 2’ approach a discrete eigenvalues v;, we obtain
% )
Nj = —-D(v;, ;)N (). (200)

Continuum Eigenfunction Normalization

Before we consider normalization of the continuum eigenfunctions, we need to address
the issue of permuting the order of integration for double principal value integrals. Let us

consider the integral
1 1 1 /
f ( f(I/J“7 V) dV,> d/L (201)
A V=N ¥V — B

56




where v € [—1,1] and f(u, ) is Holder continuous in both arguments. Usually, to change
the order of integration, Fubini’s theorem is invoked. In this case, Fubini’s theorem does not
apply because the integrand is not absolutely integrable. We can, however, switch the order
of integration using the Poincaré-Bertrand transposition formula which is normally written
(see Jacobs and Mclnerney [37])

][_11 ﬁ( _11 J;(,“—_V: dz/) dp = f(v,v) + Jf_ll (J[_ll C J i’;(yy,,)_ m du> . (202)

This formula is not completely defined, though, because the integral on the right-hand-side

does not converge (even in the Cauchy principal value sense) when v = v. In order to
circumvent this difficulty, you can define
1 1 1 1 1
P P = = (73 =P ) (203)
v—pu v—p v-v\ v—u v — i

which seems quite natural. However, this is merely a convention because the product of
two distributions is not well defined. Furthur, it turns out to not be the most convenient
convention for our purposes. This was pointed out by Kuséer and McCormick [45]. Instead,
we write the Poincaré-Bertrand transposition formula as

fm o)1, ety o

with the convention

P

1 1 1 1 1
- =26y — p)o(v' — p) + — (73 — P ) (205)
v—pu VvV —pu V—v\ v—u T

Notice that if using either (202) and (203) or (204) and (205), we end up with the well-defined
formula

£ 1 ( ') dy’)d,u=7T2f(V7’/)

(V=N v —p
I | . , 1 1 .
+ = f(u,v) - dp|dv'.
VvV =v|J, v—u V—u

Using (204) and (205), though, we can formally permute the order of integration in any
double Cauchy principal value integral. This will be necessary later on.

(206)

Now, the continuum eigenfunction normalization can be found. From the definition of
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N(v) (186), we find that

)= || el ( [ awretu) v )i

e s
4 ug%lf ( [ amens0 - war )
[ e - (f a0 L 2D 0

v —p

[ i —n( [ 3050/ - v Jau] (207)

where we have simply used the definition of the eigenfunctions. We can now use (204) and
(205) to obtain

- [ DL woomn(5 Yo

! ~evv' DWW v) o, o, ., ! ~evv D(v, V') ,
+J[_1A( ) R A dv + _lA(l/) T (v)dv
2
L AWWRE) + AW) <”C”DQ(”’ ”)) ] (208)
For the first integral of (208), we have
ev e J[ pD(w D)
2 2 ), ¥ =i
cvev/ . N D(p,v)
= 5% S Om e DGR wPal)
v & 2
= 5% X+ D) (10) ~ 2Pu0))
e & , . 2
= LN @m0 R 20— exe) Ron(v) — 2 Pa(v)AW)
m=0 ¢
v/ ; ;
=— [S(v,') = D(v,V")A\(v)] (209)
where
M-1
S(v,v') = = > @m+ 1)1 = o)X B (V) B (V). (210)
m=0

58



With this, we find

VAW ecver [ (F 1 1
—— D D ¢ — du |dv'
[ 2SS (] wptenpn (52 - o v

_ _J[_l AT DTy g J[_l A D) st o

2 v—v 2 v -—-v

which shows that the first term of (208) cancels with the second and third terms. Thus, the
normalization for the continuum eigenfunctions is

N(v) = vA*(v)A~ (v) (212)
since (175) gives

(213)

A W)A~ () = X2(v) + (Mf

2

4.5 Eigenfunction Completeness

The homogeneous solution to (131) is given by (176). If we are also able to find a
particular solution, then all that remains is to find arbitrary constants a; and function
A(v) in (176). This, of course, is done by applying the boundary conditions. Using the
orthogonality and normalization conditions found in the previous section, this does not
present any difficulties. That is, suppose we have

N 1
> asplie) + | Awhelisr)dv = wia). (211
j=—N =

20
To find the a;, we would multiply (214) by pup(u, v;) and apply (180), (181), and (200) to
find

a; = Nij J_l pp(p, i)Y (p) dpe. (215)

Then we can multiply (214) by pue(p, V') for v/ € [—1,1] and apply (180), (181), and (212)

to find . )
Alv) = WL e, v)Y(p) dp. (216)

In order for this procedure to be valid, however, the eigenfunctions have to be complete over
some function space.

The first to show the completeness of the eigenfunctions was Mika [68], where it was
shown that this is equivalent to solving a certain singular integral equation. The problem
was solved by following a general prescription from Muskhelishvili [72] (also found in Polyanin
and Manzhirov [76]). Thus, the eigenfunctions were shown to be complete, but it was not
shown how to relate the solution of the singular integral equation to the solution found
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through orthogonality (215) and (216). This section aims to show that these solutions are

the same by taking advantage of the structure of the integral equation.

Suppose t(p) is Holder continuous on [—1,1]. We will show that there exist constants

a; and a function A(v) such that

N

X aplwm) + | A0 dy = v()
e -

For now, let us assume that

is a known function and write

f a0 G2 4t AN = b

where we have used (172). This is a singular integral equation of Cauchy type.

One way to solve this singular integral equation is to introduce a function

D(z,() 1 cv D(z,v)
)f Alv)—————=dv

P
(2:0) = 2miD(z, 2 2 v—2z

where ( is a parameter that will be determined later. From Theorem 3, we have

D(p,¢) [* cv D(,v)
iﬂD(u,u)J[_ A o

®*(11,0) — & (1,¢) = A LAY

both of which can be substituted into (219). Doing so gives

2A(w)

imD(p, p)
cuD(p, )

D(p, <)
Using (175), this simplifies to

[@%(1.0) + @ (1.Q)] + [@%(1,0) — @ (1,)] = Dlw).

AH ()@ (11,€) = A~ ()@ (1, Q) = T Dlp, O ().

Let us define a function ¥(z, () = A(2)®(z, (). This gives us

(11, €) = (11, €) = D1 C)ln)
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(220)

(221)

(222)

(223)

(224)

(225)



which immediately from Theorem 3 gives

1t D)
2mi ), 2 p—=z

-
E,
U

U(z,() = (226)

or equivalently

b dp. (227)

Upon inspection of the integrand, we see that it resembles one of the eigenfunctions if
we let ¢ = z. Define ®(z) = ®(z, 2) so that

®) = 1rmrom | 2L dp (229)

We can make the same substitution in (220) to find

B(z) = —— _IA(V)Q—D@’ V)

dv. 229
211 v ( )

2 v—1z

Clearly, (229) shows that ®(z) is holomorphic in the complex plane cut on [—1, 1], but (228)
is not because A(z) has zeros at z = v; for j = £1, 42, ..., £N. Hence, (228) is not true for
general (p1), but from (218) (1) has a special form that allows (228). Let z = v; for some
j and substitute (218) into (228) to find

©03) = Ko )y e (V0 = 3] a0
1#0

- 1 1 L cv; D(p, vj) |
~ Ay 2w, L“?W(@W)“ D welu vi))du

1 1 1 N
- —A(Vj) 2miv; JA He i, v5) (@Z’(,u) - i:Z‘.N a;p(i, Vz'))d#- (230)
1#0

In order to make ®(z) holomorphic in the cut plane, the integral in (230) must vanish. That
is, we must have

Z azf o (p, vi)o(p, vi) dp = LW(M, vi)(p) dp. (231)

Z#O

From (180) and (200), this simplifies to

o =5 | et d (232)
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which is precisely what we obtained before in (215).
Now all that is left is to find A(v). From (222), we see that

Alv) = m[qﬁ(w — @ (v)] (233)

where we have set ( = z = v. Then, applying Theorem 3 to (228), we find

) = 0 (o] L LD di £ 1S D))

W \2ri) | 2 p—v
1 1 (" cvD(u,v) ~
- A£(v) <_ 27Tz'1/][_1 Y i Plu) du
£ 5 G D0) [ = i ) (234)

It is now straightforward to use this with (175) and (212) to find

1 cv

® (1) =0 (4) = =5 D) f o3, ) () s (235)

By orthogonality and (233), we can replace 1)(x) with ¢(p). Finally, we arrive at

AW) = 5707 | el e (236)

which is precisely the same as (216). Thus, the eigenfunctions are complete in the space of
Holder continuous functions on [—1, 1], and the arbitrary coefficients are given uniquely by
(215) and (216). From now on, instead of solving a singular integral equation such as (219),
we can simply apply the orthogonality and normalization relationships from the previous
section.

4.6 A Fundamental Solution

We are now ready to find a fundamental solution to (131). A fundamental solution is
any distribution F'(7, u; 70, po) such that

OF (T, 1; 7o, o)

e — F(7, 15 70, f1o)
LMo ! (237)
+5 2 (2m 41X P (p) J P (W) F (7, 1 70, pto) dpt = 0(1 — 70)6 (1 — po)-
m=0 -1

A fundamental solution is not unique because no domain is specified. We have the freedom
to choose any domain and boundary conditions. We will specify this momentarily. For now,
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we can use the results from the previous sections to write

( N 1
ZZWMMMJM+J-MWﬂmWJWW7T>m
j=—N —1
F(r, 570, pt0) = § '3 . (238)
Z<wﬂmmaw+f Cl)ela e dy, T<mn

-1

j=—N
\ j#0

If we were trying to find the Green’s functions G(7, i; 79, o), then the boundary condi-
tions would be (see Duffy [23])

G(07 Hs 7-07:[/’0) = 07 H< 07 (239)
G(Tmaxu 5 To, ,U/O) = 07 = 0. (24())

It is possible to find a closed form for the Green’s function, but it is a very convoluted
process. In addition to the relationships we found in the previous sections, we have to
find orthogonality relationships (actually biorthogonality relationships) over the half interval
[—1,0]. Doing so involves solving a more complicated singular integral equation than what
we had above. The general procedure can be found in Case and Zweifel [17] for M =1 and
McCormick and Kuscer [65] for general M. However, this is unnecessary because we can use
a fundamental solution along with the boundary element method to solve (131).

Since we have freedom in choosing the boundary conditions, we will choose

lim F(7, ;70 o) =0, pp>0, (241)
T—+00

lim F(7, u; 70, o) = 0, p<0. (242)
T——00

This gives us

_q 0
Z ajo(p, l/j)eT/”j +J AW p(p,v)e” dv, > 1
F (7, 55 70, o) = . (243)

j=—N
N 1
_Z%wMMJM—JA@MWWJWM ——
j=1 0

where a; = b; for j <0, a; = —¢; for j > 0, A(v) = B(v) for v < 0, and A(v) = —C(v)
for v > 0. To find the remaining coefficients, we need another condition. This is found by
integrating (237) over 7 from 79 — € to 79 + € where € > 0 and taking the limit as ¢ — 0.
Doing so gives the jump condition

6k — o)

F(7q", 15 70, o) = F(7q, 145 7o, o) = ” (244)
from which we immediately find that
N 1
8w —
> aselr)ens + [ Aol e v = LI (245)
=N -1 H
#0
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Using the orthogonality relations (180) and (181) is straightforward and gives us

1

s = 3 15)e 0, (246)

2
AQ) = 1) (110, v)e=""". (247)

There is a problem with using orthogonality to find these coefficients. In Earlier, we
required that ¢ (u) and A(v) be Holder continuous. Here, we have ¥ (u) = d(p — o)/ and
A(v) is given by (247). Distributions such as the Dirac delta and Cauchy principal values
are not Holder continuous. However, this can be mitigated by noting that

5(x)=i_nm( L 1,), (248)

2mi e—0+ \x —1e X + 1€

Lo 1,). (249)

T — 1€ X + 1€

n

I

|

=
/N

We can simply replace all delta functions and Cauchy principal values with these expressions
and take the limit only after (246) and (247) have been found.

We also point out that in order to find (247), it was necessary to use (204) and (205)
because in the process of finding N(v), we assumed that we could formally switch the order
of integration. Using (202) and (203) would require us to include other terms that would
end up complicating our expression for A(r). This was pointed out in McInerney [66] and
is why we use (204) and (205). Substituting (246) and (247) into (243), we obtain

( —1

1 —(7T0—T)/V;
Z F‘P(Na”j)@(ﬂ()ﬂ/j)e (ro=r)/vs
_N J
0
+f N v)p(po, v)e —lma v dv, 1>
F(ruimo o) =y x 2 ¥) (250)
Z ~ P ILL,V] /JJU) Vj)e_(TO_T)/Vj
j=1 By
1
1 —(r0—7)/v
- N(V)SO(/JH I/)SO(M07 I/)@ dV? T <To
0

Something that will serve us later is the so-called reciprocity relation. To find this, we
first need the adjoint differential equation. If we define an inner product

w ol
{fr9)= J frwg(r, 1) dpdr, (251)
—o J-1
then the adjoint is defined with
(F* LFy = (L*F*, F) (252)
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where L is the operator such that

aF(T7 K3 To, MO)

LF =p o — F(7, 13 70, o)
o M=l | (253)
+ 2 @m ot DXPl) | Pl V(70 o)
m=0 -1
and L£* is the adjoint operator. Using the inner product definition, we find that
‘C*F*:_/VL (7—78/1;—77_17“1) —F*(T,M;ﬂ,m)
oM 4 1 (254)
+ 5% @m ot DNPal) | PV (7 sl )
m=0 =
with adjoint boundary conditions
liI}_l F*(1,u; 711, 11) =0, i<, (255)
T—+00
lim F*(7,p;7,p) =0,  p>0. (256)
T——00

We have changed the subscripts on the source variables 7 and p; because they are not in
general the same as 7y and po. For our problem, we have

LF =6(r —70)0(p — po)- (257)

Suppose we also have

LF* =06(1—11)0( — ). (258)
Then (251) and (252) immediately yield F(71, p1; 70, fto) = F*(7o, pto; 71, 11). This is the
reciprocity relation. We can now see that a fundamental solution solves the adjoint equation
in the source variables 7y and . That is,

(7F(7',H§7'07N0)

67'0
M-—1

1
c * ! / /
t3 > @m+ 1)mem(uo)J P (o) F' (7, 1t'; 70, o) dpg = 0(1 — 70)0 (1t — pto),
m=0 -1

—Ho - F(THU;TOHUO)

(259)

which will be useful to us in the next section.

4.7 The Boundary Element Method

To derive equations for the boundary element method, we start by rewriting (131) as

oI (o,
1o (To Mo)

010 - ‘[(TO‘) Mo)

(260)

M-1 1
c *
2 @mt ONPalo) | P (o ) dity = (o o).
m=0 -1
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Then, we multiply this equation by F(7, u; 7o, po) and integrate over 7o from 0 to Tyay and
over o from —1 to 1. Doing so, we find

f J F(77N§7—07N0)Q(7—07N0) dpig do
0 —1

e (1 oI (r,
= J i ; To,uo)(uo(i%w — (70, pto)
0 1 70

M—-1 1
c *

+5 2, (2m 1)mem(uo)J Po(p0)1 (0, 115) dué) dyto do
m=0 -1

Tmax

dpo
0

1
= J NOF(TMU;TOMUO)[(TO’,UO)
=1 T0=
+

T 1
max OF (1, u; 70,
f f [(707M0)<—M0 ( s OMO)—F(TaM;TO,MO)
-1

0 079
M—
2,

m=0

= J poF (7, p; 7o, o) I (70, o)
—1

1

1
+ 8 3 Cm+ DNPali) [ Pl Plr i ) iy )i
—1

T oNolo

Tmax

, o+ I(7, ) (261)

To=

where the final equality follows from (259). Upon applying the boundary conditions (134)
and (135), we find that

1(7'7 H) = J f F(TaM;To,Mo)Q(To»Mo)dMO dry
0 —

%J;MFMMQM)—ﬂﬁMmmmﬂL%NwJWO (262)

(Tmaxvlllo
1
1(0,
+J pio| F(7, 15 0, o) —F(T,:U’;TmaxaMO)][ ( OMO)]duo
0

where the boundary term has been split into two integrals and those integrands have been
written in matrix form.

If we had used the Green’s function instead of a fundamental solution, then every term on
the right-hand-side would be known because from (239), (240), and the reciprocity relation
we would have G(7, it; Tiax, tto) = 0 for py < 0 and G(7, ; 0, po) = 0 for pg > 0. However,
since we only found a fundamental solution, we must also solve for I (7yay, i) for © < 0 and
for 1(0, ) for > 0. To do this, we can evaluate (262) at 7 = 0+ € and 7 = Typax — € for
e > 0 and let € — 0. Doing so, we find

e (0%, 5 70, o)
T T0, dig d
[ Tmax"u:| f f l maxnuvTOMMO) q( ° IMO) Ho o

+f uo[ F(0*, 1;0,10)  —F (0%, 45 Tonax, o) H Liop(tto) ]duo
-1 F( max’:u7 0,,&0) _F( max’MaTmaxa,uo) ](Tmaxa:uo)
1
F(O+ :U’O :uO) _F(O M5 Tmax :UJO) I(O MU>
+ B ? b ) ? 7 9 ) d
J NOlF(Tmaxnu;Oa,uO) _F( maxaMaﬂnax,MO) O ,UJO

(263)

0
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These are two coupled linear Fredholm integral equations of the second kind. Since
Tmax ~ 107 is large, it follows from (250) that F'(0, f4; Tmax, f0) ~ 0 and F'(Tmax, 1; 0, o) ~ 0.
This approximation is unnecessary, but it is a very good approximation (in fact, it is exact
in double precision arithmetic) and decouples our integral equations. We now have

Tmax 1
100, 1) f f F(0*, 70, 10) (o, o) dpto o
0 —1
0

+ f MOF 0+7 22 07 MO)Itop(MO) d,u[) (264)
-1

1

(
poF (0%, 150, 10) 1 (0, o) dpso, 1> 0
0

and

Tmax 1
I(TmaX7 :LL) = f J F<Tr;ax7 ;5 7o, IU’O)Q(TOa /’LO) dUO dTO
o ot (265)

0
- J IMOF(Tr;ax? M5 Tmax, ,UO)I(Tmaxa ,u) duo, o< 0.
-1

Numerically solving a linear Fredholm integral equation of the second kind is a straight-
forward procedure. There are many methods, but we suggest the Nystrom method due to
its simplicity. In fact, Delves and Mohamed [20] opine that the method is so simple that it
is “enough to make a numerical analyst weep”. Suppose we have an integral equation

b
(@) = gz) + A f B fldy a<ach (266)

Here, g(x) and K (z,y) are known functions and A is a known constant. Replace the integral
with an appropriate quadrature rule to obtain

f(x) = g(z) + X Z w;K(z,x;)f(z;), a<z<b (267)

where x; are the quadrature nodes and w; are the quadrature weights. Now, evaluate (267)
at the quadrature nodes x; for i = 1,2,..., N to obtain the linear system of equations

Flz:) = glz) + Z w; K (z;,2;)f(x;),  i=1,2,...N. (268)

Solving this system poses no difficulties for a well-behaved kernel function K (z,y). The only
requirement is that A is not a characteristic value. After solving for f(x) at the quadrature
nodes, we can evaluate f(z) at any point a < x < b using (267). This can be considered to
be a “smart” interpolation because it preserves the order of accuracy of the quadrature rule.
A different interpolation scheme, such as linear interpolation, would not.
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Thus, we can use the Nystrém method to solve (264) and (265). It is then a straight-
forward matter to evaluate (262). Since (262) is an exact solution, the only approximation
is from the numerical solution of (264) and (265) and from numerically evaluating the inte-
grals in (262). We point out that some of the integrals can have “near-singularities” at the
endpoints of integration. A near-singularity arises when an integrand has a singularity just
outside the region of integration, creating a boundary layer-like gradient. See Monegato and
Scuderi [70] to see how to mitigate this issue. Also, the singularity in Cauchy principal value
integrals can be evaluated numerically with the relation

! f(:u) d,u: ' Mdﬂ""f(V)J[l 1 d,LL
1=V -1 w—=v =1 B=¥
b ) - fv) L —u
= lﬁdu+f(y)10g(1+y). (269)
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5 Auroral Light Emissions

5.1 Light Production of the Aurora

By itself, the electron intensity I(z, E, u) does not give much useful information about
the aurora. However, it is the quantity that we solve for because it is a measurable quantity,
and it can be used to calculate excitation and ionization rates as a function of altitude.
These rates are given by

re(2) = 2mng(2) JTO: f_l ol(E)I(z, E, p) dp dE, (cm™3 s71) (270)

where n¢(2) and o (F) are the number density and cross section for species § and channel 7.
These rates are used as inputs to a kinetic model for light emissions that we will describe in
the next section. The light emissions are important because no experiment can be designed
without first understanding the light emission process.

As described earlier, the excited states of the atmospheric species all decay back to their
ground states in some way, and this decay is what produces the auroral light by the Planck-
Einstein relation (6). In theory, we could calculate the spectra of all light emissions, but we
will only concern ourselves with visible light emissions. This greatly reduces the complexity
of the model because most of the excited states do not contribute visible light. Further,
much of the visible light is very faint, which allows us to focus on a subset of the visible
light.

We will focus on three particular wavelengths (or lines as they are called): 6300.3 A,
5577.3 A, and 4278.1 A. These wavelengths are the strongest red, green, and blue lines,
respectively (see Rees [78]). The relative amount of these lines varies with altitude. Figure
7 (reproduced from Baranoski et al. [9]) shows the brightness profile for a typical aurora.
We see that the green line is the brightest followed by the blue line. Both these lines peak
at about the same altitude, which is much lower than the red line. The red line peaks at
higher altitudes.

The red line at 6300.3 A results from the oxygen state O('D) decaying to the ground state
O(®P3). The symbols inside the parentheses are called term symbols. For our purposes, it
is not important to understand their meaning, but it is only important to know that O('D)
results in the 6300.3 A red line. Similarly, the green line at 5577.3 A results from the oxygen
state O(!S) decaying to the excited state O(*D). This means that for every green emission
the number density of O(*D) increases, which yields more red emissions.

To make this more concrete, it is helpful to have an energy level diagram. Partial energy
level diagrams for the lower states of neutral and singly ionized oxygen and nitrogen are
shown in Figures 8-11. Here, the black lines represent the energy threshold Tg for the state
written next to them, and the higher the black line, the larger the excitation threshold.
The blue arrows show how these states decay, and the numbers along the arrows are the
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Figure 7. Brightness profile for a typical aurora (see Bara-
noski et al. [9]).

wavelengths of the transitions in angstroms. Since more than one transition can occur from
a given state, it is important to know the branching ratios for each transition. For instance,
the O('D) state in Figure 8 has three arrows showing wavelengths of 6300.3, 6363.8, and
6391.7 A. This is due to the so-called fine structure of O(*P). That is, there are three states
clustered around the ground state. However, about 75% of the radiative decay is through
the 6300.3 A transition and about 25% through the 6363.8 A transition. For this reason,
these two lines are called the red doublet of oxygen (see Rees [78]). Only a very small
fraction of 1% is through the 6391.7 A transition. These branching ratios can be calculated
from what are called the Einstein coefficients, which can be found in Kramida et al. [40]. For
instance, the Einstein coefficient for the 6300.3 A line is 5.6511 x 1073 s~ and 1.82339 x 103
s~! for the 6363.8 A line. The Einstein coefficient for the 6391.7 A line, by contrast, is only
8.6 x 107" s~1. The branching ratio is found by dividing one of these coefficients by their sum.
Similarly, about 95% of the radiative decay from O('S) is through the 5577.3 A transition.
The other two wavelengths are not visible, and we will not be concerned with them.

Figures 9-11 are included here for a couple of reasons. The first is to show that much of
the auroral spectrum is not visible. For instance, some of the wavelengths in Figure 9 are
non-visible. The visible spectrum is roughly 3800 A < X < 7500 A. There are authors who
are interested in parts of the non-visible spectrum (see Strickland et al. [99] for example),
and the procedure described below could be used to calculate the non-visible emissions.
However, we will confine ourselves to the three wavelengths stated above.

The other reason for including Figures 9-11 is to point out some visible wavelengths for
which there is no need to calculate the emissions. The reason for this is that a relatively small
amount of light is produced. For example, from Figure 10 we see two visible wavelengths
at 5197.9 and 5200.3 A. Both of these lines have very long lifetimes (about 13.66 and 36.74
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hours, respectively), so the N(?D°) states mainly decay through collisional quenching. As
a comparison, the 5577.3 line has a lifetime of about 0.8 seconds. The visible wavelengths
from Nt shown in Figure 11, however, have comparable lifetimes to those of O. We do not
calculate those emission lines, though, because N* is much less abundant than O.

In order to explain where the blue line at 4278.1 A originates, it is necessary to explain
the radiative decay of molecules because it is more complex than it is for atoms. A partial
energy level diagram of neutral and singly ionized dinitrogen is shown in Figures 12 and 13.
Now, instead of wavelengths beside the blue arrows, there is some designation (usually called
a group or system). For instance, one of the labels in Figure 13 is “first negative”. This is
the designation for the decay group from N3 (B*¥) to N3 (X*X}). The first negative group
is often abbreviated 1ING.

B3n

First positive

¥ A EEI

Wilkinson '

P vegard—l{aplan

First negative

Meinel

w v

Figure 13. Partial energy level diagram for singly ionized
dinitrogen N3 .

Within ING, there are many wavelengths due to the vibrational structure of dinitrogen.
The state of NJ or any other molecule is not completely specified until a vibrational quantum
number v is given. These quantum numbers are integers beginning at 0 and increase in energy
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to some maximum quantum number. Increasing the energy further causes the molecule to
dissociate. The lines of ING consist of all possible combinations (v',v”) where v’ is the
quantum number for the excited state Nj (B2¥X1) and v” is the quantum number for the
ground state N (XQEQ). A partial energy level diagram for the first negative group of
singly ionized dinitrogen is shown in Figure 14. Here, the vibrational quantum numbers are
shown along with the wavelength for each transition. The blue line at 4278.1 A results from
the (0, 1) transition and has a lifetime of about 270 nanoseconds.
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Figure 14. Partial energy level diagram for the first nega-
tive group of singly ionized dinitrogen N .
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Figure 14 shows that each molecular group contributes many lines to the auroral spec-
trum. These individual lines can be found in references such as Krupenie [44], Lofthus and
Krupenie [53], and Gilmore et al. [24] or calculated from the tables in Laher and Gilmore
[50]. However, most of the lines are not visible and are very faint. For instance, the (0,7)
transition of 1ING results in the non-visible line at 9069.8 A. Further, the branching ratio
for this transition is a very small fraction of 1% and makes a negligible contribution to the
non-visible auroral spectrum.

5.2 Kinetic Model for the Light Emissions

In order to quantify the above light emissions, we need to know the populations of the
excited states that lead to the emissions (i.e. the number densities of O(*D), O('S), and
Ny (B 22f,v = 0)). We already know that electron transport through the atmosphere leads
to these excited states, but there are other sources as well. We saw how every 5577.3 A
emission yields an additional O(*D) atom (see Figure 8). It turns out that there are other
sources due to the naturally occurring dynamics of the upper atmosphere. For instance,
another source of O(*D) is the reaction

O5 +e; — O('D) + O* (271)

where e, denotes a “thermal” or ambient electron and the asterisk on O* denotes an unspec-
ified state of oxygen. Thus, in order to know the number density of O('D), it is necessary to
know the number densities of OF and e; as well as the rate at which this reaction occurs.
However, this is not sufficient because there are many other sources of O('D). For each
source, there is a reaction similar to (271) for which it is necessary to know other number
densities and reaction rates.

Knowing all the necessary number densities and reaction rates would account for the
sources of O(!D), but we also need to account for the sinks. We already know that for every
6300.3 A emission, we lose one O('D) atom. Again, this is not the only sink. It turns out
that O('D) can also decay to O(*P;) for a 6363.8 A emission and to a lesser extent O(*Py)
for a 6391.7 A emission. Other sinks include quenching of the excited states as was discussed
earlier. An example reaction would be

O(*D) + Ny — O(’P) + Na. (272)

In order to find the number densities of species such as OF, we also need to know the
reactions that lead to their production and loss. We see from Figure 2 that the ground
state ion number densities are known for an unperturbed atmosphere. However, as auroral
electrons stream through the atmosphere, more ions are created and many neutrals enter
excited states. The rate at which this occurs can be calculated with (270).

For each species, we have the differential equation
dn{(z)
dz

= Pg’(z) — Lg(z,nz’(z)) (273)
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where P/(2) and L{(z,n{(2)) are the sums of the production and loss rates, respectively.
The production rate P(z) can include excitation rates calculated through (270) and the
other source rates. For example, the rate of (271) is given by
kg ()1, (2) (274)
where £ is the reaction coefficient. The loss rate L!(z,n/(z)) includes the rates for spon-
taneous emission and terms similar to (274). The rate for spontaneous emission is given
by
An](z) (275)

where A is the Einstein coefficient.

The model that we used contains 15 species for which the number densities are calculated.
For each species, there is an equation (273) giving a nonlinear, coupled IVP. The 15 computed
species are O(*D), O('S), OT(1S°), OT(2D°), OF(?P°), O~ (®P°), No(A3XF), NI (X2E;),
O3 (X?IL,), N(*S°), N(*D°), N(?P°), N*(®P), NO(X2II), and NO*(X'Z*). In addition at
every time step, the ambient electron density is updated by assuming the atmosphere is net
neutral. The number densities of O(*P), Np(X'X}), and Oy(X?%;) (the ground states) are
held constant. Allowing these to vary would necessitate the inclusion of many more species
into the kinetic model. Further, from Figure 1 these number densities are greater than the
above 15 species, so holding them constant is a reasonable assumption.

The initial condition for this IVP is given by the unperturbed densities given in Figures
1 and 2 for the ground states. The initial conditions for the excited states are set to zero.
This IVP is stiff, so a stiff solver should be used. Fortunately, stiff IVP solvers are much
more available than stiff BVP solvers, so the stiffness does not present any difficulties. All
production and loss reactions for the 15 species as well as reaction coefficients and Einstein
coefficients are given in Appendix B.

Finally, we point out that this model does not include transport. That is, it does not
allow for an individual atom or molecule to change altitude over time. This restricts the
validity of the model to altitudes below about 300 km. Including transport would change
the system of ODEs into a system of 15 hyperbolic PDEs. This is not necessary, though,
because almost all auroral light originates below 300 km (see Rees [78]).
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6 Conclusions

The purpose of this SAND report is to show how the electron transport equation (61)
can be solved with a stiff solver. The problem is very stiff with eigenvalues that span over
16 orders of magnitude. We showed that we can use an upwind method that essentially
decouples the fast and slow modes and applies an appropriate finite difference method to
each mode. The trapezoidal rule could be used for the slow modes and backward Euler for
the fast modes, giving a low order method. Further, the method generates an a priori mesh
that is guaranteed to resolve the solution. It is also possible to extend this to higher orders
using different finite differences. This has been outlined in Brown and Lorenz [13]. However,
there is enough uncertainty in the model data (i.e. atmospheric densities, cross sections, and
incident electron intensity) that using a higher order method likely will not produce better
results.

We also showed that if we consider a single species atmosphere, then a representation
for the exact solution can be derived. The homogeneous solution is found using separation
of variables, and this is used to find a fundamental solution using the orthogonality of the
eigenfunctions. This, in turn, is used in the boundary element method to find an integral
representation for the exact solution. The only approximation in this formulation is in the
numerical evaluation of the solution. This solution could be compared to the upwind method
solution for the same single species problem. If they were found to agree with each other,
this would help verify that the upwind method is correctly solving the problem.

Finally, we showed how the output of the electron transport equation can be used to
predict the light output of an aurora. A kinetic model was described that would calculate
the number densities of 15 different atmospheric constituents. These number densities could
then be multiplied by the appropriate Einstein coefficients to determine the volume emission
rate for various wavelengths of light.

It is possible to validate the model in a number of ways. For instance, if enough funding
(and patience) was available, a rocket could be sent up to measure the electron intensity
on a night where the aurora was present. The downward electron intensity from this data
could have been used as the boundary condition at the top of the atmosphere. We could
then calculate the upward electron intensity at the top of the atmosphere and compare it
to the rocket measurements. If agreement was found, this would serve as a validation to
our electron transport model. Further, if light emissions were measured, then we could have
compared that to the output of the kinetic model for light emissions. This would validate
the kinetic light emission model.

For any scientist studying the aurora, using the upwind method from this SAND report
would be wise because it avoids using spurious boundary conditions and unorthodox numer-
ical methods. Certainly, scientists will continue to study the aurora and electron transport,
and it will be important for them to have reliable mathematical tools at their disposal.
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A Electron Impact Cross Sections

All cross sections o(F) used in the solution of the electron transport equation (61) are
shown in Figures A.1-A.14. The corresponding elastic cross section is given in each figure
as a frame of reference. The energy thresholds, extrapolation formulas, and data references
are given in Tables A.1-A.8. To better understand these figures and tables, a few remarks
are in order. First, the hieroglyphics (also called term symbols) throughout the figures and
tables are the designations of the various electronic states. It is not important what these
symbols mean for our purposes. Second, there are a number of states written as a sum. This
means that these states are very close to each other in excitation threshold, so their cross
sections are merely added together. Third, the molecules have states such as J =0 — 2 and
v =0 — 1. A different value of J designates a different rotational mode for the ground state
of the molecule whereas v designates a different vibrational mode. Technically, all molecular
states have various rotational and vibrational modes, but the inclusion of all these states is
not necessary. The ground state rotational and vibrational cross sections are given because
these states are important for energy exchange for low energy electrons. Fourth, some of the
states for molecules are designated as predissociation states. This means that the molecule
will jump to the shown state and then dissociate. Fifth, all ionization cross sections are for
a single ionization to the ion ground state. Finally, the extrapolation formulas are provided
because in each reference, the cross sections are only given up to a certain energy. For
example, the ionization cross section for oxygen O is only given up to 1000 eV in Laher and
Gilmore [49]. The extrapolation formula allows us to calculate the cross sections for higher
energies.
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Figure A.1. Electron-oxygen cross sections.
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Table A.1. List of electron-oxygen impact cross sections.

State Threshold Extrapolation Formula Reference
2p? 3P, (elastic) 0 (—5.80 + 1.304log E)E—1 x 10~14  [36, 81]
2p? 3P, 0.019622 6.4E~3 x 1016 [36]
2p 3P, 0.028142 2.5E73 x 10716 36]
2p* 'D 1.96736 1L4E=3 x 10712 [74, 71]
2pt 1S 4.18975 1.8E-3 x 10~13 [74, 71]
3s 58° 9.14609 3.98E73 x 1014 36, 49]
35 30 9.52136 (—8.69 +3.29log E)E~! x 10716 [49]

3p °P 10.74023 1.58 =3 x 1014 [49]

3p 3P 10.98879 1.1E~! x 1016 [49]

45 50 11.83761 7.24E-3 x 10715 [49]

45 3° 11.93039 (—1.48 + 0.56log E)E~ x 1016 [49]

3d °De 12.07862 4.79E3 x 10715 [49]

3d 3D° 1208702 (-2.98+ 1.02log E)E~' x 10716 [49]

4p 5P 12.28596  4.79E73 x 10715 [49]

4p 3P 12.35886  3.39E°1 x 10717 (49]

3¢’ 3D° 12.53919 (—1.145 4+ 0.317log E)E~! x 1015 [36, 49]
3¢ 1D° 12.72847 24F73 x 10714 [49]

4d 5D° 12.75370 2.4E-3 x 1015 [49]

4d 3D° 12.75901 (—3.06 + 0.82log E)E~! x 1016 [49]
34" 3po 14.12316 (-=1.17 4+ 0.397log E)E~! x 10715 [49]
3¢ 1po 14.37202 2.4E73 x 10714 [49]

45 3D 1517811 (=253 +0.7log E)E~! x 10716 [49]

4¢' Do 15.22497 75E-3 x 10715 [49]
3d’ 3p° 15.28685 (2.71 + 0.326log E)E~* x 10716 [49]
3d’ 3F° + 3d’ 3G° 15.40052 1.6E~1 x 1017 [49]
3d’ 3D° 15.40468 (1.83 + 0.22log E)E~! x 10716 [49]
3’ 30 15.41574 (2.29 4+ 0.275log E)E~! x 10~16 [49]
9p 3P° 15.65510 (—9.14 + 2.911log E)E~1 x 1016 [49]
4d’ 3F° + 4’ 3G 16.07665  6.AE~' x 10718 [49]
Ad’ 350 4 4d’ 3p° 16.07980 (2.72 + 0.3241og E)E~! x 1016 [49]

e Ad’ 3D0

4s" 3po 16.82239 (—2.55 + 0.87log E)E~! x 10716 [49]
4g" 1po 16.90560 8.0E~3 x 10715 [49]
3d” 3pe 17.10319 (=5.9+3.05log E)E~! x 10717 [49]
3d” 3D 17.10517 (—4.4+2.3log E)E~! x 10717 [49]
44" 3P° + 4d” 3D° 17.77480 (—4.4+42.2log E)E~! x 10717 [49]
2p3 4S° (ionization) 13.61806 (—4.31 + 1.321og E)E~! x 10714 [49]
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Table A.2. List of electron-dinitrogen impact cross sec-

tions.
State Threshold Extrapolation Formula Reference
X '8 (elastic) 0 (0.8818 + 1.32log E)E~1 x 10714 [34]
J=0—-2 0.00148 6.4E73 x 10716 (74, 75]
v=0-1 0.2889 4.0E73 x 10711 74, 11]
v=0-2 0.5742 1.0E—3 x 1011 74, 11]
v=0-—3 0.8559 3.0E73 x 10712 [74, 11]
v=0—4 1.1342 4.0E73 x 10712 [74, 11]
v=0—5 1.4088 1.5 % 1012 (74, 11]
v=0-6 1.6801 15673 x 10713 74, 11]
v=0->7 1.9475 9.0E=3 x 10~ [74, 11]
v=0—38 2.2115 2.0E73 x 1071 (74, 11]
v=0-9 2.4718 7.0E73 x 10715 74, 11]
v=0-10 2.7284 2.0E73 x 1015 74, 11]
v=0-—11 2.9815 8.0E—3 x 10716 [74, 11]
v=0-12 3.2310 1.5E-3 x 1016 [74, 11]
v=0-13 3.4769 7.0E~3 x 10~17 [74, 11]
v=0-14 3.7191 4.0E73 x 10717 74, 11]
v=0-15 3.9576 2.5E73 x 10717 74, 11]
ABEE 6.1688 3.0E71 x 10718 (74, 2]
B 311, 7.3532 LOE~! x 10717 [74, 11]
W 3A, 7.3622 1.2E71 x 10717 74, 2]
B3y 8.1647 3.0E71 x 10718 (74, 11]
a 15 8.3986 5.5E~1 x 1018 [74, 2]
a I, 8.5488 42E71 x 10716 [74, 2]
w A, 8.8895 6.0E~1 x 10717 (74, 2
C 31, 11.032 2.5E-1 x 10717 74, 11]
E 3% 11.875 1LOE~ x 10718 [74, 11]
a” 1%t 12.255 8.1E~1 x 10717 [74, 2]
b I, (predissociation) 12,5 2.5E1 x 1015 [74, 11]
b’ ¥+ (predissociation) — 12.854 28E~ 1 x 10715 [74, 11, 34]
¢y 135 (predissociation)  12.935 2,951 % 10~1@ (74, 11]
X 2%} (ionization) 15.581 (—0.6182 + 1.32log E)E~! x 1071 [74, 11]
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Figure A.6. Electron-dioxygen cross sections.
Table A.3. List of electron-dioxygen impact cross sections.
State Threshold Extrapolation Formula Reference
X 3%, (elastic) 0 (1.8818 + 1.32log E)E~1 x 10714 [35]
J=1-3 0.0002 7563 x 10712 74, 33]
v=0-1 0.193 5.0E~1 x 1019 [74, 2]
v=0—2 0.386 5.0E-1 x 10-19 [74, 2]
v=0-3 0.579 6.4E-! x 10~17 [74, 2]
v=0-4 0.772 8.0E~! x 10717 [74, 2]
alA, 0.977 2.5E~1 x 10~17 74, 11]
b izt 1.627 2.5E~1 x 1017 [74, 11]
Iy + A/3A, + A3SE 4217 1.OE~! x 10716 [74, 11]
B 3% 6.12 1.38E-1 x 10715 [35]
cIST + A'3A, + AT 6.10 (—2.32+0.51log E)E~! x 10716 [74, 11]
(predissociation)
B 3%, (predissociation)  8.40 (7.664 + 0.1211log E)E~1 x 10715 (74, 11]
LA, (predissociation) 9.30 5581 % 10~18 [74, 11]
X 2Hg 12.072 (1.3818 + 1.32log E)E~ 1 x 10714 [74, 11]
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Figure A.7. Electron-nitrogen cross sections.
Table A.4. List of electron-nitrogen impact cross sections.
State Threshold Extrapolation Formula Reference
2p° 15° (elastic) 0 (—1.3704+0.1943log E)E~'x 10~ [81]
2p? 2D° 2.833530  T7.02E~! x 10716 [74, 2]
9p? 2P° 3575570  2.28E~! x 10-16 [74, 2]
2p? 3P (ionization) 14.53413 (—4.7107 + 1.32log E)E~! x 10714 [3§]
Table A.5. List of electron-hydrogen impact cross sections.
State Threshold Extrapolation Formula Reference
1s 28 (elastic) 0 (—6.117 + 0.845log E)E~1 x 10715 [74, 2, 81]
2p 2P° 10.19881  (—7.461 + 2.886log E)E—! x 10-15  [38]
258 10.19881 (=3.77+ 1.73log E)E~1 x 10716 (74, 2]
3p2P° + 3528 + 3d 2D 12.08749  (—1.112+0.453log E)E~! x 10-%  [74, 2
4p2P° + 4528 + 4d 2D 12.74853  (—5.0 + 1.98log E)E~1 x 10716 [74, 2]
+ 4f 2F°
5p 2P° + 55 2S + 5d 2D 13.05450 (—2.61 + 1.01log E)E~" x 10~16 [74, 2]
+ 5f 2F° + 5g 2G
p" (ionization) 13.59843 (2.711 + 14log E)E~! x 10715 (38]
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Table A.6. List of electron-helium impact cross sections.

State Threshold Extrapolation Formula Reference
1s% 1S (elastic) 0 (—9.238 + 1.2791og E)E~! x 10715 [74, 71, 81]
2s 38 19.81961 3.25E 3 x 10718 (74, 11]
2s 1S 20.61577 2.13E71 x 10716 [74, 11]
2p AP° 20.96409 1.75E3 x 1018 [74, 11]
2p 1p° 21.21802 3.15E~ 1 x 10715 (74, 11]
35 98 22.71847 5.6E—3 x 10~ [74, 11]
3s 1S 22.92032 4.6E~t x 10717 [74, 11]
3p 3P° 23.00707 50673 x 10714 [74, 11]
3d D 23.07365 1.6E73 x 1071 (74, 11]
3d 'D 23.07407 1.25E~! x 10717 (74, 11]
3p 'P° 23.08702 8.0E~! x 10716 [74, 11]
45 88 23.59396 1.9E73 x 10~ [74, 11]
4s 'S 23.67357 1.8E~ 1 x 10717 (74, 11]
ip 8P 23.70789 2.0E73 x 10~ (74, 11]
1s %S (ionization) 24.58739 (1.1567 + 0.0207log E)E~1 x 10714 [74, 11]
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Figure A.12. Electron-argon cross sections (continued
from Figure A.11).
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Table A.7. List of electron-argon impact cross sections.

State Threshold Extrapolation Formula Reference
3p° 1S (elastic) 0 (—=7.275+0.95983 log E)E~1x 10713 [74, 2, 81]
4s 2[3/2]5 11.54835 4.0E73 x 1071 [74, 11]
4s 2[3/2]3 11.62359 1.325E~1 x 10710 [74, 11]
4s' 2[1/2]3 11.72316 8.5E~9 % 10~ [74, 11]
4s' 2[1/2]9 11.82807 3.35E71 x 10715 [74, 11]
4p ?[1/2]1 12.90702 6.5 x 10—18 [74, 11]
4p 2[5/2]3 13.07572 1.1E73 x 10712 [74, 11]
4p 2[5/2]2 13.09487 9.0E~! x 10717 [74, 11]
4p 2[3/2]1 13.15314 1L9E 3 x 10712 [74, 11]
4p 2[3/2]2 13.17178 8.75E~1 x 10717 [74, 11]
4p 2[1/2]o 13.27304 6.0E~1 x 10717 [74, 11]
4p’ 2[3/2]; 13.28264 1.8E73 x 10712 [74, 11]
4p’ 2[3/2]2 13.30223 6.5E~1 x 10717 [74, 11]
4p’ 2[1/2]; 13.32786 1.0E=3 x 10712 [74, 11]
4p’ 2[1/2]o 13.47989 2.0E~1 x 1016 [74, 11]
3d 2[1/2]8 13.84504 235673 x 10714 [74, 11]
3d 2[1/2]¢ 13.86367 925E~1 x 10717 [74, 11]
3d 2[3/2]3 13.90345 1LLIE=3 x 10713 [74, 11]
3d 2[7/2]8 13.97924 9.3E73 x 1074 [74, 11]
3d 2[7/2]% 14.01274 1.85E73 x 10712 [74, 11]
3d 2[5/2]3 14.06303 1.2E-3 % 10~12 [74, 11]
5s 2[3/2]S 14.06830 1.2E73 x 10712 [74, 11]
5s 2[3/2]3 14.08997 50E~1 x 10716 [74, 11]
3d 2[5/2]% 14.09906 2.0E71 x 10717 [74, 11]
3d 2[3/2]% 14.15251 1L4E~1 % 10-1° [74, 11]
3d’ 2[5/2]3 14.21367 5.5E-1 % 10-14 [74, 11]
3d’ 2[3/2]3 14.23402 S4B % 1g~1# [74, 11]
3d’ 2[5/2]3 14.23611 3.0E~1 x 10717 [74, 11]
s 2T1/2]3 14.24103 2.4E73 x 10714 [74, 11]
g’ 2[1/2]3 14.25509 2.0E~! x 10716 [74, 11]
3d’ 2[3/2]$ 14.30367 1.8E71 x 10715 [74, 11]
3p°® 2P° (ionization) 15.75961 (—1.0577+0.2834log E)E~1x 10713 [74, 11]
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Table A.8. List of electron-nitric oxide impact cross sec-

tions.

State Threshold Extrapolation Formula Reference
X 21T (elastic) 0 (—3.1305+0.42641log E)E~1x 10713 [74, 28, 81]
v=0—1 0.232 1.918E—3 x 10717 [74, 28]
v=0—2 0.455 6.473E73 x 10717 [74, 28]
v=0—3 0.677 4.215E73 x 10718 [74, 28]
v=0—4 0.896 4.939FE73 x 10717 [74, 28]
v=0—5 1.110 1.935E—3 x 10715 [74, 28]

a 411 4.88025 7.197TE3 x 10714 [74, 15]
A 2k 5.60717 8.271E~1 x 10717 [74, 15]

b 4%~ + B2 5.80523 6.489E3 x 10713 [74, 15]
C2II + D 2%+ 6.66992 3.634E1 x 10716 [74, 15]
L' %29 6.90551 7.363E1 x 10717 (74, 15]
B AA 7.66341 7.302E73 x 10713 [74, 15]

L 211 7.9341 6.631 51 x 10716 [74, 15]
X ¥+ (ionization) 9.260 (3.6696 + 0.2791log E)E~ x 10714 [74, 28]

98




B Chemical Reactions of the Upper Atmosphere

All chemical reactions used in the kinetic model for auroral light emissions are listed
in Tables B.9-B.38. A table is given for reactions that lead to production or loss for each
species included in the model. As a result, some reactions are listed multiple times. For
instance, the reaction

OF (X?TLy) +e; — O(*D) + O('S) (276)

is listed three times because it is source for both O(*D) and O('S) and a sink for O3 (X ?IL,).
The rates that are given for each reaction come from [99] and have units of cm?® s™ except
where noted. Lastly, e; denotes a “thermal” or ambient electron whereas e~ denotes a
streaming or auroral electron.

Table B.9. Sources for O(1D).

Reaction Rate

O(P)+e~ — O('D) + e~ Equation (270)

02(X?%;) +e” = O('D) + O(*P) + e~ Equation (270)

02(X?%;) +e” = O('D) + O('D) + e~ Equation (270)

05 (X2IL,) +e; — O('D) + O(®P) 1.2207 x 10~7(7,/300)~° T, <1200 K1
1.0078 x 10~7(T,/300)~° 56, T, > 1200 Kt

03 (X?IL,) + e, — O('D) + O('D) 5.655 x 1078(7./300) =97, T. <1200 Kf
4.669 x 10~8(T./300)~9-¢, T, > 1200 KT

O3 (X2I,) +e; — O('D) + O('S) 1.638 x 10~%(T,/300) %7, T. < 1200 KT
1.3524 x 10-8(T,/300) 158, T} = 1200 Kt

OQ(XSZg) (15) s (ID) + 02(X 32@ 7.192 x 1071367(675070‘0151T3)/8.314T,L

02(X?%;) + N(*D°) — O(*D) + NO(X 2II) 6.0 x 10713

02(X?%;) + N(*P°) — O('D) + NO(X *IT) 2.2 x 10712

02(X3%;) + N*(°P) - O(*D) + NO*(X'E*)  1.8361 x 10710

NO(X21I) + O('S) — O('D) + NO(X %II) 512 x 10~

O('S) +e; — O('D) +e; 8.5 x 107

O('S) — O('D) + hv(5577.3 A) 1.26 s~

T Guberman [27]
# Kramida et al. [40]
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Table B.10. Sinks for O(!D).

Reaction

Rate

O('D) + O(P) — O(P) + O(°P)

O('D) + No(X'2F) — O(°P) + No(X '2)
O('D) + 02(X3%;) — O(*P) + 02(X?%;)
O('D) + NO(X %II) — O(*P) + NO(X 2II)
O('D) +e; — OCP) + e

O('D) — O(®P) + hr(6300.3,6363.8,6391.7 A)f

7.0 x 10712

1.8 x 10711107/Tn
3.2 x 10~ 11¢87/Tn
1.5 x 10710

1.6 x 107127991
7.47535 x 1073 g~ 14

T Multiple wavelengths are due to fine structure splittings (see Figure 8).

¥ Kramida et al. [40]

Table B.11. Sources for O(1S).

Reaction Rate

OCP)+e~ — O(!S) + e~ Equation (270)

O3 (X2I,) +e; — O(*S) + O(*D) 1.638 x 10~%(T,/300)~°7, T, <1200 Kt
1.3524 x 1078(7./300)7%56 T, > 1200 K'

O(®P) + N2(A3%}) — O(*8) + Na(X'F) 3.375 % 10~H

T Guberman [27]

Table B.12. Sinks for O('S).

Reaction Rate

0('S) + O(®*P) — O(*P) + O(®P) 2.0 x 10714

0(*S) + 02(X32g) — O(3P) + 02(X32g—) 1.6008 x 10— 12¢—(6750—0.0151T)/8.314T,
O(l )_|_ OQ(XSZg) (1D) o 02(X 32;) 7192 x 10~ 13— (6750— 0.015177)/8.314T,,
O('S) + NO(X2II) — O(®P) + NO(X 2II) 2.88 x 10711

O('S) + NO(X2II) — O(*D) + NO(X 21I) 5.12 x 10711

O('S) +e; — OCP) + e 7.3 x 10713709

O('S) +ef — O('D) + ¢ 8.5 x 107

0('S) — O(®P) + hr(2958.4,2972.3 A)f 7.5642 x 1072 g1

O('S) — O('D) + hv(5577.3 A) 1.26 s~

T Multiple wavelengths are due to fine structure splittings (see Figure 8).

¥ Kramida et al. [40]
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Table B.13. Sources for O (4S°).

Reaction Rate

OCP)+e” - O+ (#S°) +e™ +e” Equation (270)

O(®P) + O*(2D°) — O*(*S°) + O(®P) 5.0 x 10712

O(®P) + N§ (X22]) — O*(*8°) + No(X1x]) 9.8 x 10712(T;/300)~923, T; < 1500 K
3.64 x 10~12(T;/300)°41, T; > 1500 K

O(3P) + NT(3P) - O+ (48°) + N(48°) 2.2 x 10712

02(X3%;) + N*(°P) — O*(*S°) + NO(X?I)  3.66 x 10~

O (®D°) +e; — OF(4S°) + e, 6.6 x 1078(T./300) 79>

OF(®P°) +e; — OF(1S°) + e 3.31 x 1078(T,/300) %5

O*(®D°) — O*(%S°) + h(3726.0,3728.8 A)T 1.0409 x 10~ s~ 1#
O+ (2P°) — OF(48°) + hr(2470.2,2470.3 A)f 3.67 x 1072 g7

T Multiple wavelengths are due to fine structure splittings (see Figure 9).
 Kramida et al. [40]

Table B.14. Sinks for O (4S°).

Reaction Rate

0*(*8°) +e; — O(°P) 3.7432 x 10~'2(T,/300)~ 05

O+(48°) + Np(X15f) — N(#8°) + NO+H(X!%+) 1.2 x 10713(T,,/300) 0-5(1 — ¢=3394/Tn)
+8.0 x 10—116—6788/Tn

0*(48°) + 02(X3%;) — O(*P) + O (X ?Ily) 1.7 x 1071%(T;,/300) 77
+8.54 x 10~11g—3464/Tn

O*(%S°) + NO(X2II) — O(®P) + NOH(X12+)  8.0x 10713

O*(4S°) + N(®D°) — O(®P) + N*+(3P) 1.3 x 10710

0T (48°) + O~ (2P°) — O(3P) + O*1 1.0 x 1077

T O* denotes O(°S°), O(3S°), O(°P), or O(°P).

Table B.15. Sources for O (2D°).

Reaction Rate

OCP)+e” - OF"(®D°) +e~ +e” Equation (270)

O(®P) + O*(?P°) — OT(?D°) + O(®P) 5.2 x 10711

OT(?P°) + e — OT(2D°) + ¢ 1.39 x 1077(T./300)~%->

0+(?P°) — O*(2D°) + hr(7318.9,7320.0 A)f 7.5485 x 1072 g~
O+ (2P°) — OT(2D°) + hv(7329.7,7330.7 A)* 7.006 x 1072 g~ 11

T Multiple wavelengths are due to fine structure splittings (see Figure 9).
 Kramida et al. [40]
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Table B.16. Sinks for O (2D°).

Reaction Rate
O*(®*D°) + O(®P) — O(®P) + 0T (*8°) 5.0 x 10712
T(®°D°) + No(X'2f) - O(®P) + N3 (X?%})  8.0x107%
T(2D°) + 02(X3%;) — O(°*P) + 0F (X °IIy) 7.0 x 10710
O*(?D°) + NO(X2II) — O(®*P) + NOT(X12*) 1.2x107?
OT(?D°) +e; — OT(4S°) + e 6.6 x 107%(T./300)~0-5

O*(?D°) — O+ (%S°) + h(3726.0,3728.8 A)T

1.0409 x 104 ¢~ ¥

¥ Multiple wavelengths are due to fine structure splittings (see Figure 9).

 Kramida et al. [40]

Table B.17. Sources for O (2P°).

Reaction

Rate

OCP)+e” > OFT(®P°) +e~ +e”

Equation (270)

Table B.18. Sinks for O (?P°).

Reaction Rate
O*(*P°) + O(®P) — O(®P) + O (?D°) 5.2 x 101
T(2P°) + Np(X'Zf) — O(®P) + NJ (X2%5f)  4.8x 10710
O*(?P°) + 02(X3%;) — O(°P) + OF (X2II;) 4.8 x 10710
O*(2P°) +e; — O+ (4S°) + ¢, 3.31 x 1078(T./300)~05
Ot (2P°) +e; — O1T(3D°) + ¢ 1.39 x 10~7(T./300)795
O+ (2P°) — o+(4s<>) + hw(2470.2,2470.3 A)T 3.67x 107251
+(2P°) — O*(®D°) + hi(7318.9,7320.0 A)T 7.5485 x 1072 s~

O*(2P°) — O+(2D°) + hv(7329.7,7330.7 A)t

7.006 x 1072 g~ 14

T Multiple wavelengths are due to fine structure splittings (see Figure 9).

 Kramida et al. [40]

Table B.19. Sources for O~ (?P°).

Reaction

Rate

OCP) + e, — O~ (?P°)

2.5 x 10718
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Table B.20. Sinks for O~ (?P°).

Reaction Rate
O~ (*P°) + O(°P) — 02(X3%;) + ¢, 1.4 x 10710
O_(QPO) + 0*(48°) —» O(3P) + O*f 1.0 x 1077

T O* denotes O(°S°), O(3S°), O(°P), or O(°P).

Table B.21. Sources for Na(A3X).

Reaction Rate

Np(X!'EF) +e” = Na(A®SH) +e” Equation (270)

Table B.22. Sinks for No(A3%]).

Reaction Rate
N2(A3EZF) + O(3P) — O(®P) + Ng(XlZg) 1.125 x 10~
N2(A%E}) + O(®P) — O('S) + Np(X'Z}) 3.375 x 10711
NQ(A32:) + OQ(X3Zg_)

— No(X'ZF) + 02(X3%;) 4.0 x 10712
N2 (A3E}) + NO(X 211)

— NQ(XlEg) + NO(X 211) 8.9 x 10711

N2(A3EF) + N(*8°) — No(X'%f) + N(?D°) 4.0 x 10712
N2(A3E}) + N(*8°) — No(X 'S ) + N(?P°) 3.6 x 10711
Np(A3%F) — No(X!'S}) + hy(Vegard-Kaplan)!  4.663 x 107! s

t The Vegard-Kaplan group consists of any transition between Ny (A 3%} v/) and Ny(X 12;, v")
(see Figure 12).
i Gilmore et al. [24]

Table B.23. Sources for NJ (X3%1).

Reaction Rate

No(X'ZF) +e” - Ny (X38f) +e” +e” Equation (270)
Np(X1%)) + Ot (?D°) —» N§ (X3%]) + O(®P) 8.0 x 1071°
Np(X1'%F) + 0T (?P°) —» N3 (X3%}) + O(°P) 4.8 x 1071
NO(X21I) + N*(3P) —» NF (X3%}) + O(3P) 7.95 x 10~
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Table B.24. Sinks for NJ (X3%1).

Reaction

Rate

NI (X324) +e; — N(4S°) + N(2D°)
NF(X321) + e, — N(2D°) + N(2D°)

1.584 x 10~7(T,/300)~0-39
2.16 % 10~%(T, /300)—028

N3 (X35F) + O(P) — No(X'E}F) + OF(*s°) 9.8 x 1072(T;/300) 723, T; <1500 K
3.64 x 10712(T;/300)%41, T; > 1500 K
NJ(X32F) + O(PP) —» N(®D°) + NO*(X1¥*) 1.4 x 10710(T;/300)~ 044
—9.8 x 10712(7;/300)7%%, T, < 1500 K
5.2 x 1071(7;/300)%-2
—3.64 x 10712(T;/300)°4, T, > 1500 K
N§ (X35H) + 02(X3%;)
— No(X1E}) + OF (X °IIg) 5.0 x 10~1(T;/300)7°8
NF (X3%F) + NO(X 21I)
— Np(X!'ZF) + NOT(X1EY) 3.3 x 10710
Table B.25. Sources for O (X *I,).
Reaction Rate
02(X?%;) +e” — O3 (X?IIg) + e +e” Equation (270)
02(X°%;) + N3 (X*%])
— 03 (X?IIy) + No(X'5}) 5.0 x 1071(T;/300) 708
02(X3%;) + 0 (*8°) — O3 (X ?II,) + O(°P) 1.7 x 1071%(T,,/300) =077
+8.54 x 10~ 11g—3464/Tn
02(X°%;) + 0 (?°D°) — OF (XIL,) + O(*P) 7.0 x 10~1°
02(X?%;) + O (°P°) — O3 (X *IIg) + O(°P) 4.8 x 10710
02(X3%;) + N*(3P) — O3 (X 2II;) + N(*8°) 2.1777 x 10710
02(X?%;) + N*(°P) — OF (X 2II,) + N(*D°) 9.333 x 10711
Table B.26. Sinks for OF (X 2Il,).
Reaction Rate
03 (X?ILy) + e, — O(*P) + O('D) 1.2207 x 10~ 7(7./300)7%7, T, <1200 K'
1.0078 x 10~ 7(T./300)~%%6 T, > 1200 KT
03 (X?IL,) + ¢ — O('D) + O('*D) 5.655 x 1078(7./300) %7, T. < 1200 Kf
4.669 x 1078(7./300)7%%6 T, > 1200 KT
O3 (X2I) +e; — O('D) + O('S) 1.638 x 1078(7./300) 7, T. < 1200 KT
1.3524 x 1078(7./300)=%-%6 T, > 1200 K'
03 (X 2I) + NO(X 21I)
- 02(X3%;) + NO*(X!xt) 44 x107%0
OF (X2IL,) + N(*S°) —» O(®P) + NO*(X1x+)  1.2x 10710

T Guberman [27]
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Table B.27. Sources for N(4S°).

Reaction Rate
Np(X'E}) + e — N(*S°) + N(*D°) + e~ Equation (270)
O(®P) 4+ N(?D°) — N(4S°) + O(°P) 1.06 x 10712
O(®P) + N*+(3P) — N(8°) + O+ (18°) 2.2 x 10712

No(X1F) + 0+ (18°) —

Na(X15F) + N(?D°) — N(#8°) + Np(X 15})
Na(X15F) + N(3P°) — N(*5°) + Na(X 1))
02(X3%7) + N*(3P) — N(*8°) + OF (X 2II,)
NO(X21I) + N*+(°P) —
N(®D°) +e; — N(*S°) + ¢

N(2P°) +e; — N(*S°) + e

Nj (X25F) + e — N(*8°) + N(?D°)
NOT(X'Z+) 4+ e — N(*S°) + O(°P)
N(2D°) — N(S°) + h(5197.9,5200.3 A)t
N(2P°) — N(*8°) + hv(3466.5,3466.6 A)T

N(48°) + NOT (X 15+)

N(%8°) + NO* (X 15+)

1.2 x 1071%(7,,/300)7%5(1 — ¢
+8.0 x 10~ 11¢—6788/Tx

1.0 x 10~ 13¢=510/Tx

2.0 x 10718

2.1777 x 10710

4.505 x 10710

3.8 x 1g-1970E

1.6 x 102708

1.584 x 10~7(T./300)~0-39

1.008 x 10~7(T,/300)~0-75

1.3951 x 107% s~ 14

4.55 x 1073 s~

~3394/Ty)

T Multiple wavelengths are due to fine structure splittings (see Figure 10).

¥ Kramida et al. [40]

Table B.28. Sinks for N(4S°).

Reaction Rate

N(*S°) + e~ — N(?D°) + e~ Equation (270)
N +e” — N(?P°) + e~ Equation (270)
N(*S°) + e~ > N*(3P) +e™ +e~ Equation (270)

Z

(“8°)
(*8°)
(45°) + O(®P) — NO(X 2II)
(*8°)
(*8°) +
(*8°)
(*8°)

N + NQ(A32+) — Np(X'Z]) + N(?D°)
N(48°) + Np(A3ZF) — No(X!5F) + N(2P°)
N(*8°) + 02(X?%;) — O(°P) + NO(X*II)
N(%8°) + NO(XII) — O(*P) + Np(X '%})

N(*5°) + 07 (X IL,) —

O(®P) + NO* (X 1%+)

3.33 x 10~18T-9-5(1 — 0.5677;0-5)
4.0 x 10712

3.6 x 10711
1.5 x 10~ 11e=3573/Tn

2.2 x 10~ 11¢160/Tn T, <400 K
3.3 x 1071, T, > 400 K
1.2 x 10710
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Table B.29. Sources for N(2D°).

Reaction

Rate

N(*8°) + e~ — N(3D°) + e~

Np(X'EF) + e~ — N(®D°) + N(*8°) + e~

NF (X3%F) + e — N(2D°) + N(48°)

NF (X32F) + e — N(2D°) + N(2D°)
NO*(X!EH) + e — N(2D°) + O(3P)

O(3P) + N(2P°) — N(2D°) + O(3P)

O(3P) + NJ (X3%7F) — N(2D°) + NO* (X 1o+)

N2(A357) + N(#8°) — N(2D°) + Np(X15})
02(X?%;) + N*(°P) — N(*D°) + O3 (X *TI,)
NO(X 2IT) 4+ N(2P°) — N(2D°) 4+ NO(X 11)
N(48°) + N(2P°) — N(2D°) + N(48°)
N(?P°) +e; — N(2D°) + e

N(?P°) — N(?D°) + hr(10397.7,10398.2 A)T
N(2P°) — N(?D°) + hv(10407.2,10407.6 A)t

Equation (270)
Equation (270)
1.584 x 10~7(T,/300)~%-39
2.16 x 1078(T,/300)~9-39
3.192 x 1077(T./300)~0-7
1.7 x 10711
1.4 x 10~10(T;/300)~0-44
—9.8 x 10~ 12(T;/300) 023,
5.2 x 10711(T;/300)°-2
—3.64 x 10712(T;/300)°41,
4.0 x 10712
9.333 x 10~11
3.0 x 10711
6.0 x 10713
9.5 x 1079
4.776 x 1072 s~
4.027 x 1072 1

T, < 1500 K

T; > 1500 K

¥ Multiple wavelengths are due to fine structure splittings (see Figure 10).

 Kramida et al. [40]

Table B.30. Sinks for N(2D°).

Reaction Rate

N(®D°) + O(3P) — O(®P) + N(%S°) 1.06 x 10712

N(?D°) + O(®P) » NOT(X!Z+) +e; 2.5 x 1071879-5(2205 + T, )e4410/Tn
N(2D°) + Na(X1E}) — No(X1Z]) + N(*5°) 1.0 x 107 13¢=510/Tn

N(2D°) + 02(X3%;) — O(*P) + NO(X 2II) 5.9 x 10712

N(?D°) + 02(X3%;) — O('D) + NO(X *1I) 6.0 x 10713

N(2D°) + NO(X?1I) — O(®P) + No(X %) 6.7 x 10~

N(2D°) + O*(48°) — O(3P) + N*(3P) 1.3 x 10710

N(?D°) +e; — N(4S°) +e; 3.8 x 10—1279#1

N(?D°) — N(%8°) + hv(5197.9,5200.3 A)f 1.3951 x 1075 s~ 1%

T Multiple wavelengths are due to fine structure splittings (see Figure 10).

¥ Kramida et al. [40]
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Table B.31. Sources for N(2P°).

Reaction Rate
N(*S°) + e~ — N(?P°) + e~ Equation (270)
Np(A3%F) + N(*8°) — N(2P°) + Np(X 'Z]) 3.6 x 1071

Table B.32. Sinks for N(2P°).

Reaction Rate

N(2P°) + O(3P) — O(3P) + N(2D°) 1.7 x 1071
N(?P°) + Na(X1Z}) — Np(X'5}) + N(*8°) 2.0 x 10718
N(2P°) + 02(X?%;) — O('D) + NO(X 2II) 2.2 x 1012
N(?P°) + NO(X 2IT) — NO(X 2II) + N(2D°) 3.0 x 10711
N(?P°) + N(*S°) — N(S°) + N(?D°) 6.0 x 10713
N(?P°) +e; — N(*8°) + e, 1.6 % 10—1270-85
N(2P°) +e; — N(2D°) + e, 9.5 x 1079
N(?P°) — N(*8°) + hv(3466.5,3466.6 A)f 4.55 x 1073 s~
N(?P°) — N(®D°) + hi(10397.7,10398.2 A)1 4.776 x 1072 s~ 11
N(?P°) — N(®D°) + hr(10407.2,10407.6 A)* 4.027 x 1072 s~ 14

T Multiple wavelengths are due to fine structure splittings (see Figure 10).
¥ Kramida et al. [40]

Table B.33. Sources for N™(3P).

Reaction Rate
N(4S°) + e~ > NT(3P) + e~ +e~ Equation (270)
N(2D°) + O*(#8°) — N*+(3P) + O(®P) 1.3 x 10713

Table B.34. Sinks for N*(3P).

Reaction Rate

N*(3P) + O(3P) — N(48°) + O+ (48°) 2.2 x 10712
N*(3P) + 02(X3%;) — O(P) + NO*(X1Z+)  7.869 x 107!
N*(3P) + 02(X3%;) — O('D) + NO*(X'E+)  1.8361 x 1010
N*+(3P) + 02(X3%;) — N(48°) + OF (X 21I,) 21777 x 10710
N*(3P) + 0,(X3%; ) — N(*D°) + O3 (X *1I,) 9.333 x 10711
N*(®P) + 0,(X3%;) — NO(X2II) + O*(*8°)  3.66 x 10~
N*(3P) + NO(X2II) — O(*P) + N3 (X?%]) 7.95 x 10~
N*(3P) + NO(X 2II) — N(#S°) + NO* (X 1x+)  4.505 x 10710
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Table B.35. Sources for NO(X 2II).

Reaction Rate
O(3P) + N(48°) — NO(X 2II) 3.33 x 10-167-95(1 — 0.567770)
02(X3%;) + N(48°) — NO(X 2II) + O(®P) 1.5 x 10711 =3573/Tn
02(X3%;) + N(*D°) — NO(X2II) + O(°P) 5.9 x 10712
02(X?%;) + N(*D°) — NO(X2II) + O(*D) 6.0 x 10713
02(X?%;) + N(*P°) — NO(X 2II) + O('D) 2.2 x 10712
02(X?%;) + N*(°P) —» NO(X?II) + O*(*S°)  3.66 x 107"
Table B.36. Sinks for NO(X?II).
Reaction Rate

NO(X2II) + e~ —» NOT(X1ZF) + e~ + e
NO(X2II) + N(*5°) — O(°P) + Nao(X 'T})

2[) + N(D°) — O(*P) + N(X'T})
2I) + O+ (*8°) — O(®P) + NOT (X 1x¥)
21T) + 0+ (2D°) — O(3P) + NO* (X 15+)
210) + N7 (X3%])

— Np(X'E}) + NOT (X ')
NO(X21I) + OF (X %I1,)

— 02(X?%;) + NO*(X'ET)

NO(X2II) + N*(°P) — O(°P) + N3 (X 2%})
NO(X 2II) + N+ (3P) — N(48°) + NO* (X 1n+)

Equation (270)
2.2 x 10~11¢160/Tn
3.3 x 10711,

6.7 x 1071

8.0 x 10713

1.2 x 1079

T, <400 K
T, > 400 K

3.3 x 10710

4.4 x 10710
7.95 x 10~ 11
4.505 x 1010
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Table B.37. Sources for NOT (X 1¥T).

Reaction

Rate

NO(X2II) + e~ - NOT(X!ZH) +e™ +e”
O(®P) + N(®D°) —» NOt(X1¥+) + e
O(®P) + NF (X3%}) —» NOH(X1X+) + N(2D°)

Np(X'E}) + 07 (*S°) —» NOT(X 1) + N(*8°)

0:(X3%;) + N*(3P) —» NO*(X'S+) + O(3P)
02(X3%;) + N*(3P) - NO*(X'S+) + O('D)
NO(X 21I) + OF (48°) - NO* (X 1E+) + O(3P)
NO(X 2IT) + OF(2D°) — NO* (X 1%+) + O(3P)
NO(X 2II) + Nj (X°%})

- NOT(X'ZH) + No (X 'TF)
NO(X 2I0) + OF (X 211,

— NOT (X 'Z+) + 02(X3%;)
NO(X 21I) + N*(3P) — NO* (X 1£+) + N(48°)
N(48°) + OF (X 2II,) — NO* (X !S+) + O(3P)

Equation (270)
2.5 x 1071879:5(2205 + T, )e4410/Tn
1.4 x 10719(T;/300) 044

—9.8 x 10712(T/300) 03, T; < 1500 K
5.2 x 10711(T;/300)°

—3.64 x 10712(7;/300)°41,  T; > 1500 K
1.2 x 10712(T;, /300) =02 (1 — e~3394/Tn)

+8.0 x 10~ 11—6788/Tn
7.869 x 10~ 1!
1.8361 x 10710
8.0 x 10713
1.2 x 1079

3.3 x 10710
4.4 x 10710

4.505 x 10~10
1.2 x 10710

Table B.38. Sinks for NOT(X1XF).

Reaction

Rate

NO*(X1¥*) + e; — O(3P) + N(*S°)
NOT(X1%*) + e — O(3P) + N(2D°)

1.008 x 10~7(T./300)~°7
3.192 x 10~7(T./300) =07
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