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Abstract1

We evaluate the acoustic coda phase delay method for estimating changes in atmo-2

spheric phenomena in realistic environments. Previous studies verifying the method took3

place in an environment with negligible wind. The equation for effective sound speed, which4

the method is based upon, shows that the influence of wind is equal to the square of tempera-5

ture. Under normal conditions, wind is significant and therefore cannot be ignored. Results6

from this study confirm the previous statement. The acoustic coda phase delay method7

breaks down in non-ideal environments, namely those where wind speed and direction varies8

across small distances. We suggest that future studies make use of gradiometry to better9

understand the effect of wind on the acoustic coda and subsequent phase delays.10
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I. INTRODUCTION11

A series of low amplitude arrivals often follow the passage of an impulsive pressure12

wave. This is known as the acoustic coda, and is generated via wave interaction with13

topography and local atmospheric structure. Assuming that the acoustic source and14

receiver remain in the same location, acoustic coda variation between successive events15

implies a change in the atmosphere. Thus, we can solve for localized atmospheric variation16

by utilizing a series of explosions at a common location and recorded along common paths.17

The seismic equivalent of the acoustic coda was first identified as signal by Aki and18

Chouet in 19751. Since then, the seismic coda has been identified as a useful tool for19

understanding seismic wave propagation. For example, seismic codas have been used to20

detect small changes in the medium through which waves travel8, to model phase delays21

from changes in crustal velocities5, to estimate attenuation7, and to determine velocity22

change in a magma chamber6. Acoustic codas, however, have only recently been used to23

estimate temperature change over time3 and velocity differences in the nocturnal boundary24

layer4, 2. Previous research by Marcillo et al. (2014)3 uses acoustic coda phase delays to25

estimate changes in temperature between a series of explosions. The results in the original26

study are promising, but were completed in an environment with negligible wind.27

Therefore, we test the limits of the method by transferring it to a non-ideal environment:28

one with spatially varying wind speed and direction.29
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II. EXPERIMENTATION SETUP30

Our experimentation setup consisted of a series of four above-ground chemical31

explosions on the Nevada National Security Site (NNSS). The events ranged in size from 8732

– 1000kg TNT equivalent and were placed either at or above the ground surface (Table 2).33

Event # Height Above Ground (m) Size (kg TNT equivalent)

1 0 87

2 2 87

3 2 100

4 0 1000

Table 1: Height above ground and size of each event in this study.

Twenty-three infrasound sensors collected the acoustic data for this study. Sensors34

were placed at various azimuths and ranges from ground zero (Figure 1). There were two35

main lines of sensors as well as a number of sensors encircling ground zero. Ten sensors were36

placed in a line trending S–SE, while six were placed over complex topography in a line37

trending to the SW. The remaining seven sensors were placed 100 – 200m in all directions38

around ground zero. The acoustic data was complimented by a robust meteorological39

dataset consisting of ground weather stations, a radiosonde deployment, and wind light40

detection and ranging (LIDAR). For the purposes of this study we focus on data from the41
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Figure 1: Infrasound

sensor, ground weather,

and wind LIDAR

stations surrounding

ground zero at the

study site.

ground weather stations and wind LIDAR. The robust meteorological dataset created a42

unique opportunity to compare derived atmospheric phenomena with direct observations.43

III. METHOD44

The availability of acoustic and meteorological data allowed us to test the limits of the45

method of using acoustic coda phase delays to determine changes in air temperature46

between events3. Marcillo et al.3 effectively used this method on an experiment that47

required low wind for event detonation and occurred in a rugged canyon environment48

well-suited for acoustic coda scattering. Theoretically, the method should be transferrable49

to environments with spatially consistent wind as this would have the same effect50
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throughout the network. Our experiment had liberal constraints for source execution,51

creating an opportunity to test the method in non-ideal conditions.52

Prior to estimating temperature change the acoustic coda must first be extracted at53

each sensor for each event. First, we imported waveforms from each sensor within a 6054

minute window around the event time. A 60 minute window was chosen for ease of import,55

knowing that the signal of interest would be the highest amplitude within that range. The56

coda was extracted between 0.2 – 4.2 seconds after the peak amplitude. 0.2 and 4.257

seconds post-peak was chosen for the beginning and end of the coda, respectively, by an58

analyst. This value is reasonable considering the frequency content of the event signals.59

After extracting the acoustic coda for each event, cross correlograms were created for60

all signals. Each cross correlogram is a product of computing the cross correlation values61

between codas from different events at the same sensor. To create each cross correlogram,62

correlations were calculated in 0.1 second increments with 50% overlap. In order to identify63

features that correspond to scatterers, changes in air temperature, and changes in wind64

direction each correlation window is plotted in succession. Marcillo et al. (2014)3 explain65

that features from scatterers are identifiable by their consistent presence in the cross66

correlograms for multiple event pairs. Features that correspond to the main trend of the67

cross correlograms, or the trend of the highest cross correlation coefficients in each window,68

are due to changes in temperature. The third type of feature is variable between events69
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and results from changes in wind speed and direction.70

For this method we focus on the second feature, the main trend of the highest cross71

correlation coefficients, which is used in the calculation for temperature ratio. We begin72

with the equation for effective sound speed, ceff = c+ ~n · ~w where T is temperature in73

Kelvin, c = c(T ) ∼= 20.06
√
T and corresponds to adiabatic sound speed, ~n is the vector74

normal to the direction of propagation, and ~w is the wind vector. It is important to note75

that in this equation temperature is a scalar and wind is a vector. Solving for a scalar, and76

thus temperature, is straightforward while solving for a vector, like wind, is more difficult.77

To complicate matters, the effective sound speed equation shows that only the square root78

of an increase in temperature effects sound speed while the entire wind vector has an effect.79

Consequently, wind has a larger influence on effective sound speed.80

Since the geometry of events, sensors, and path effects (topography and other81

scatterers) remains the same, we can implement the following equation from Marcillo et al.82

(2014) to find changes in air temperature between events3:83

T1
T2

=

(
1 +

δti

tn1

)2

(1)

where δti is the phase delay and tn1 is the arrival time of the signal scattered by the nth84

element. δti

tn1
can be found by the slope of the best fit line of the maximum values in each85

window of the cross correlogram (feature 2 from above). A sample cross correlogram along86
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Figure 2: Sample cross corellogram at various sensors comparing events 2 and 3. Here, only cross correlations

greater than 0.7 are displayed in each correlation window. The best fit line to the maximum correlation values

in each window is shown by the black line. The slope of this line is used in the calculation of temperature

ratio.

with its best fit line to the correlation maxima is shown in Figure 2.87

Fitting a line to the correlation maxima is an important step in the calculation of88

temperature ratio. In our case, some correlation windows showed low values. Therefore, we89

chose to calculate the best fit line using linear least squares regression and weighting each90

point based on the standard deviation of its corresponding correlation window. The91

individual uncertainties in temperature ratio calculations, plotted later in this text, were92

calculated in the same fashion.93



Albert et al., JASA, p. 9

IV. RESULTS94

Presented here is the comparison between the second and third events, as those were95

the same height above ground and about the same size. However, all event pairs yielded96

similar results. First, temperature ratios are plotted against elevation, distance from the97

source, and back-azimuth to the source (Figure 3). Uncertainty estimates for each98

temperature ratio are included to show variance. Temperature ratios at each sensor are99

also plotted upon topography to show possible trends in temperature ratio with regard to100

elevation, distance, and back-azimuth (Figure 4). Note that in either case the temperature101

ratios differ at each station. Apart from that, there seems to be no obvious clustering of102

temperatures in any plot. Changes in temperature ratio are summarized in Table 2.103

As described previously, the experiment was accompanied by a robust meteorological104

dataset. Due to atmospheric conditions at the site (low particulates, dry air) the wind105

LIDAR system could only measure winds up to 300m. This is low for the system, but106

adequate for our purposes because it captures the direct wave path being measured. Wind107

LIDAR shows that during the second event the winds were quite variable in time, but108

during the third event they were mostly in the N–NE direction (Figure 5). Winds recorded109

near the ground surface (0 – 70m) are unreliable as the purpose of the system is largely to110

gather wind information higher in the atmosphere (above 100m and up to a few km).111

Six ground weather stations were deployed during the experiment. We choose to focus112
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Figure 3: Temperature ratios estimated by comparing acoustic coda from events 2 and 3. Error bars

represent the standard deviation in the cross correlogram used to estimate temperature ratios. Ratios are

plotted against elevation, distance, and back-azimuth to help identify trends in the results. Temperature

ratio observations from ground weather stations, a radiosonde, and the network average are plotted as black

dashed lines for reference.

on the closest three ground weather stations as these lay within our infrasound network.113

Figure 4 shows winds recorded at ground stations during each event. Changes in wind114

speed and direction are summarized in Table 2. Note that for each event wind speed and115

direction varies spatially at about 1km distances. Variable winds at the ground level116

present a problem for our analysis because, as described by the equation for effective sound117

speed, changes in wind have a greater effect than changes in temperature. Fitting a line to118

phase delays is the backbone of this method and variable winds across the site ultimately119
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Figure 4: Temperature ratios plotted against flattened topography. Each point corresponds to a sensor

location, while its color represents the temperature ratio calculated at that sensor. There are no obvious

trends in temperature ratio values. Wind speed and direction for events 2 and 3 are shown by turquoise and

blue arrows, respectively. Note that ground winds vary substantially across the site.
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change phase delays. Therefore, the resulting slope of the best fit line will thus vary across120

the site.121

Figure 5: Wind LIDAR measurements during events 2 and 3. Note that winds were variable with altitude

during event 2, but more consistently to the N–NE during event 3. Due to atmospheric conditions at the time,

measurement could not be taken above 300m altitude. The nature of the instrument results in measurements

near ground level (0 – 70m) that are unreliable.

Radiosonde T1/T2 Network Avg. T1/T2 ∆ Wind Speed ∆ Wind Direction

0.997 0.998 2.8 – 3.3 m/s 94 – 158 degrees

Table 2: Height above ground and size of each event in this study.

V. DISCUSSION122

Based on the method by Marcillo et al. (2014)3, we expected either to see only small123

deviations or clustering in temperature ratio in regions across the site. This is not the case.124
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It is evident that phase delays from varying wind speed and direction complicate our125

results. At our site, the wind is not steady in space, and likely not in time either. If the126

wind were consistent over the entire network, the method proposed by Marcillo et al.127

(2014)3 would return temperature ratios that match those observed in meteorological data.128

Upon comparison, individual calculated temperature ratios do not match meteorological129

observations and meteorological observations show variance. However, the network average130

temperature ratio does match the radiosonde temperature ratio.131

This method was proven in a flat environment with negligible wind3. In contrast, our132

winds were 1.7 – 6.5 m/s and variable. There is significant topography at our site, but it is133

unlikely this has an effect on the complexity in our results since the134

source-scatterer-receiver geometry remains the same for each event. Therefore, our results135

show that this method breaks down in complex wind patterns (i.e. variance in speed and136

direction over small scales).137

VI. CONCLUSIONS138

A. Complexities in Temperature Ratio139

The method used in this study was previously validated under low wind conditions.140

However, in complex wind environments the method breaks down. Simply stated, one141

cannot ignore local wind when solving for atmospheric phenomena. Without signal142
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direction of arrival and velocity at the sensor, it is impossible to factor in the impact of143

wind on the effective sound speed. This, in turn, causes inaccuracies when fitting a line to144

the cross correlograms. Our study was limited by three ground weather atmospheric145

stations and one wind LIDAR system. For our complex wind environment, this was simply146

not enough to give us a full understanding of the spatial and possibly temporal variance in147

wind. The close relationship between the network average and radiosonde temperature148

ratios suggests that a dense network, like the one used in this study, may have the power to149

resolve average temperature ratios. However, it is not yet understood if this idea stands150

should the variance in wind be greater than what was observed in this study. It is151

important to note that while infrasound sensors were placed over complex topography in152

this study, topography is static and thus always has the same effect on the acoustic coda.153

Therefore, differences in topography between the study by Marcillo et. al (2014)3 and this154

one do not create the observed complexities in temperature ratio. Variable wind speed and155

direction are the key culprits in creating the complex temperature ratio spread.156

B. Suggestions for Future Research157

Measuring signal direction of arrival and velocity at the sensor is a way future studies158

can aim to better understand complexities resulting from the coda phase delay method. 2D159

wave gradiometry is a good candidate for this. The method requires closely spaced160

receivers and can be used to find the back-azimuth and horizontal slowness of an arriving161
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wave. By focusing on highly correlated coda segments and their back-azimuths,162

gradiometry could reveal the relationship between phase delays and wave propagation.163

This could then be directly accounted for in the temperature ratio calculation. Essentially,164

2D wave gradiometry can identify the direction of arrival of certain coda elements, allowing165

for both the vector wind and the scalar temperature fields to be solved for. Understanding166

the wind and temperature fields would greatly improve temperature ratio calculations.167

Depending on the site and availability, receivers can be placed in one closely-spaced array168

or distributed throughout the site in closely-spaced 5-element arrays. For our signal169

frequency of interest (0.1 – 10 Hz), the gradiometry method only requires sensors to be170

placed about 10m apart. Thus, there would be no worry about a different171

source-scatterer-receiver geometry affecting the coda waveforms at such close ranges. The172

authors plan to experiment with 2D wave gradiometry should a similar experiment be173

conducted in the future.174
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