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Introduction

This supplementary information contains: 1) methodology of the wavelet spectral
analysis; 2) hydraulic and thermal parameters in the model setup; 3) more details about
the cybernetic model; and 4) additional simulation results, e.g., temperature results of the
case with daily smoothed boundary, carbon consumption distribution of individual
reactions, and analyses of individual reactions.



Text S1.

Methodology of the wavelet spectral analysis

We conducted the wavelet spectral analysis using the R package
“WaveletComp” [Roesch and Schmidbauer, 2015], where the Morlet “mother”
wavelet was defined as:

v, (t) = 72_—1/4eia)te—t2/2’ (S1)

where the dimensionless frequency o is set as 6 and t is time. The continuous
wavelet transform of a time series is defined as the convolution of the series with
a set of "daughter” wavelets as:

1 .(t-7
WaVe(T,S) = Zt:xt ﬁl//o (Tja (SZ)

where x, is the time series to be decomposed and * denotes the complex

conjugate. The localizing time parameter 7 and a time increment dt are used to
determine the daughter wavelet's location in the time domain. In this study, the
dt is defined as the minimal observation interval. The scaling parameter s
determines the daughter wavelet's coverage in the frequency domain. The
wavelet power spectrum describes the time frequency (or time period) wavelet
energy density as:

1
Power(z,s) = —|Wave(z',s)|2 . (S3)
N
The time-averaged wavelet power spectrum for each scale parameter s is then

calculated to measure the significance of certain frequencies (periods) in the
evaluated time series.

Text S2.

Hydraulic and thermal properties

The hydraulic and thermal properties were taken and modified from
studies in the same site [Ma et al., 2012; Chen et al., 2013], as show in Table S2.



Text S3.

Mass balance equations of the cybernetic model

For the compact form (vector-matrix representation) of the reaction
equation Eq. (3) in the main text, we can derive:

[[DOCT]] -1 -1 -1 ]
[0;] 0 0 ~ 1
[NO; ] -2f; 0 0 5
% [NO;1|=| 2/, —4£ /3 0 r, ([BM], (S4)
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where ry, r2, and r3 are the regulated reactions rates for aerobic respiration and
denitrification.

We further modified the preceding partial differential equation by accounting the
biomass degradation ratio Kaeg. For the dissolved organic carbon (DOC) and
biomass balance, we can derive:

d[poC

_[dt ]=—(r1+r2+r3—5kdeg)[BM] (S5)
d[BM] (1=f  1=f, 11—
[dt ]=( 5f1r1+ sz5+ 5f3r3—kdegj[BM] (6)

These reaction equations were coded in PFLOTRAN's reaction sandbox.

Reaction parameters and model fitting of batch experimental data

The reaction parameters for the cybernetic model are listed in Table S3.1.
The model fit for laboratory batch denitrification data is shown in Figure S3. The
solute concentrations of inland/river boundaries are listed in Table S3.2.



Text S4.

This section provides more model results with additional details that did not
result in any new or change the conclusions in the main text.

Temperature results of case with daily smoothed hydraulic boundaries

In the main text, only the baseline case temperature and its difference
between the weekly smoothed case were presented in Figure 3. As such, we put
the results of the daily smoothed case in Figure S4.1 as a supplement. The
difference between the base and daily smoothed cases was reasonably smaller
than the difference between the base and weekly smoothed cases. All
conclusions based on the weekly smoothed case stated in the main text hold for
the daily case.

Cumulative carbon consumption distribution of individual reaction

In the main text, only the total cumulative carbon consumption
distribution was shown in Figure 4. We did not include the cumulative carbon
consumption distribution of individual reactions as they all had similar patterns,
and most carbon was consumed in oxidative respiration (Figure S4.2).

Carbon consumption rates comparison

In the main text, only the total carbon consumption rates were compared
between the base and weekly smoothed cases. In Figure S4, we included such a
comparison across different reactions and cases as a supplement. The same
conclusions can be derived as presented in the main text.
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Figure S3. Model fit to batch denitrification data



a) Temperature time series of 1D slice (the baseline case)
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b) Temperature time series of 1D slice (the daily smoothed case)
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¢) Temperature time series of 1D slice (the weekly smoothed case)
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d) Temperature difference of the 1D slice (the baseline case minus the daily smoothed case)
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e) Temperature difference of the 1D slice (the baseline case minus the weekly smoothed case)
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Figure S4.1. Temperature simulation results: a) Temperature time series of a 1D slice
(the vertical line in the Figure 3a in the main text) of the baseline case to illustrate the
temperature lags in the HZ. The top crossband shows the temperature of river water. The
black curve is the river stage, the colored dash lines are the formation boundaries, and
the bottom part is the temperature dynamics in this column; b) Temperature time series
of the 1D slice of the daily smoothed case; c) Temperature time series of the 1D slice of
the weekly smoothed case; d) Temperature difference of the 1D slice (the baseline case
minus the daily smoothed case); e) Temperature difference of the 1D slice (the baseline
case minus the weekly smoothed case). The a) and e) are featured in the main text
(Figure 4) and placed here only for comparison.



a) Cumulative total carbon consumption (log10 mol/m?, the baseline case)
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- b) Cumulative carbon consumption for 0,=» CO, (log10 mol/m?, the baseline case)
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c) Cumulative carbon consumption for NO,-=» NO,- (log10 mol/m?, the baseline case)
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Figure S4.2. Cumulative carbon consumption for individual reactions (log10, mol/m?): a)
Total carbon consumption; b) O,=»CO,; ¢) NO3™ =»NO;’; d) NO3=»N,. Image a) was
included in the main text (Figure 4) and placed here again only for comparison.
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Figure S4.3. River stage versus carbon consumption rate difference between the
baseline case and other cases in entire alluvium: a) O,=»CO: (the baseline case minus the
daily smoothed case); b) NO3*=»NO;" (the baseline case minus the daily smoothed case);
¢) NO2=2»N:; (the baseline case minus the daily smoothed case); d) O,=»CO; (the baseline
case minus the weekly smoothed case); €) NOs” =»NO;" (the baseline case minus the
weekly smoothed case); f) NO,=» N, (the baseline case minus the weekly smoothed case).



Hanford alluvium Ringold
Geostatistical parameters
of permeability field
(exponential variogram)
Mean (log, m%) -8.13 -13 -15
SD (log, m%) 0.83 0.81 homogenous
Integral scale (m) 20 8 homogenous
Anisotropy ratio 0.1 0.1 homogenous
Anisotropy angle (°) -3 9 homogenous
Nugget 0 0 homogenous
Other hydraulic properties
Porosity (-) 0.2 0.43 0.43
Residual saturation (-) 0.16 0.13 0.13
van Genuchten alpha 7.27¢-4 1.43c-4 1.43c-4
parameter (Pa™)
Ef_&}n Genuchten m parameter 0.34 0.75 0.75
Thermal properties
Soil particle density of
material (kg/m’) 2760 2650 2650
Specific heat capacity of
material (J/kg'K) 713 920 920
Wet thermal conductivity of
material (W/K-m) 1.88 0.93 0.93
Dry thermal conductivity of
material (W/K-m) 0.93 0.68 0.68

Table S2. Hydraulic and thermal properties of Hanford/alluvium/Ringold in the 2D

model




Parameter NO;=NO; | NOy =N, 0,2CO, Source
Estimated

fi [-] fi=0.65 £=099 | s ff as Data fit

Ki _ _ K3=3K;

[mmolimmol BM/d] | K1728:26 | K2=2328 11, o) 2012y | Pa i

K [mM] Kui=025 | Ky,=025 | Cstimatedas [Yan et al., 2016]
Ki3=Kg;

Ko {mM] K.1=0.001 | Kur=0.004 ES“T?;?d as [Rittmann, 2001]

a,3— Nal
kdeg
[mmol/mmol BM/d] 0.242 Data fit

Table S3.1. Biogeochemical reaction parameters

10



Solute Inland River
CH20O [mol/L] 4.16e-5 2.58e-4
CO;z[mol/L] 2.48e-3 1.12e-3
NOs- [mol/L] 3.96¢-4 8.87e-6
Oz [mol/L] 2.67e-4 3.59¢-4
CsH70oN [mol/L] | 1.00e-5 1.00e-5
N> [mol/L] le-10 le-10
NHy+ [mol/L] le-10 le-10
NO:>- [mol/L] le-10 le-10

Table S3.2. Solute concentration on boundaries (N2, NH4., and NOz- is minimum)
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Key Points

e High-frequency flow variations enhance hyporheic exchange, increase biogeochemical fluxes,
and create long-term alterations to thermal regimes.

e The spatial distribution of biogeochemical hot spots depends highly on the subsurface
hydraulic properties instead of high-frequency flow variations.

e The high-frequency flow variations under drought conditions lead to warmer hyporheic

temperatures that could potentially affect riverine ecosystems.
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Abstract

Anthropogenic activities, such as dam operations, often induce larger and more frequent stage
fluctuations than those occurring in natural rivers. However, the long-term impact of such flow
variations on thermal and biogeochemical dynamics of the associated hyporheic zone (HZ) is
poorly understood. A heterogeneous, two-dimensional thermo-hydro-biogeochemical model
revealed an important interaction between high-frequency flow variations and watershed-scale
hydrology. High-frequency stage fluctuations had their strongest thermal and biogeochemical
impacts when the mean river stage was low during fall and winter. An abnormally thin snowpack
in 2015, however, created a low river stage during summer and early fall, whereby high-
frequency stage fluctuations caused the HZ to be warmer than usual. This study provided the
scientific basis to assess the potential ecological consequences of the high-frequency flow
variations in a regulated river, as well as guidance on how to maximize the potential benefits—or
minimize the drawbacks—of river regulation to river ecosystems.

1. Introduction

The hyporheic zone (HZ) is a transition area where groundwater mixes with surface water and
mediates the surface-subsurface exchange of water, heat, and solutes (e.g., dissolved oxygen,
organic carbon, carbon dioxide, nitrate, and ammonium) [Boano et al., 2014; Brunke and Gonser,
1997]. Surface-subsurface flow interactions in the HZ are critical in aquatic environments, where
biogeochemical processes often are enhanced because of waters mixing from different sources
[McClain et al., 2003; Battin et al., 2008; Cardenas, 2015; Stegen et al., 2016]. Multiple

complex physical features influence the extent of the HZ and additional bank storage [Boulton et
al., 1998]. These include sediment permeability and porosity [Cardenas et al., 2004; Salehin et

al., 2004]; river morphology, such as riffle, bars, and dunes [Cardenas and Wilson, 2007,
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Buffington and Tonina, 2009; Stonedahl et al., 2013]; and dynamic hydrologic boundary

conditions [Schmadel et al., 2016].

The dynamic hydrologic boundary condition of the HZ exchange is controlled not only by
natural processes (e.g., snowmelt, precipitation, flood, and tidal cycles) but also by
anthropogenic activity, such as dam operations. In the United States [Graf, 1999] and across the
globe [Nilsson et al., 2005], dam construction in large river systems has been widespread. Rivers
regulated by dams often experience large and dynamic stage fluctuations to meet the combined
demands of hydropower, irrigation, and flood control. Frequent river stage fluctuations can
significantly alter the hydraulic gradient between groundwater and surface water [Arntzen et al.,
20006; Fritz and Arntzen, 2007], with consequent changes to the thermal [Sawyer et al., 2009;
Slater et al., 2010, Gerecht et al., 2011] and biogeochemical dynamics [Ye et al., 2012; Gu et al.,
2012; Briody et al., 2016; Trauth and Fleckenstein, 2017] in the HZ by creating more frequent
changes in gaining/losing conditions for streams or aquifers compared to steady state flow
conditions [Sawyer et al., 2009; Francis et al., 2010; Gerecht et al., 2011; Graham et al., 2015;
Yellen and Boutt, 2015]. Both the thermal and biogeochemical processes in the HZ play
important roles in fluvial ecology, such as benthic food production, salmonid growth [Mejia et
al., 2016], and fish spawning [ Hanrahan, 2007; Casas-Mulet et al., 2016]. The temperature of
upwelling HZ water is especially important to temperature-sensitive organisms [ Geist et al.,

2002; Ebersole et al., 2003; Galbraith et al., 2012; Mejia et al., 2016].



82  The conceptual representation of heat transport and biogeochemical processes in the HZ of a

83  regulated river often has been ignored or over-simplified by neglecting dynamic river stage

84  fluctuations. Furthermore, most studies have investigated only the short-term (days to weeks)

85  impacts of dynamic river stage fluctuations on the hyporheic temperature and biogeochemical

86  functions, while longer-term (seasonal to interannual) impacts could result from the potentially
87  long residence time of intruded river water in the associated groundwater system. For example,
88 the heat storage effect of the HZ can persist for months [Arrigoni et al., 2008; Burkholder et al.,
89  2008], and the riverbed redox conditions can be impacted by seasonal hydrograph cycles [Lautz
90 and Fanelli, 2008]. Addressing the long-term effects of flow variations on hyporheic thermal and
91  Dbiogeochemical processes requires extended observational and modeling studies with a realistic

92  representation of heat transport, biogeochemical processes, and water exchange fluxes.

93

94  In this letter, we address the following question: how do high-frequency flow variations, driven
95  mainly by dam operations to meet hydropower demands, control temperature dynamics and
96 biogeochemical fluxes in the HZ? Such understanding could provide the scientific basis needed
97  to assess the potential ecological consequences of high-frequency flow variations caused by
98 anthropogenic perturbations. To address these impacts and linkages, we applied a fully coupled,
99  two-dimensional (2D) thermo-hydro-biogeochemical model with realistically heterogeneous
100  sediment properties along a transect perpendicular to the Columbia River. The hydrologic
101  boundary conditions (e.g., river stage and groundwater table) were progressively smoothed to
102  remove high-frequency fluctuations. Multi-year simulations were conducted using the field-
103  observed and smoothed hydrologic boundary conditions. The differences in their respective

104  results of temperature dynamics, velocity, and cumulative carbon/consumption in the HZ were
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used to assess the impacts of high-frequency flow variations. We found that high-frequency (sub-
daily to weekly) flow variations had a larger impact on the HZ thermal regimes and
biogeochemical function when the river stage was low, whereas zones with enhanced
biogeochemical activity and associated fluxes were strongly dependent on the physical

heterogeneity of the riverbed’s alluvial layer.

2. Methodology

2.1 Site Description

The study area is situated on the Hanford Reach’s western shore on the Columbia River in the
300 Area of the U.S. Department of Energy’s Hanford Site (Figure 1a), located within the
semiarid Pasco Basin in southeastern Washington State. The Hanford Reach is an 80 km free-
flowing section of the Columbia River with hydroelectric dams at its upstream (Priest Rapids)
and downstream (McNary) boundaries [Duncan et al., 2007]. The unconfined aquifer that exists
within the river corridor and extends beneath the riverbed can be delineated into three distinct
geologic formations: low-permeability sandy alluvium, highly permeable Hanford gravels, and
low-permeability Ringold fluvial deposits [ Williams et al., 2008].

2.2 Spectral Decomposition of Dam Discharge and River Stage

The river stage observed at our study site fluctuates ~0.5 meters daily and up to 2-3 meters
annually. The high-frequency variations (sub-daily to weekly) in river stage are driven by dam
operations upstream from the study site. A wavelet-based spectral analysis method (refer to
Supporting Information) was applied to determine dominant frequencies of variations in the time
series of: 1) the observed river stage and 2) observed (dam-impacted) and naturalized (assuming
no dam operation or irrigation) discharges below the Priest Rapids Dam. The discharge data

were obtained from the River Management Joint Operating Committee (RMJOC)
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(http://www.bpa.gov/power/streamflow/default.aspx). The frequencies of variations caused by

the upstream dam operation were identified by cross-comparing dominant frequencies in the
spectral analysis results. The moving average then was applied as a low-pass filter to remove
those high frequencies in the river stage and inland groundwater table. The smoothed/filtered
hydrologic boundary conditions were used to drive model simulations without impacts of high-
frequency flow variations and compared with the simulation under unfiltered highly dynamic
hydrologic boundary conditions. The difference between simulated hyporheic exchange and
associated biogeochemical processes represents the effects of dam-induced high-frequency flow

variations on hyporheic processes.

2.3 Numerical Model Configuration

To simulate lateral and vertical HZ exchange, we constructed a 2D model with the river and
inland aquifer as two end members of the river corridor system. The 2D model’s geological
structure was informed by previous geological and geophysical surveys [Williams et al., 2008;
Chen et al., 2013]. Heterogeneous permeability fields of the alluvium and Hanford gravels
(Figure 1b) were generated with unconditional geostatistical simulations using the R package
“gstat” [Pebesma, 2004] to investigate the potential impact of preferential flow in the alluvium
and Hanford gravel. The hydraulic and thermal properties were modified from earlier modeling
studies performed at the same site [Ma et al., 2012; Chen et al., 2013] (more information is
provided in the Supporting Information). The model domain was 143.2 m in the horizontal
direction and 20 m in the vertical. The grid size was refined near the shoreline (a rectangle
covering the entire alluvium and its surrounding Hanford and Ringold formation sediments) with

cells measured at 0.1 m in the horizontal and 0.05 m in the vertical to capture the HZ’s detailed
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exchange dynamics. To avoid numerical instability, the grid sizes for the rest of the domain were
progressively increased by 9%. The total number of grid cells was nearly 0.2 million.
2.3.1 Biogeochemical Functions
Oxidative respiration and two-step denitrification were considered representative HZ
biogeochemical processes in the simulated reaction network:

CH,O + 0,—»>CO,+ H,0

CH,0 + 2NO, —2NO, +CO, + H,0 . (1)
CH,0 +4/3NO, + 4/3H" —2/3N,+CO, + 5/3H,0

Microbial biomass (1/5CsH70,N) synthesis was considered as:

CH,0 + 1/5NH,” —1/5C,H,O,N + 3/5H,0 + 1/5H". @)

Oxidative respiration and denitrification were combined with biomass synthesis according to the

following relationships:

CH,O +2fNO, +%(1— £)NH," > 2f,NO, + f.CO, +%(1 — £)C,H,0,N
1 .2 1
CH,0+2f.NO; + (1= f;)NH," 2 LN, + £,CO, + (1= ,)CHON 3)

1 . 1
CH,0+ 1,0+ (1= [)NH," = fCO, + (1= f)C;H,0.N

where f7, f>, and f3 denote the energy-producing fraction parameters.

Reaction rates for the oxidative respiration and two-step denitrification in Eq. (3) were modeled

as being catalyzed by specific enzymes:

r=er™, 4)

1

where i is the generic reaction index, e; is the relative level of enzymes (described later), and "

is the unregulated reaction rate (mol L-'d") represented using double Monod kinetics:
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, d. A
r}km — ki i al . (5)
Kd,i +d1‘ Ka,i +ai

Here, &, is the maximum specific uptake rate of microbial reaction (mol L''d™), a, is the

electron acceptor concentration (mol L), x ... 1s the half-saturation constant for electron

acceptors, d,(mol L) is the electron acceptor concentration (mol L"), and x 2. 1s the half-

saturation constant for electron acceptors (mol L).

A cybernetic modeling approach [Song et al., 2014] was used to account for biological regulation.
The cybernetic approach views a microbial community as an optimal control strategist that
selectively catalyzes alternative reaction pathway options to optimize a certain metabolic
objective (e.g., total carbon uptake in this work) [Ramkrishna and Song, 2012]. The functional
form of the enzyme levels in Eq. (4) is given as follows [Kompala et al., 1986; Young and

Rambkrishna, 2007]:

rkin

€ = 3i (6)
1

kin
2

i=

Finally, the reaction rate »; was subtracted by a fixed biomass degradation ratio kaeg [ 1/d] then
multiplied by biomass concentration to calculate mass balance for each species (more details

about the cybernetic model are included in the Supporting Information).
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The cybernetic modeling formulation provides a rational description of dynamic regulation
without using empirical inhibitive kinetics. Literature values were used for the half-saturation
constants (i.e., K,; and Ky,) [Rittmann and McCarty, 2001; Yan et al., 2016] in all reactions. The
energy-producing fraction parameter (f;) and maximum specific uptake rate of microbial reaction
(ki) of the two-step denitrification were obtained by fitting the model to laboratory experimental
data measured on HZ sediments from the site [Li ef al., 2017, manuscripts submitted to
Envrimental Microbioglogy]. The f; and k; for oxidative respiration were estimated based on
denitrification fitting results by assuming oxidative respiration is energetically more favorable

than NOs™ reduction (reaction parameters are summarized in the Supporting Information).

We also considered the effect of temperature on reaction rate using the Arrhenius equation:

_Ea

r=Aek’ , (7)
where 7 is the rate constant, E, is the activation energy (0.65 ev in this study), R is the gas
constant (8.314 J mol! K™'), T is the temperature in Kelvin, and 4 is the pre-exponential factor.
The base reaction rates were derived from batch experiments were conducted under 26°C. All the

reaction rates under other temperatures were scaled from the base rates using Eq. (7).

2.3.2 Simulator and Boundary Conditions

The massively parallel subsurface flow and reactive transport code PFLOTRAN [Hammond et
al., 2014] was used to simulate coupled thermal-hydro-biogeochemical processes. The governing
flow equation in PFLTORAN is the Richards equation with Darcy’s law, fully coupled to the
energy conservation equation for heat transport. The solute transport mechanisms include

advection and macrodispersion, while molecular diffusion was neglected because of its small

10



208  contribution compared to the macrodispersion in the presence of heterogeneity in permeability
209  field. We customized the reaction network described in Section 2.3.1 using reaction sandbox in
210 PFLOTRAN. Simulations were performed for a six-year time window (2010-2015). The first
211 year was used for model spin-up, while the other five years were used for analysis.

212

213 A transient hydrostatic hydraulic head and a Dirichlet temperature boundary condition were used
214  at both the river and inland boundaries. A seepage face was applied at the river bank exposed to
215  the atmosphere. Water level and temperature data were taken from a nearby gauge in the

216  Columbia River and the inland monitoring well, as shown in Figures 2a and 2b. The top and
217  bottom boundaries were set as no-flow and no heat transfer, as surface recharge is small in the
218  semi-arid climate zone [Rockhold et al., 1995], while the bottom of the modeling domain is

219  constrained by the fine-grained Ringold formation that serves as a local aquitard.

220

221  Based on field sampling results, both the river water and groundwater are rich in dissolved

222 oxygen (~100% for river water and ~80% for groundwater). The solute boundary conditions for
223 CH;0, HCOs', and NOs- were taken from averaged field sampling results [Zachara et al., 2012;
224 2016] (more information is provided in the Supporting Information). Dissolved organic carbon
225  carried by the river water was assumed to be the carbon source, i.e., CH20O, for the

226  biogeochemical processes in the HZ, while groundwater was the source for NOs". The high

227  dissolved oxygen and low dissolved organic carbon concentrations implied that aerobic

228  respiration was the dominant HZ biogeochemical process at the site [Stegen et al., 2016].

229

230 3. Results and Discussion
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3.1 River Discharge and Stage Spectral Analysis Results

The time-averaged wavelet power in wavelet-based spectral analysis represents the relative
contribution of variation at a given frequency to total variation. The higher the time-averaged
wavelet power, the more significant the frequency is in the entire spectrum window. Real and
naturalized discharges at the Priest Rapids Dam (Figure 2¢) showed vastly distinct peak flows
and seasonal patterns over the course of a year. However, their spectral analyses (Figure 2d)
revealed the dominance of semi-annual and annual cycles in both time series, evident in the
peaks of averaged wavelet powers. Furthermore, visible peaks in wavelet powers at daily to
weekly frequencies were detected in observed discharge, which correspond to high-frequency
flow variations caused by dam operations. The sub-daily frequency, limited by the daily
resolution of the discharge data, was not available. The spectral analysis on the hourly river stage
data (Figure 2¢) showed a visible peak at the daily frequency, a weak peak at the weekly
frequency, and two dominant peaks at the semi-annual and annual frequencies, which is

consistent with the discharge data and characteristic frequencies of regional electric demand.

Moving window sizes of one day and one week then were applied to the observed river stage
data for removing the two most important frequencies of flow variations induced by dam
operations. Spectral analyses applied on these two smoothed hydrographs (Figure 2¢) confirmed
the removal of daily frequency after applying a daily smoothing window and exclusion of both
daily and weekly frequencies after imposing the weekly moving average. The same smoothing
procedure was applied to the inland groundwater table data to generate consistent hydrologic

boundary conditions at the both ends of model domain.
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3.2 Effects of High-Frequency Flow Variations on Thermal Regime

Our simulations revealed a cold zone in the middle of alluvium in summer (Figure 3a), which
was ~5°C colder than the adjacent inland groundwater and river water. To better illustrate the
long-term thermal dynamics in multiple depths of the HZ, we took a one-dimensional (1D)
vertical slice from the 2D model domain (the black vertical line marked in Figure 3a) and
generated a heat map of its temperature over time as shown in Figure 3b. This vertical slice was
approximately in the center of the river stage fluctuation zone. We overlaid river stage time
series and depths of the Hanford and Ringold formations on the heat map to inspect the
interactions between thermal spatio-temporal dynamics and river dynamics. As evident in Figure
3b, the intrusion of cold river water in winter and early spring gradually cooled the shallow
alluvium. This cold zone moved deeper into the riverbed with the intrusion flow. The
temperature in shallow HZ started to increase in summer with the intrusion of warm river water.
The propagation of warm zone followed a similar pattern with that of the cold zone. Although
the size of this cold zone varies over the seasons, it could persist in the HZ for half a year to
nearly a year as demonstrated in our simulation results. This phenomenon is consistent with field
observations that discovered persistent (for months) heat storage in the HZ at our site and else
where [Arrigoni et al., 2008; Burkholder et al., 2008]. The temperature data collected by
thermistors installed at various depths below the riverbed at our site (Figure 3¢) showed
persisting cooler temperature at 24 cm and 64 cm depths below the riverbed, where the measured
temperature was 4~5°C lower than both the river and inland water temperatures in July. This low
temperature was similar to the river water temperature in April, indicating long residence time of
river water in the groundwater system [McCallum and Shanafield, 2016] and/or heat storage

effect of the aquifer sediments [Constantz, 2008].
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The persistence of cold zone was also yielded in the simulations driven by daily and weekly
smoothed boundaries. The differences in temperature fields between the base case and daily and
weekly smoothed cases represent the effects of high-frequency flow variations on the HZ
thermal regime. There was negligible difference between the daily and weekly smoothed cases,
indicating most of differences were caused by daily to sub-daily variations. We only included the
differences between the base case and weekly smoothed case (Figure 3c) for brevity. Under the
high-frequency river fluctuation, the shallow HZ became ~10°C colder in winter and early spring
(the blue areas in Figure 3c) and ~5°C warmer in summer and early fall (the red areas in Figure
3¢), meaning the heat exchange between river water and HZ was enhanced. The maximum
difference in Figure 3c was capped at 5°C to show fine details of temperature difference. It was
also demonstrated in Figures 3c and 3d that more significant temperature differences were
resulted when the low river stage was low, usually between fall and early winter. The high-
frequency flow variations had little effect on hyporheic exchange flow during high river stage
because they could hardly change the dominant inflow direction. However, the high-frequency
fluctuations could induce more frequent changes in flow directions at low river stage. Thus,
enhancing the exchange of mass and heat between the river and groundwater systems. The high-
frequency flow variations enhanced the intrusion of cool river water in winter to yield cooler HZ,
while they led to warmer HZ temperature during summer time. Significantly warmer HZ
temperature was resulted in the summer and fall of 2015 due to an extreme drought conditions

caused by thin snowpack in the headwater catchments.
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As the benthic temperature impacts fish spawning and growth [Mejia et al., 2016], the stronger
impact of high-frequency flow variations on the HZ thermal regime under low flow conditions
has significant ecological implications with respect to dam operations. For example, dam
operations in winter could cool down sediments and store cold water to buffer the temperature
increase in summer, creating thermal refugia for coldwater fishes [Caissie, 2006; Kurylyk et al.,
2015; Whitledge et al., 2006]. However, dam operations during drought years should be planned

to minimize potential adverse ecological consequences.

3.3 Effects of High-Frequency Flow Variations on Biogeochemical Reactions

Cumulative carbon consumption was quantified in each grid cell for baseline and smoothed cases
to identify the hot spots of biogeochemical reactions and assess the potential impacts of high-
frequency flow variations. Our key observations included: 1) The alluvial layer was the most
biogeochemically active domain as reflected by the total carbon consumption shown in Figure 4a,
which was consistent with the results obtained by Gu et al. [2012] assuming homogenous
permeability; and 2) the spatial distribution of biogeochemically active zones was similar to that
of the mean velocity field during the simulation window (Figure 4b), indicating the dependence
of biogeochemical processes on flow and transport processes. The scatter plots between
cumulative carbon consumption and velocity (Figure 4d) and between cumulative carbon
consumption and permeability (Figure 4e) confirmed the strong dependence of total carbon
consumption on hydrogeologic properties of HZ, which consequently controls the flow paths that
influence residence times and nutrient supply. Most of the carbon was consumed by oxidative
respiration (89.24% out of total consumption) because both the groundwater and river water

were well oxygenated.
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The weekly smoothed case (Figure 4c) yielded very similar spatial pattern of total carbon
consumption compared to the baseline case, implying similar intrusion paths under smoothed
boundary conditions. Thus, high-frequency flows had negligible influence on the locations of
biogeochemical hotspots under the assumption of river water being the only carbon source.
However, more carbon consumption within the Hanford formation was observed in Figure 4a
than in Figure 4c, due to the enhanced hyporheic exchange. Similar to the impact on the thermal
regime, the high-frequency flow variations had stronger impact on total carbon consumption
during low river stage (Figure 4f) by transporting more organic carbon from the river into the HZ
through enhanced exchange flows. The enhanced hyporheic biogeochemical processes driven by
the high-frequency flow variations could have attendant effects on riverine benthic food webs
[Baxter et al., 2005; Richardson et al., 2010], fish spawning [Mejia et al., 2016], and organic
contaminant biodegradation [ Conant et al., 2004]. These biogeochemical effects may be
compounded at the low river stage when HZ temperature also is highly impacted by high-

frequency flow variations.

4. Conclusion

High-frequency flow variations are a common phenomenon in most regulated river systems,
which experience more abrupt and frequent fluctuations than in natural rivers. It has been
previously reported that river regulation by dam operation can enhance hydrologic exchange
within and through the HZ, but the attendant effects on the long-term thermal regime and
biogeochemical processes of the HZ have not been established. We provided an initial
assessment of these significant effects in this communication using a newly developed thermal-
hydro-biogeochemical model, lab-calibrated reaction rates for key biogeochemical reactions, and

field monitoring data. Our results showed that the high-frequency flow variations enhanced
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hyporheic exchange, increased biogeochemical fluxes, and created long-term alterations to
thermal regimes. The impact of high-frequency flow variations was maximized during drought
conditions (low river stage periods) by creating more frequent changes in exchange flow
directions. However, the spatial distribution of biogeochemical hot spots was less influenced by

flow variation while highly dependent on subsurface hydraulic properties.

The temperature and biogeochemical dynamics in the HZ are important to fluvial ecology, such
as thermal refugia for fish spawning and growth, benthic food production, and nitrate removal.
As a regulated system, the Hanford Reach of the Columbia River is not unusual in experiencing
strong daily and weekly rhythms driven by hydropower demands that shift the thermal and
biogeochemical regimes in the HZ. This study provided the scientific basis to assess the potential
ecological consequences of the high-frequency flow variations in a regulated river, as well as
guidance on how to maximize the potential benefits—or minimize the drawbacks—of river

regulation to river ecosystems.
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Figure 1. Location map and conceptual model: a) Sketch of the river reach. W2-3 represents the

inland monitoring wells, and RG3 represents the river gauge with contiunous level and
temperature data. b) Spatial structure of the permeability field.
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a) Monitored river stage and inland water level b) Monitored river and inland temperature

5110— —— Riverstage —— Inland level 08 244 —— RiverTemp. —— Inland Temp.
§ 108 g— 164
2 P
§106- 5 8
1 = 4
104 T T T T T I I T T T T T T 0 T T T T T T T T T T T T T
2010 2011 2012 2013 2014 2015 2016 2010 2011 2012 2013 2014 2015 2016
c) Recorded real discharge of Priest Rapids Dam and naturalized discharge from RMJOC
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548  Figure 2. Monitoring data and spectral analysis results: a) Monitored river stage and inland water
549 level; b) Monitored river and inland temperature; c) Recorded real discharge of Priest Rapids

550 Dam and naturalized discharge from RMJOC; d) Average wavelet power spectrum of recorded
551  real discharge and naturalized discharge from RMJOC. Higher average wavelet power on

552  particular frequency (period) means it is more significant in the time series variation; e) Average
553  wavelet power spectrum of unfiltered hourly river stage, daily smoothed river stage, and weekly
554  smoothed river stage.
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a) Snapshot of temperature field (2015-07-01, the baseline case)
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b) Temperature time series of 1D slice (the baseline case)
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d) River stage vs. temperature
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e) In situ measurements from a multi-depth thermistor rod

the weekly smoothed case) 201 — o6am -0.24m -0.04m
10 —— River — Inland
&) 0 %)
o L3
g 57 o
2 215
o ; ©
3 0 3
E £
2 =
5 -5
S 1 10
-10 e
| [ [ [ I I [ [ | |
104 106 108 2016-04 2016-05 2016-06 2016-07
River stage (m) Time

Figure 3. Temperature results: a) Snapshot of the temperature field (the baseline case), focusing
on the alluvium and near-shore Hanford. The colored dash lines are the formation boundaries,
and the time was taken on 07/01/2015 to illustrate the cold water zone in summer; b)
Temperature time series of a 1D slice (the vertical line in 3a) of base case illustrates the
temperature lags in the HZ. The top crossband shows the temperature of river water, the black
curve is the river stage, the colored dash lines are the formation boundaries, and the bottom part
is the temperature dynamics in this column; ¢) Temperature difference of the 1D slice between
cases (the baseline case minus the weekly smoothed case); d) River stage versus temperature
difference between cases (the baseline case minus the weekly smoothed case) in entire alluvium,;
f) Temperature observation from a thermistor rod. The negative labels mean those thermistors
were below the river bed.
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a) Cumulative total carbon consumption (log10 mol/m?, the baseline case)
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b) Mean Darcy velocity in 5 year simulation (log10 mol/h, the baseline case)
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c) Cumulative total carbon consumption (log10 mol/m?, the weekly smoothed case)
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d) Comparison between Cum.
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mean velocity in 5 yrs
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e) Comparison between Cum. f) River stage vs. Diff. of carbon

CONS rate (the baseline case -
the weekly smoothed case)
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Figure 4. Biogeochemical results: a) Cumulative total carbon consumption (log10, mol/m?) in the
baseline case. The colored dash lines are the formation boundaries; b) Mean Darcy velocity field
during five-year simulation (log10 m/h) in the baseline case. The colored dash lines are the
formation boundaries; ¢) Cumulative total carbon consumption (log10, mol/m?) in the weekly
smoothed case. The colored dash lines are the formation boundaries; d) One-to-one comparsion
between cumulative carbon consumption and mean velocity across the entire alluvium; e) One-
to-one comparsion between cumulative carbon consumption and permeability across the entire
alluvium; f) River stage versus carbon consumption rate difference between cases (the baseline

case minus the weekly smoothed case) in the entire alluvium.

26



