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Introduction to Social Analytics

 What is Social Analytics?
 Small World Experiment

 Network Theory

 Information Theory

 Machine Learning / Textual Analysis

 We describe patterns in human 
relationships and interactions
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Citrus

 Robust text analysis java packages
 Word vectorization

 Document Similarity

 Social Network Extraction

 Web Crawling

 Aims to be a one-stop shop for all 
things text analytics
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Word vector visualization
Image by http://nlp.stanford.edu/projects/glove/ 

Citrus screenshot 



Social Analytics & Chapel

 Why HPC and Social Analytics?
 Huge Data

 Clustering

 Multi-task problems

 Verification, Validation, and 
Uncertainty Quantification (VVUQ)

 How can these benefit from using 
Chapel?
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Network visualization



Example: K-Means Clustering

 How do you simplify data?
 How to make Wikipedia scale 

corpuses understandable?

 Initialize k representative points

 Assign points to closest centroids

 Find “center of mass”

 Issues: time consuming, requires 
specified k, only finds local 
optimum
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Sample Clustering from Chapel Implementation
10,000 random 2D data points, k=5



Chapel K-Means Data Parallelism

 Share the load
 Specify or modify desired d-map

 Can distribute data over threads or locales

 Cluster data on Locale

 Repeat

 Code:
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use BlockDist;
config var numPoints = 1000000, numClusters=10;

var Space  = {1..numPoints};
const

P : domain(1) dmapped Block(boundingBox=Space) = Space;

var points : [P] dataPoint;

forall p in points {
// Find the closest centroid
// Update assignment

}

points : D-Mapped Data

T1 T2 T3 T4

Thread Distribution 
over D-Map



Chapel K-Means Speedup
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*Speedup compared to time per iteration for one core. Averaged over 10 runs per core.
Executed on an Intel Xeon E5-2670 processor
Tested by grouping 2000 random points in 300D space into 40 clusters
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Chapel K-Means Task Propagation

 Task-Data Cascade Parallelism
 Accept desired parameters from Citrus

 Spawn off different k-locales as desired

 Spawn off different i-locales as desired

 Cluster data using on locale

 Code:
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Management 
Task

k 
locales

i
locales

config const var ni=4, lowK=2, highK=82;
const taskGrid = reshape(Locales, {lowK..highK, 1..ni});
const kLocales = taskGrid[..,1];

coforall kl in kLocales {
initializations(k, taskGrid[k,..]);

}

proc initializations(k, initArray) {
coforall i in initArray {

// Organize data into k clusters
}

}



Benefits

 Options, options, options
 Minimal disruption of main code body

 Large datasets

 Parameter Sweep

 VVUQ
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