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Outline ) 2=

= EPRI and Sandia Relationship

= What does reliability help provide insight to?

" Process for evaluating reliability impacts to performance
= Levels of Data Collection & Storage efforts

= Data Analysis

= Summary Statistics
= Energy Impacts from Inverter Events
= Data Application — Further Analysis

= PV Performance Modeling
= Proforma O&M Cost Modeling




EPRI and Sandia Relationship ) e

= Formal CRADA agreement from 2012 through June 2017 in the
area of Reliability and O&M. Collaborative research includes:

= Budgeting for Solar PV Plant O&M: Practices Sl =
and Pricing

BUDGETING FOR SOLAR PV PLANT
OPERATIONS & MAINTENANCE: PRACTICES
AND PRICING

= PVROM effort, laying foundation for best

practices in reliability data collection

SANDIA REPORT
SAND2014-20612

Uniimited Release
PV Reliability Operations Maintenance (PVROM) Printed December 2014
Database Initiative

2013 Project Report PV Reliability Operations and
0 Maintenance (PVROM) Database
Initiative: 2014 Progress Report

2013
EPRI/Sandia _EPRI/Sandia
Project Report B olect Report




EPRI and Sandia Relationship .

Additional CRADA activities:

= 2016 PV Systems Symposium All held in Santa Clara, CA
= PV Performance Modeling Workshop
= PV Life Cycle Reliability Workshop

Events well attended each
year and received positive
= 2014 PV Systems Symposium feedback from industry
= PV Performance Modeling Workshop participants
= PV Distribution System Modeling Workshop
= PV Operations & Maintenance Workshop

= EPRI Smart Inverter Workshop
= 2013 PV Systems Symposium

= QOperations and Maintenance Workshop
= |nverter Reliability Workshop
= PV Performance Modeling Workshop




EPRI and Sandia Relationship .

Other Projects:

= PREDICTS 2 Project (DOE funded, EPRI Awardee, SNL partner)

= EPRI led with SNL as the sub. Goal: validate a new Qual+ Accelerated
lifetime testing protocol to improve IEC 61215

= No CRADA

= (California Solar Initiative (EPRI Awardee, SNL partner)
= (Sl 3: Screening Distribution Feeders: Alternatives to the 15% Rule
= (Sl 4: Analysis to Inform California Grid Integration Rules for PV
= All Under different CRADA

= SUNRISE (DOE funded, SNL partner)

= Transmission and Distribution Grid Integration
= Under different CRADA




Process for Evaluating Reliability Impacts to @ =

Laboratories
Performance

Raw Data RELIABILITY AND
Generation i PERFORMANCE DATA i
Data 3 > D
Collection & (Sandia Owner Event Owner
Storage Provided) Provided | Database | Provided
Data Reliasoft tools for Other tools for

, reliability reliability data
Analysis distributions summary statistics
Data Application PV O&M
and Further Performance Proforma

Analysis Model Cost Model




Reliability Spectrum of Data Collection & e

Storage Efforts
Designed for Reliability Analysis

Event Database Event Logs

;t-; 5 = Visually inspect all feeder terminations for corrosion.

No corroded feeder terminations were observed.

Check 10% of all power terminations/connections associated with the system e.g.
DC combiner boxes, disconnects, surge arrestors, inverters and PV modules and re-
torque as necessary.

Terminations were checked and found to be within manufacturer's specifications.

Test ground continuity, lightning protection and overall system safety, and correct
any unsafe or abnormal issues.

No abnormal or unsafe conditions observed.

Inspect/survey the combiner boxes, disconnects (AC&DC), switchgear and inverters
with an infrared camera, in order to detect hotspots, bad connections, etc.

Upon examining connections throughout the system, both visually and with an infrared
camera, no significant hot spots, loose connections or other trouble indicators were
observed. Example photos are shown below.
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« Highly structured series- * Somewhat structured * Not structured
parallel component based on component

dependencies tickets * Monthly reports and

event details are
» Allows for less data » Dependent tickets compiled into database
manipulation for reliability

analysis « Component downtime * Incomplete information

and energy lost for downtime and
« Component downtime and energy lost

energy lost
I ——————



PV Reliability Operations & Maintenance g
(PVROM)

= Pros
= Component downtime and energy lost
= Highly structured series-parallel component dependencies
= Allows for less data manipulation for reliability analysis

= Cons
= Resides on a Sandia Server (security protocols for partner entering data)
= Serializing PV system is not a trivial effort

= Time and effort for entering data into PVROM forms, outside of data
partner’s own ticketing system

= 13.2 MW in the PVROM highly structured category
= 4.7 MW is older data — fixed tilt (AZ)
= 1.75 MW is older data — tracking system (AZ)
= 0.45 MW is newer, DG data — fixed tilt (AZ)

" 6.3 MW with new IPP partner (240 MW potential), soon to be entering
event data (East Coast)



PVROM Input and Output Data Fields

PV System
Performance

Reliability Metrics

Incident Title

7| Netora

Measured site solar insolation

Incident Description

Incident Categories

Estimated site solar insolation

Occurrence Date

Hardware failure

Weather data

Creation Date

Software problem

Base Installation
Detail

dc KWh production

Warranty Repair

ac kWh production

Service Response Date

Hardware upgrade required to
operate

Other test data

Incident Status

PV System Owner

Energy Yields

Service Response Date

Software upgrade required to
operate

PV System Installer

Yield Losses

System Status

PV System Location

Performance Ratio

Incident Report Type

Equipment installation
problem

As-built drawing

Commissioning Date

Efficiencies (array, BOS and
plant)

Incident Categories

Restored to Duty

Grid-induced
failure/suspension

In Service Date

O&M Contract

Model used for developing
lifetime performance estimates

Active repair duration

Incident Resolution

Lightning-induced
failure/suspension

dc Nameplate Capacity

Array Size

Degradation rates of
components

Initiating Event

System Hours

Environment-induced
failure/suspension

Array Operating Voltage

Configuration/Application

Operating Time Prior to Failure

Hardware application problem

Severity to System

Vandalism

Utility/Grid Details

O&M Cost Metrics

System Down Event

Unknown

BOS components

Budgeted O&M cost

Warranty Repair

Hardware upgrade

Component Bill-of-
Materials

O&M service contract

ac kWh Loss

Software upgrade

Installed cost

Tables of Reliability Data

Planned maintenance

Component and activity cost
estimates

Availability

Troubleshooting issue

Logistical Downtime

System upgrade

Labor rates

Failure Modes

End of useful life failure

Component and activity cost -
actual

Incident Frequency

Repair Duration

NPV of components (lifetime)

Downtime

Lost revenue

Service Downtime

Warranty items

Component Labor Hours

Insurance policy

Component Contribution to
Energy Loss




Additional PVROM Output ) e,

Component Metric Summary - Example

Summary Repair Metrics
Summary Maintenance Metrics Availability Failure Metrics in in Percentile —
Metrics Percentile - Failure Time |Repair Time
Avg. Total
Active |Total Power |Total
CUM. CUM. Repair |Comp. Lost |Comp.
Component |MTBM MTBF |Time |Downtime [(kWh) |Downtime |10th |50th 90th 10th |50th |90th
Inverters 18,500 |140,000| 0.75 400 26 50 1,550 | 10,220 | 33,950 | 0.2 | 05 | 1.4
Photovoltaic 5.7 3.7
Modules 54M 54M 4 10 4 0 E+06 | E+07 1.2E+08 [ 04 | 28 | 9.2
DI 10,560 | 10,560 | 4.5 0 80 0 |6500|12,680| 16,000 |36 |44 | 5.2
Cylinders
Programmable
Logic 205M | 205 M 1.2 0 15 0 2,590 |274,200| 29E+07 | 0.2 | 0.8 | 2.6
Controller
Data
Acquisition 14,112 | 21,168 0.3 0 1 0 1,490 | 9,780 32,490 | N/A | N/A | N/A
system
Component Beta (Shape) Lambda (Scale)
DC Disconnect Switch 0.470 0.0496
. . . . -5
Re pa ira ble fa i I ure Array Electrical Connections 1.239 3.486x10
. . . Inverter — Corrective and Preventative 1.029 2.264x10°3
distribution parameters Maintenance
Inverter - Induced Outages 1.041 4.799%103
Component Distribution 15t Model 2 Model
. . Parameter Parameter
Non-re paira ble fa il ure AC Disconnect Lognormal U =7.048 o =3.863
. . . Switch
distribution parameters Photovoltaic Weibul B=0825 1= 4.498x100
Modules
480/34.5 kV Weibull f=0.668 n = 2,554
Transformer

I EEEEEEEEEE—————————



Structured Event Database =

= Pros
= Somewhat structured based on component tickets
= Dependent tickets
= Component downtime and energy lost
= Can be analyzed in different platforms

= Cons
= Only two years of data
= Not serialized for component dependency

= 570 MW in the Structured Event Database category
= Mixed between Utility-scale and DG. Mostly Utility Scale
= Located in AZ, CA, CT, IN, MA, NC, NJ, NY

= Primarily inverter events under analysis




Event Logs - =

= Pros
= Not structured
= |ncomplete information for downtime and energy lost

= Cons
= Monthly reports and event details are compiled into database
= Not serialized for component dependency
= Most time consuming process for reliability data set-up

= 29 MW in the Event Log category
= 15 MW (commercial DG) under this system
= 14 MW (commercial and industrial DG) to be added shortly in Hawaii




Data Analysis — Summary Statistics (@,

Percentage of Total Inverter Downtime Hours |:> Portfolio A — “Structured Event Database”
due to Specific Causes = 570 MW
dc

=  Snow, water, lightning
= Utility planned/unplanned repair & grid

® Unplanned OQutages disturbance
m Other = Annual PM, coolant check, filter cleaning, module
= Environmental replacement, thermal imaging

m Grid
® Planned Outages

Data Reduction — 374 to 187 short descriptions

Percentage of Total Downtime Hours for Event Name New Order | Event Name Original Original Order
Inverter Brands Modified by Event by Event
Frequency Frequency
1% for remaining 5 .t Unknown Fault 1 Unknown Reason & Unknown 5 and 16
o . Fault
Fan Failure 2 Fan Failure 1
=3 DCS Fault 3 DCS Fault & DC Subsystem Fault 4 and 14
4 Preventative 4 Due to and for Preventative Sand 12
m5 Maintenance Maintenance
.g Grid Fault 5 Grid Disturbance 20
LVRT Fault #] LVRT Fault 3
"7 Engine Failure 7 Engine Failure 2
=8 Critical Faults 8 Critical faults 6
=g Cycling Fault 5 Cycling Fault 7
Array Fault 10 Array Fault 8




Data Analysis — Summary Statistics @i,

All DG sites, by Inverter Brand
Portfolio B — “Event logs”

. 14MW,
= 32 DG sites, distribution below
= Compilation of events is currently underway 40% =1
m2
Histogram of all sites "3
10 - =4
g -
g -
7 - All DG sites, by Module Brand
z 67
L .
3 - u3
2 - n4
1 - =5
. :
PSS S §§§«§§q&$@,@&§@@@@§ =g
Bin (kW) =2




Data Analysis — Summary Statistics (@,

. All sites, by Inverter Brand
Portfolio C — “Structured Event Database

& PVROM Database”

= 240 MW, »
= 47 Utility and DG sites, distribution below « -
= PVROM Bill of Materials development (6 MW system) ‘5‘
= Compilation of events is currently underway Q j

Histogram of ali sites

All sites, by Module Brand

Frequency

OJI--IIIII, -
50

250 500 1000 2000 3000 4000 5000 6000 7000 More
Bin (kw)




Data Analysis — Specific Component @Ez=.

Inverter Fan Analysis

= 78 fan events over two-year period (17 locations, 3 states)

= 49 inverters (out of 222) .
with events representing Seasonal Distribution of Fan
potential to impact 160 Faults/Failures and MWh Lost
25 - - 45
MWaC Faults - 40
= 3 different model 20 1 wrailures - 35
numbers 2 . A MWh Lost 0
= In-service dates primarily g ;5) <
2013-2015 2 10 A " =
(~2 years of data) A A .0
> A B - A
= 11 faults — power cycle I 5 B B 5
. . 0 - | L | | L -0
67_ faults leading to 1 2 3 4 5 6 7 8 9 10 11 12
failure — replaced Month




Data Analysis — Specific Component @Ez=.

Inverter Fan Analysis

Downtime Hours per Month vs. Total MWh Lost due " Datacan be analyzed for
to Fan Faults and Failures Total Downtime or Sun
45 Hour Downtime
M Total Downtime
40 . .
4 Sun Hour Downtime ’ . [} Sun Hour Downtlme
35 2 _ 1
R?=0.903 correlates better with
L0 energy loss
S 25
< = Use of one or the other
= 20 R? = 0.8394
= depends on the research
15 guestion
10 : e
= pvlib.solarposition* used
> to estimate Sun Hours at
0 each site (not a function
0 200 400 600 800 1000 .
Hours of inverter start threshold)

*http://pvlib-python.readthedocs.io/en/latest/ modules/pvlib/solarposition.html




Data Analysis — Specific Component @Ez=.

Inverter Fan Analysis

= Normalizing fan energy losses by inverter nameplate separates the losses by inverter size

=  When considering the same loss amount, impact is greater for the smaller inverter
(Inverter Model 1)

All Inverter Fan Events: kWh Loss Normalized by Inverter Nameplate
vs. kWh Loss per Sum of Events by Inverter

9120 A
©
o
[}
£
= 100
g
g A
£ 80 o A O Inverter Model 1
2 A X Inverter Model 2
b A Inverter Model 3
2 60 AA
©
£ ‘AA
= O A
» 40 A
8 o A
<
2 2 @X v
o A
" a
0 20000 40000 60000 80000 100000 120000 140000
kWh Loss




Data Analysis — Specific Component @&,

Inverter Fan Analysis

™ Relia bl | |ty Dlstrl butions Corrective Maintenance pdf and Histogram

lognormal

Cumulaive Number of Fallures v Time
1000
” Power Law
Daila 1 «
Fielded-Repair
MLE
- =
CB[C]90%
1-Sided-B [T2]
100
g O
g A
-— 1 r L J
o Vv // @
.8 > parat
£ y 241N
=1 A1 | B
< 7 8
§ % Grid Downtime pdf and Histogram
0.10 £ Weibull
L
oo
1000 100.00 100000 1000000
Time
Bala—07471, Lambda—0.0186




Data Analysis — Developing Reliability Distributions (i) s,

Inverter Parametric Recurrence Data

Database of Stored Incidents E—) Analysis — Cumulative Failures vs. Time

‘Cunulsiive Number of Faflures s Time

2] @ L1 por SN
Results based on the following qualifier(s): ) 468 match(es) found . fono Power Law
Entity = SANDIA PVROM DATABASE : : 1L
EEEEr R Fepr Gt 021912036 10539 1 *Power law analysis of AR LU
MLE
Drag a colurmn header here to group by that column inve rter fa iI u re data ;;:lm
Incident Number Serial Number Occurrence Date State Responsible Part Category Creator Incident Owner . . . ole 1-SidedB[T2]
S | S | | A indicates reliability - 7
SAN-18 5653 02/10/2003 0500 cyyoy oD: P Moduie E;Er‘:a’e i;‘;'quEM SYSTEM ADMIN g r OWt h g
s
SAN-24 s6s-12 06/28/2003 08:44 | qocey | mv: Inverter ::\E:m orm SYSTEM ADMIN % —
2

06/30/2003 05:00 Hardware | SYSTEM £
SAN-25 5658 o Cosed | MOD: PV Module | 51 apvm | SYSTEM ADMIN ° R d k 5 A
SAN-52 $65-32 09/29/2003 05:46 | oot | v Tnverter Hardware | SYSTEM | oy crmy s e m a r e rS a re 5 ,,;

A : Faiure ADMIN b d | . © ot
s 6531 10/18/2003 06210 | (o | o Ha‘rdware SYSTEM | (ocrm s opserve cumula t ive

AM Failure ADMIN

. . . .
SAN-55 565-9 }\i‘/w,‘zuua 05325 | nsed %ﬁi;&ms"'sw E;E:a’a i";ﬂlﬁM SYSTEM ADMIN tl m e S’ a n d So I | d I | n e IS <
SAN-58 652 E’u 25/2004 0500 e | v Inverter ::Er‘:m i;inTIEM SYSTEM ADMIN p ower I aw f it u Si n g
™ crcan 04/19/2004 12:48 | s | s tovirinr Hardware | SYSTEM | o ycrca armima . . .
(1]
Inverter Down Ti D Analvsi Maximum Likelihood B i - -
t n Time Data Analysis ; ; T
Y Estimation
s F/S Histogram n'.
Corrective Bee0TATH, Lamiie=00r%8

*|nverter downtime Maintenance ) )
. df and Histogram
analysis performed for P g —) Development of Failure and Repair

lognormal
corrective maintenance  odfline Distributions for Components
and grid-induced ' FModel

Failures y
shutdowns, for example

*Observed data on
downtime causes is fit
to best distribution.
Lognormal and Weibull
for this example “

Grid Downtime pdf and =i

Histogram .
Weibull Girid Effects Weibull-2 B
[parameter

*Data can then be used in O&M cost model or other
model, such as the new Reliability feature currently

e under development in the System Advisor Model




Data Application — Further Analysis @&:.

= 5-year dataset used in proof-of-concept and new System Advisor Model (SAM)
version to validate implementation of representative failure distributions

= Proof-of-concept results generally fall within or near the 95% confidence interval
from the newer SAM implementation (Mean 10 of Realizations)

35 138

@ 5-Year Expected
136

30 — X Mean of Realizations
= Upper Bound 95% ClI
- # 26 25 —_ 134
n ——— - Lower Bound 95% ClI
c
2 2 X — ¢ 132 132
S — -~ 17
- — ~
@ 15 // \ * 130
D ] x
£ I} —— \
S |
< 10 '\ ¥ 10 ; 128
\ [=—=—] /
5 \ / 126
~N_ 4
0 Z 124
Module DC Ir:uvertt.er - HV AC Inverter -
Combiner Lightning  Transformer Disconnect Catostrophic




Data Application — Further Analysis @&

5-year Cum. Energy Production vs.
Inverter Lightning Failures - Ea. of 10 Realizations

35000

33000

31000

29000 |
27000
25000
23000 Not Repaired
21000 ¢ Reparied
19000
17000
15000

Mean Line

MWh

0 5 10 15 20
Failure Events

= Top green diamonds are system total 5-year cumulative energy results from 10 realizations
when inverter fails and is repaired based on a failure and repair distribution

= Bottom orange circles represent the range of results from the same failure distribution, but
inverter is not repaired after lightning event



Data Application — Further Analysis @&

5-Yr. Cumulative Energy Production: = @Graph at bottom is the energy
10 Realizations of Inverter Failure due to production range between No
Lightning, No Repair y Failures & Fail and Repair. Results
31000 No Failures won’t show on same graph
Fail & Repair - 95% Cl Lower
Fail & Repair - Mean
26000 Fail & Repair - 95% Cl Upper - . . .
Fail Only - 95% CI Lower e Year 5 - No Failures and Lightning Events
@ - - ~ Fail Only - Mean o7 Repaired after Failure
B 21000 Fail Only - 95% CI Upper ’,’ 32220
E e No Failures ~ wem —
p 32210
% 16000
~6M MWh 300
- E
1500 difference B 1100 | pifference
£ ~ ~58,000kWh
S 32180
6000 2
0 1 2 3 4 5 6 2 3170
Year
32160 95% Cl High | Variance
Mean — —— 1,8000 kWh
95% ClI Low
32150




Data Application — Further Analysis @&
System Advisor Model

= Tracker Failure ) W WM
1. Worst case scenario- tracker is |
| |

assumed to fail at its rotation limit
facing north. In the case of a north-
south axis, facing west

m Pewer Bocailability Doe to Tracker Outages

2. Average case scenario- tracker is B Trache Avadatilty

assumed to fail flat T e pewer Ve Time

= Module Degradation

= When running a reliability
scenario, module degradation
changes can be analyzed as a
result of different failure and
replacement rates

DC Power (kW)

0
0 1000 2000 3000 4000 5000 6000 7000 8000
Hour




Data Application — Further Analysis @ =,

) SUISEES . PV O&M Cost Model Web Application

@ Dashboard

|~ Reports Reports
PV O&M Cost Model -~ <
Ll Cost Models < Plant - SNL Test - California Valley Plant, Cost Model - Ground-Mount Fixed Tilt
B Sonices < Summary View | Detailed View

= Project led by NREL, - = -
with SunSpec and S
Sandia as partners

Net Present Value (Project Life) per Wp:  § 3.67

Annual Cash Flow (Nominal)

Year 1 2 3 4 5 6 7 8 9 10
- Sta rt E d a S Cash Flow $2683.36 $2643.12 $3008.42 $3179.39 $3356.18 58105.44 $8031.07 $7979.06 $7948.05 $7936.65
59000

Spreadsheet model I I I
= Currently testing .

Beta of online O&M
Net Present Value by Senice Type
t m d I Legend Service Type Average Cost per Year NPV (Project Life) Percentage of Total NPV
COS oae B e

$541.87 $3733.58 10.47%
- Preventative $2475.49 $17180.30 48.17%
Corrective $2489.71 §14755 48 41.37%

Preventative
A48 17%
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