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ABSTRACT

In this paper we describe an ontology developed for a cy-
ber security knowledge graph database. This is intended to
provide an organized schema that incorporates information
from a large variety of structured and unstructured data
sources, and includes all relevant concepts within the do-
main. We compare the resulting ontology with previous
efforts, discuss its strengths and limitations, and describe
areas for future work.
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1. INTRODUCTION

Cyber security professionals have a critical need for the most
recent information to perform their duties. Moreover, as the
field of cyber security has become more technically complex
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and more economically important, the amount of relevant
information has been increasing rapidly, leading to difficulty
in managing and using this information. There have been
some notable successes in creating structured data sources of
some domain entities (e.g. vulnerability databases,) however
much domain information is only available in text sources.
Where structured data sources are available, most use what-
ever representation is convenient, without any consensus on
structure, contents, or names of entities. Greater effort is
needed in the organization of this cyber security informa-
tion, to aid both analysts and automated systems.

The data feeds provided by anti-virus (AV) vendors provide
an important example of these difficulties; in some cases
they will include DNS requests or other information about
network traffic generated by the malware, at varying levels
of detail, but in many cases this information is not provided.
Likewise, some of these sources include lists of modified files,
modified registry keys, and other information about modi-
fications to the host environment, while other sources lack
this information. Often, the same vendor will change what
information is included, or how it is represented, without
updating their previous entries. There is also the prob-
lem of grouping and naming the malware samples. Most
AV vendors go through this organizing and naming pro-
cess independently, so there is often no consensus, and any
cross-referencing between these datasets is generally absent
or sparse.

Another problem is the lack of cross-references between
datasets of different types of entities. Continuing with the
example above, it would be very useful for a malware data-
base to reference IP and DNS registration information, and
equally useful for IP and DNS blacklists to reference malware
database entries wherever appropriate. Likewise, a vulnera-
bility database could reference any malware samples which
exploit that vulnerability, and vice-versa. This kind of as-
sociation would be very valuable for a security practitioner,
or even for automated tools such as vulnerability scanners
or intrusion detection systems (IDS), however this type of
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information is simply not available in most cases.

This ontology was developed to enable this kind of inte-
grated data resource, which the STUCCO project |1| aims
to provide. It combines a wide variety of publicly-available
datasets, along with internal information such as netflows
and IDS alerts, to build this information resource. We have
developed this ontology as part of this effort, with the goal of
organizing the information in the most useful way for both
analysts and automated tools, given the constraints of the
available datasets discussed above.

2. RELATED WORK

There has been significant previous work in this area, which
we have incorporated as much as possible given our needs
and the problems described above. First, there have been
many efforts to represent knowledge of specific domain con-
cepts, such as vulnerabilities, or attacks, or malware. Sec-
ond, there have been previous attempts to create more gen-
eral ontologies to combine these concepts. We provide an
overview of both areas, and focus on some efforts which are
of particular relevance to this work.

2.1 Modeling Security Concepts

The effort to create ontologies and taxonomies focused on
specific security-related concepts has produced significant
previous work. There are many useful surveys which give
broad coverage of this area |9| [16] so in this paper we give
only a brief overview.

The most mature of these frameworks are those describ-
ing vulnerabilities |2, [13] 21]. One of the main motivations
of these efforts was to guide the development of security
tools and practices [23]. These efforts ultimately lead to the
development of widely-used vulnerability databases such as
NVDZfand OSVDB

Attack taxonomies progressed along a parallel path to vul-
nerability taxonomies, due to similar needs in developing
tools and practices to cope with various attacks |7} 8 |12}
14]. This work has contributed to a common language and
common understanding within the field, and lead to some
useful resources, such as the OWASP Top 1dﬂ However,
there is no publicly available, structured database of attacks
or incidents, in contrast with the vulnerability databases.

Efforts to categorize other topics within the security field,
such as adversaries and malware, have proven more diffi-
cult. In these areas, the security landscape has been more
fluid, and many past frameworks have not stayed relevant as
the motivations and techniques of adversaries have evolved.
There are still useful data resources available in these ar-
eas, such as IP and DNS blacklists, and AV vendor data
feeds, but these sources differ greatly in what information is
included, and in how it is represented.

2.2 Integrating Security Concepts
Our work follows previous efforts to combine these topics
into an overall ontology representing the cyber-security do-
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main. This previous work has been described thoroughly in
some recent surveys [4], so here we focus on two ongoing
efforts of particular note. Both of these efforts each share
some common goals with the STUCCO project, and the on-
tologies they have developed share some similarities.

The first of these is a significant body of work by a group
of authors from University of Maryland, Baltimore County
(UMBQC). Early work develops an ontology to model attacks
and related entities, for use in an IDS [22]. More recent work
uses a similar ontology to guide the extraction of entities
and relations from unstructured text articles |11} |18]. These
entities and relations are then also used in an IDS [17].

Secondly, MITRE has been investigating ways to develop
an ontology for the cyber security domain [19}20]. This has
been of significant interest, in part due to their past successes
in creating and maintaining several standards and datasets
for specific topic areas within this domain. This effort has
been developing rapidly, and is now beginning to attract
early users. More complete documentation is available from
the STIX["| website, including a technical report [3]. This
effort has involved combining and relating data resources
and standards, similar to our current effort. It is interest-
ing to note that, while both ontologies contain largely the
same concepts, the STIX standard has in most cases opted
to group them at a more general level than we have. For ex-
ample, they include a “Tactics, Techniques and Procedures
(TTP)” concept, which includes many components, such as
malware, attack patterns, intended effects of an attack, etc.

3. DATA SOURCES

This ontology is intended to facilitate the integration of data
from a variety of both structured and unstructured sources.
Currently, data from 13 structured sources is included; this
data is fed into a pipeline which collects the data, converts it
to GraphSON formatﬂ and then loads it into the database,
merging with existing records as needed. Thus, the ontol-
ogy needs to provide entity types and properties which can
represent all needed fields from all datasets, and we must
develop some mapping between these before the data can
be added to the knowledge graph.

There is also ongoing work to incorporate data from un-
structured text sources, through a similar process [5} |15]
10]. This text processing also relies directly on the ontology
to define the entities, relations, and properties that must be
extracted from these texts. This presents significant diffi-
culty because the language used in this domain ranges from
extremely specific to extremely ambiguous. Furthermore,
in many cases technical terms are simply used incorrectly
— one glaring example is the many news headlines that
contained the phrase “Heartbleed Virus.” In general, the
more specificity in the ontology definition, the more difficult
it is to populate it from the available text sources.

The most problematic example of this constraint was dif-
ferentiating between malware and exploits. A large amount
of modern malware is relatively modular, largely due to in-
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creasing specialization among its producers and users. Of-
ten, the malware payload is a separate component from the
exploit used to deliver it, allowing both components to be
re-used in various new combinations. Additionally, some-
times proof-of-concept exploits, with no malicious payload,
are made available by researchers. This distinction would be
very useful to a user of the knowledge graph. Unfortunately,
information with this much detail is rarely available, either
from AV vendors or from unstructured text sources like news
articles. For this reason, we opted to include exploit code
under the more general “malware” label.

4. USE CASES

Our anticipated use cases for the knowledge graph also had
a large impact on the design of the ontology. Broadly, these
can be grouped into human users, and automated users.

For a human user, we can take the example of a system ad-
ministrator who is performing some incident response. This
could often involve tasks such as:

e Searching through flow records and IDS records by ad-
dress during some time window, and comparing remote
addresses against blacklists or reputation systems

e Gathering information about the software packages
on impacted hosts, and comparing with vulnerability
databases and IDS alerts

e Attempting to identify malware based on system
changes and network traffic logs

Not only should all of this information be readily available,
but it should be organized in a way that would make in-
tuitive sense to this kind of user; thus the ontology should
match the users’ existing mental model of the domain as
much as possible. In future work, we hope to measure
whether the ontology has accomplished this goal.

Another important use is in automated systems. The IDS
described in [17} [22] provides a useful example. When this
type of IDS notices, for example, a sudden spike in connec-
tion attempts on port 22, it should be able to discover if any
ssh service is running on that machine, and if so, it should be
able to find any known vulnerabilities in that version of the
service. This kind of system could triage alerts much more
effectively given this contextual information, and in some
cases it could even respond automatically (e.g. by adjusting
IDS or firewall rules.) For the knowledge graph to be use-
ful to such a system, the information must be both correct
and specific, which raises the same trade-offs discussed in
Section Bl

S. ONTOLOGY DESIGN

The resulting ontology is summarized in figure Among
the 15 entity types, there are 115 properties in total, which
are omitted in this figure for simplicity. Because this ontol-
ogy aims to provide an intuitive model, we will discuss some
items of note, instead of defining every entity comprehen-
sively.

The first point, as mentioned in section [3] is that there is no
explicit Ezploit entity, it is instead grouped with the Mal-
ware entity, as described previously. Next, note that flow en-
tities may have an edge referring back to the software process
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Figure 1: Entities and Relations in the STUCCO Ontology.

which produced them. Most data sources cannot provide
this, because of how the data is collected on the network (e.g.
from the border router). In contrast, host-based systems
such as Hone 6] can provide this contextual information, due
to their visibility into the host state. STUCCO makes use of
both types of sources, but maintains this additional context
wherever it is available. Finally, note that the Address node
is broken up into more specific sub-components; in practice
the address must always include an edge to at least one of
these items. This structure, while slightly more complex,
aids significantly in generating queries — for example the
common IP:Port combinations would be more difficult to
query without the aggregation this node provides.

The full ontology definition, available on GitHulﬂ, includes
text descriptions for all entity types, all relations, and all
properties. Interested readers can refer to this repository
directly, as this contains much more detail than we can pro-
vide here.

6. IMPLEMENTATION

The repository above specifies the ontology using JSON-
Schema; the main benefit of this (e.g. compared to RDFS
or OWL) is its compatibility with the GraphSON format
that we use when loading and querying the graph database
(currently Titan). This makes validating the incoming data
very simple, and also defines the database schema during
initialization.

Attributes of these entities and restrictions on these at-
tributes are also specified as part of this JSONSchema def-
inition. Currently, there are 115 properties in total, among
the 15 entity types shown in Figure 1. These properties
generally have restrictions of cardinality and type specified,
and in some cases additional restrictions, such as allowable
ranges, or a set of allowable values. Because JSONSchema is
extensible, it also provides a convenient location to include
additional metadata, which we use in upcoming work.

This choice also has some significant limitations. For exam-
ple with OWL it is simple to perform automatic reasoning
about transitive relationships, or to infer new relationships
from known ones, based on first-order logic. However, these
capabilities were not needed for our current use cases, so
these limitations have caused little difficulty so far.

7. CONCLUSION AND FUTURE WORK
Shttps://github.com /stucco/ontology




This paper describes our efforts towards creating an ontol-
ogy which can represent the cyber security domain, allowing
information to be combined from as many sources as pos-
sible within this domain. STUCCO currently incorporates
data from 13 structured sources with different formats, and
as more are added, small additions and adjustments to the
ontology will likely continue to occur. Likewise, as we de-
velop more uses for the STUCCO knowledge graph, some
changes could be needed to facilitate these new uses.

In future work, we plan to study how best to inter-operate
with STIX and its related standards, since these are now
beginning to gain acceptance among practitioners. As more
data is provided in these formats, and as more tools can use
data in these formats, interoperability will become increas-
ingly important as this area develops.
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