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LABORATORY DIRECTED RESEARCH & DEVELOPMENT

Median CCD and RCS products are used to get a more stable long term

observation of the coherence and magnitude characteristics of a scene’s
features. The scores of the remaining

training superpixels (superpixels | i : M |=

not used for the terrain class e ,
characterization) are binned into : ) | k Hﬁi
histograms and PDF fit. e osseeee o
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SELECTING TRAINING REGIONS o S P
characteristics to be merged [1][2]. | : g \I o |

Various feature types across multiple patches are selected to get a diverse The minimum of the merged

representation of the feature type. Regions in shades of blue are target scores for each superpixel are ] . fh ikl
features and regions red are non-target features. used to form a map showing the et B e e
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INCORPORATING NEAREST NEIGHBOR STATISTICS

By Incorporating a superpixel’'s neighbors (all surrounding superpixels),

spatial consistency is leveraged to smooth the image [3]. However, this

smoothing eliminates the defined boundaries of each region and encourages

bleeding into surrounding regions. The images below show the results when

Incorporating no neighbors (N=0), nearest neighbors (N = 1, and both the
AUTOMATED FEATURE CURVE FITTING & KL DIVERGENCE neighbors and the neighbors’ neighbors (N=2)

SCORES

Kullback-Lelbler (KL) Divergence is used
to estimate similarity to features of
Interest

Training data Is sampled to create a
histogram representation of the feature
class. | | . |
The histograms are fit autonomously by o ; N=1
scaling the data and using a number of ! o

different probability density function = A B FUTURE WORK
(PDF) types to find best fit in a minimum ' : '
mean squared error sense.

The scaling and PDF type are applied to » . . . . .
. J el in th )_/p PP Conditional random fields (CRF) may help in regaining the boundaries lost in
ez_"C SUPETPIXEL I the |mag_e. | | k ; Incorporating neighboring superpixel statistics
pivergence SLOIES are _obtamed for §i | § ; Features of non interest could be used to bolster the areas of high scores
every superpixel in the image for each ! | A : Additional feature characteristics could be incorporated to give more degrees of
feature type. e e confidence
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Investigate the feasibility of training and forming ISC maps using CCDs and RCS
Images






