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What is a white dwarf?
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Main sequence:

H fusion

Inert H shell
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What is a white dwarf?

4
Not drawn to scale!

	 H fusion	 	
	 He fusion	
	 Inert H	
	 Inert He	
	 Inert C/O or C fusion	
	 Inert O/Mg/Ne



What is a white dwarf?
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White Dwarf:

H

Not drawn to scale!

He 

degenerate C/O core

Typical parameters:	
  radius:	 	 	 	 	 ~ rearth	

   mass:		 	 	 	 	 ~ 2/3 msun	
  surface temperature: 		 ~10,000 K (~ 1eV)	
  surface gravity: 	 	 	 ~108 cm/s2	

   surface electron density:	~1 x 1017 cm-3 	
   

C/O	
(high mass stars only)

degenerate O/Ne/Mg core 	
(high mass stars only)



Past work
• Disagreement in derived 

hydrogen-dominated (DA) white 
dwarf masses using two 
independent methods:	

• spectroscopic (fitting 
synthetic to observed 
spectra)	

• gravitational redshift:
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Fig. 3.— The KPNO spectrum of WDJ1916+3938, showing the Balmer lines Hβ through

H9. Overplotted in red is the best-fit DA model spectrum.
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insight into the “log g upturn problem” as groups continue to
improve upon those models (e.g., Tremblay & Bergeron 2009).

2. GRAVITATIONAL REDSHIFT

In the weak-field limit, the general relativistic effect of
gravitational redshift (z) can be understood, classically, as the
energy (E) lost by a photon as it escapes a gravitational potential
(Φ) well:

z = −∆E

E
= −Φ

c2
. (1)

The fractional change in energy can be rewritten as a fractional
change in observed wavelength (−∆E/E = ∆λ/λ). In our case,
the gravitational potential is at the surface of a WD of mass M
and radius R. In terms of a velocity, the gravitational redshift is

vg = c∆λ

λ
= GM

Rc
, (2)

where G is the gravitational constant and c is the speed of light.
For WDs, vg is comparable in magnitude to the stellar radial

velocity vr, both of which sum to give the apparent velocity
we measure from absorption lines: vapp = vg + vr. These two
components cannot be explicitly separated for individual WDs
without an independent vr measurement or mass determination.

The method of this paper is to break this degeneracy not for
individual targets but for the sample as a whole. We make the
assumption that our WDs are a comoving, local sample. After
we correct each vapp to the local standard of rest (LSR), only
random stellar motions dominate the dynamics of our sample.
We assume, for the purposes of this investigation, that these
average out. Thus, the mean apparent velocity equals the mean
gravitational redshift: ⟨vapp⟩ = ⟨vg⟩. The idea of averaging over
a group of WDs to extract a mean gravitational redshift is not
new (Greenstein & Trimble 1967), but the availability of an
excellent data set prompted its exploitation. We address the
validity of the comoving approximation in Section 4.1.

3. OBSERVATIONS

We use spectroscopic data from the European Southern
Observatory (ESO) SN Ia progenitor survey (SPY; Napiwotzki
et al. 2001). These observations, taken using the UV-Visual
Echelle Spectrograph (UVES; Dekker et al. 2000) at Kueyen,
Unit Telescope 2 of the ESO VLT array, constitute the largest,
homogeneous, high-resolution (0.36 Å or ∼16 km s−1 at Hα)
spectroscopic data set for WDs. We obtain the pipeline-reduced
data online through the publicly available ESO Science Archive
Facility.

3.1. Sample

As explained in Napiwotzki et al. (2001), targets for the
SPY sample come from the WD catalog of McCook & Sion
(1999), the Hamburg ESO Survey (HES; Wisotzki et al. 2000;
Christlieb et al. 2001), the Hamburg Quasar Survey (Hagen et al.
1995; Homeier et al. 1998), the Montreal–Cambridge–Tololo
Survey (MCT; Lamontagne et al. 2000), and the Edinburgh–
Cape Survey (EC; Kilkenny et al. 1997). The magnitude of the
targets is limited to B < 16.5.

Our main sample consists of 449 analyzed hydrogen-
dominated WDs (see Figure 1 for the distribution of targets
in Galactic coordinates). This is the subset of the SPY sample
that meets our sample criteria (explained below) and that shows

Figure 1. Distribution of targets in Galactic longitude l and latitude b. We mark
the targets in our main sample as black points and the thick disk WDs as pink
squares. We indicate the direction of the movement of the Sun with respect to
the LSR (blue cross; Kerr & Lynden-Bell 1986). Since the observations are from
the ESO VLT in the Southern Hemisphere, no targets with a declination above
+30◦ are in our sample, hence the gap in the left side of the plot.
(A color version of this figure is available in the online journal.)

measurable vapp in the Hα (and Hβ) line cores while not showing
measurable vapp variations. A variable velocity across multiple
epochs of observation suggests binarity. The method of SPY to
search for double degenerate systems is to detect variable ra-
dial velocity. For our study, however, we are interested only in
non-binary WDs since these presumably have no radial veloc-
ity component in addition to random stellar motion after being
corrected to the LSR. We exclude known double degenerates
and common proper motion binary systems (Finley & Koester
1997; Jordan et al. 1998; Maxted & Marsh 1999; Maxted et al.
2000; Silvestri et al. 2001; Koester et al. 2009b) even if we do
not find them to show variable vapp.

We choose “normal” DAs (criterion 1) from Koester et al.
(2009b). Classification as a normal DA does not include WDs
that exhibit He absorption in their spectra in addition to
H absorption, and it does not include magnetic WDs. In a
subsequent paper, we will investigate the sample of 20 helium-
dominated WDs for which we observe H absorption.

For our main sample, we are also only interested in thin
disk WDs (criterion 2), so we exclude halo and thick disk
candidates as kinematically classified by Pauli et al. (2006)
and Richter et al. (2007). We assume the rest are thin disk
objects, the most numerous Galactic component. Our sample
selection is also consistent with the results for the targets in
common with Sion et al. (2009). Richter et al. (2007) find only
2% and 6% of their 632 DA WDs from SPY to be from the halo
and thick disk, respectively. For WDs within 20 pc, Sion et al.
(2009) find no evidence for halo objects and virtually no thick
disk objects. We note that unique identification of population
membership for WDs is difficult and often not possible because
of ambiguous kinematical properties. Based on corrections for
these intrinsic contaminations by Napiwotzki (2009), we expect
any residual contamination in our sample to be at most ∼6%. A
contamination of this size will have a negligible impact on our
conclusions. We explain the significance of requiring thin disk
WDs in Section 4.1, and we explore a mini-sample of thick disk
WDs in Section 5.4.

The gravitational redshift method becomes very difficult for
hot DAs with 50,000 K ! Teff ! 40,000 K (see the Teff gap in
Figure 7). As the WD cools through this Teff range, the Balmer
line core, which we use to measure vapp (Section 4), disappears
as it transitions from emission to absorption; fortunately only
∼5% of the DAs from SPY lie in this range.

590 FALCON ET AL. Vol. 712

Figure 7. Distribution of spectroscopically determined Teff of normal DAs
from Koester et al. (2009b, dashed, black histogram). The bin size is 1500 K.
The solid, green histogram shows the non-binary thin disk SPY targets, and
the shaded, purple histogram shows the targets in our sample. The mean is
19, 400 ± 300 K; the median is 17,611 K; the standard deviation is 9950 K.
The overplotted curve is the empirical distribution function used to determine
Monte Carlo uncertainties. We list the number of targets in each distribution.
(A color version of this figure is available in the online journal.)

It is worth noting that the spectroscopic method shares
this dependence on evolutionary models and that most of
the studies listed in Table 4, including Liebert et al. (2005),
Kepler et al. (2007), and Tremblay & Bergeron (2009), employ
mass–radius relations that use thick hydrogen layers. Column
7 of Table 4 notes the assumed hydrogen layer mass in the
evolutionary models used in each study. Furthermore, our results
are qualitatively less sensitive to the mass–radius relation: for
the gravitational redshift method, vg ∝ M/R, while the surface
gravity used by the spectroscopic method scales as g ∝ M/R2.

5.3.2. Dynamical

We use the kinematical LSR described by Standard Solar
Motion (Kerr & Lynden-Bell 1986) as our reference frame for
the comoving approximation. To determine if this is a suitable
choice, we investigate ⟨vapp⟩ in the U, V, or W directions (by
convention, U is positive toward the Galactic center, V is positive
in the direction of Galactic rotation, and W is positive toward
the north Galactic pole).

For 237 targets in the direction of the Galactic center (l ! 90◦

or l " 270◦) and 212 opposite the Galactic center (90◦ <
l < 270◦), ⟨vapp⟩ = 31.81 ± 1.71 and 33.43 ± 1.64 km s−1,
respectively. In the direction of the LSR flow (l = 90◦, b = 0◦;
196 targets) and opposite the flow (253 targets), ⟨vapp⟩ =
33.61 ± 2.09 and 31.77 ± 1.34 km s−1. North (185) and south
(264) of the Galactic equator, ⟨vapp⟩ = 31.59 ± 1.84 and
33.26 ± 1.53 km s−1.

These empirical checks provide independent evidence that
the local WDs in our sample move with respect to the kine-
matical LSR with the following values: (U,V,W ) = (−1.62 ±
3.35, +1.84 ± 3.43,−1.67 ± 3.37) km s−1, which is consistent
with no movement relative to the LSR. Therefore, we find our
choice of reference frame to be suitable for this study.

5.3.3. Observational

SPY targets are magnitude limited to B < 16.5, but these
targets come from multiple surveys with varying selection
criteria, making the combined criteria difficult to precisely
determine (Koester et al. 2009b). For this reason, our results
pertain mostly to non-binary thin disk normal DA WDs from
SPY. Although the selection bias is likely to have a minimal

Figure 8. Distribution of spectroscopic masses of normal DAs from Koester et al.
(2009b) we derive using the published atmospheric parameters log g and Teff
(dashed, black histogram). The bin size is 0.025 M⊙. The solid, green histogram
shows the non-binary thin disk SPY targets, and the shaded, orange histogram
shows the targets in our sample. The means are 0.567 ± 0.002 M⊙ (vertical,
black line), 0.580 ± 0.002 M⊙ (vertical, green line), and 0.575 ± 0.002 M⊙
(vertical, orange line), respectively. Note that the mean spectroscopic masses
are similar, indicating that the application of our sample criteria to SPY is not
introducing additional systematic effects. All the means are also significantly
less than the mean mass derived from the gravitational redshift method (vertical,
blue line). The overplotted curve is the empirical distribution function used to
determine Monte Carlo uncertainties. We list the number of targets in each
distribution.
(A color version of this figure is available in the online journal.)

effect, a detailed comparison of our results with that of the
general DA population awaits a closer examination of the
selection criteria (see Napiwotzki et al. 2001, 2003).

If we approximate our sample to be free of any target selection
bias, our crude estimates show that we have a net observational
bias toward lower mass WDs. There are two competing effects:
first, at a given Teff , a larger mass (smaller radius) results in a
fainter WD, thus biasing the detection of fewer higher mass WDs
over a given volume, and second, a larger mass (smaller radius)
also results in a slower cooling rate due to a larger heat capacity
as well as a diminished surface area. This means more higher
mass WDs as a function of Teff . We estimate the observational
mass bias correction as follows.

Let P (M) be the distribution of WDs as a function of mass
for a magnitude-limited sample of WDs. For simplicity, we
take it to have the form of a Gaussian; we take the mean to
be ⟨M⟩ ∼ 0.65 M⊙ and σ ∼ 0.1 M⊙. As a reference, the
spectroscopic mass distribution of DAs shows a sharp Gaussian-
like peak with high and low mass wings (e.g., Bergeron et al.
1992; Liebert et al. 2005; Kepler et al. 2007).

Effect (1): ignoring color, the apparent flux of a star scales as
Fapp ∼ L⋆/D

2 and the luminosity as L⋆ ∼ R2T 4
eff , where L⋆,

R, and Teff are the luminosity, radius, and effective temperature
of the star; D is its distance. In the non-relativistic limit, the
radius R of a WD scales as R ∝ M−1/3 (Chandrasekhar 1939),
and for a (moderately relativistic) 0.6 M⊙ WD this relation is
approximately R ∝ M−1/2, so

L⋆ ∝ T 4
eff

M
. (3)

If Fcutoff is the lower limit on flux for the survey, a given WD is
visible out to a distance of

D ∼
(

L⋆

Fcutoff

)1/2

∝ T 2
eff

M1/2
. (4)
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Past work

• Experiment was designed to 
measure transmission spectra 
of Balmer series at white 
dwarf photosphere 
conditions.	

• New advances in line-shape 
theory at low densities 
resulted from our 
measurements. High density 
theory still questionable.
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Present work

⟨Msample⟩ = 0.706 Msun

⟨MT < 16,000 K⟩ = 0.606 Msun
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Fig. 1. Surface gravity log g as a function of effective temperature.
The continuous (red) line is the sequence for a constant mass of 0.6 M⊙.

2. The sample
Data Release 7 (Kleinman et al. 2013, DR7) of the Sloan Digi-
tal Sky Survey (SDSS) contained spectra of 923 stars classified
as DB (helium atmospheres). DR10 (Kepler et al. 2015) added
another 450 (including subtypes DBA with hydrogen traces and
DBZ with metals), and DR12 (Kepler et al. 2015a) added 121
more, all of which are new detections. The number of spectra
is larger since several have two or three spectra in the database.
From this database we first selected all those with S/N greater
than 10.

After a first tentative fit with model spectra (see below for
details) and a visual inspection we eliminated all objects with pe-
culiarities, such as a red unresolved companion (DB+dM), pres-
ence of He ii lines (DO), obvious magnetic splitting of spectral
lines, very marginal or invisible He lines (DC), or spectra with
strong artifacts. We did not eliminate DB stars with traces of
hydrogen (DBA) or calcium H+K lines (DBZ). This left us with
a sample of 1267 spectra of 1107 different objects, of which 13
had three and 136 had two spectra. In addition to the spectra,
we used the SDSS photometry, available for each object in the
sample.

3. Atmospheric parameters
Atmospheric parameters Teff , log g, abundances, or upper lim-
its of hydrogen and calcium were determined by a compari-
son of observations with several grids of theoretical model at-
mospheres. The input physics and procedures used are de-
scribed in Koester (2010). We use the mixing-length approxi-
mation for convection in the version ML2 (Fontaine et al. 1981;
Tassoul et al. 1990) with a mixing length equal to 1.25 pressure
scale heights. A pure helium grid – for technical reasons the
logarithmic abundance ratio of hydrogen to helium, logNH/NHe
(abbreviated [H/He] henceforth) is -20.0 – covers effective tem-
peratures from 10 000 to 50 000 K, with step widths ranging
from 250 to 500 K from low to high effective temperatures. The
surface gravity log g ranged from 6.00 to 9.50, with step width
0.25. In addition to the pure helium grid above, we also cal-
culated grids with various [H/He] ratios: -6.0, -5.5, -5.0, -4.5,
-4.0, -3.5, and -3.0. These grids covered the same Teff and log g
values, except that the log g range only covered from 7.0 to 9.0.
Details of the analysis are described in the following.

3.1. Photometry

From the synthetic spectra we calculated theoretical photome-
try in the SDSS system. The effect of the surface gravity on the
photometry is small; in the first step of the fitting procedure, we
thus kept this parameter fixed at the canonical value of 8.0. A
possible concern for the fainter objects at greater distance is in-
terstellar reddening, which leads to lower apparent temperatures.
We determined three different fit results: one assuming that the
reddening is negligible, a second that assumes the maximum red-
dening from the Schlafly & Finkbeiner (2011) extinction map,
and a third value that uses an iterative procedure as described in
Tremblay et al. (2011) and Genest-Beaulieu & Bergeron (2014).
Basically, this method assumes that the extinction is negligible
within 100 pc, and from there it increases linearly to the max-
imum value at a vertical height z = 250 pc above the Galactic
plane. This approach also gives the best approximation for the
distance and z, although it should be kept in mind at this step a
fixed radius corresponding to log g = 8.0 and a pure He atmo-
sphere is assumed for all objects.

3.2. Spectroscopy

As a next step the observed spectra were fitted with the pure
He grid, to determine Teff and log g. A well known problem in
many cases is that there are two possible solutions correspond-
ing to local χ2 minima, one below and one above the region of
Teff = 24 000 - 26 000 K, where the He lines reach their maxi-
mum strength. The χ2 values of the two solutions are usually
very similar or even identical and cannot be trusted to select the
correct solution. We used the photometric fits, which do not have
this problem, as well as visual inspection of all fits, to minimize
wrong choices.

Then, in all spectra we used an automatic measuring proce-
dure to determine Hα equivalent widths and uncertainties, or al-
ternatively upper limits; all positive and negative detections were
confirmed by visual inspection. These measurements were com-
pared to theoretical equivalent widths from the grids with various
hydrogen traces as described above, and hydrogen abundances
[H/He], uncertainties, or upper limits were determined. With
this additional knowledge, the spectral fits were repeated with
the grid that matched to the measured abundance most closely,
and this whole procedure was iterated until the parameters were
determined with (almost) fully consistent theoretical models. As
a final step, the photometric fit was repeated, but now keeping all
parameters from the spectroscopic results fixed and solving only
for the consistent distance and Galactic position. Table 1 (online
only) contains the final results of this analysis.

4. Analysis
4.1. Surface gravity and masses

Figure 1 shows the surface gravity versus effective temperature
for all objects, except for a few low temperature DBs, where the
spectroscopic fitting did not converge on a log g within the grid;
Table 1 shows more detail in numerical form. Some features of
this result are immediately apparent:

– the log g and masses are significantly higher below 16 000 K
than for the hotter objects. This effect has been observed be-
fore, e.g., by Kepler et al. (2007), BW11, and Kepler et al.
(2015). BW11 tentatively conclude that the large mass
spread might be real for Teff > 13 000 K, given the pres-
ence of larger and smaller log g determinations in the same

Article number, page 2 of 29
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⟨MT > 16,000 K⟩ = 0.791 Msun

Plot of surface gravity (log g) vs. surface temperature	
for a sample of ~1,000 helium dominated (DB) white dwarfs
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Electron density (1 O’* cme3) 
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Fig. 4. Theoretical Stark width (FWHM) plotted versus the electron density: 0, electron-impact width5; 

0, Debye shielded electron-impact widthQS; 0, Debye shielded electron-impact width taking into account 

quasi-static ions6; 0, electron, proton and ionized helium impact width with Debye shielding”.14 where 

the widths were linearly scaled from tabulated values and Debye shielding is, therefore, underestimated; 
0, present experimental results. 

electron-impact approximation (p w/v) c 1) is fulfilled or not: we obtain p w/vo = 0.07 for the lowest 

and 0.2 for the highest density, where wG is the Stark width (HWHM) according to Refs. 5, 6 (see 

also Table 2). This results in both an overestimate of the contribution of the strong collisions and, 

therefore, in an underestimate of the theoretically stated error bars. This is an intrinsic problem 

of dense plasmas because for a given line (p w/v)o is about proportional to ny’ and, therefore, the 

criterion cannot remain fulfilled with increasing densities for a constant temperature. This may 

partially explain the deviations at the higher densities. In contrast, the validity criterion for the 

quasi-static treatment of the ions is complied with at each time of observation. 

Another way to explain the discrepancies is that the linear Stark effect becomes important at 

these high densities,26 resulting in an overestimate of the ion broadening parameter a given in Ref. 6, 

which was calculated in the present study under the assumption of quadratic Stark effect (see 

Table 2). Scaling the theoretical width of the hydrogen H, line (calculated according to Ref. 27, 

given in Ref. 28) to the width of the He I 23P-33D transitions we obtain a theoretical width inside 

the error bars of the experimental result at the highest density. 

In addition, in Fig. 4 we plotted the tabulated width according to Refs. 13, 14. In their theoretical 

approximation impacts of electrons, protons and single ionized helium ions are taken into account. 

The results are tabulated for low densities (n, = 1 x lOI cmw3 up to n, = 1 x 10” cmm3) and are 

linearly scaled to the present plasma parameters; Debye shielding is, therefore, underestimated. The 

scaled widths according to Refs. 13, 14 are about the same as the Debye shielded ones of Ref. 5. 

Taking into account Debye screening more properly in the scaling of the results of Refs. 13, 14 

will improve the agreement with the experimental data. 

-0.41 ‘. ’ I 
0.0 1.0 2.0 3.0 

Electron density (10’ * cm-S 

Fig. 5. Experimental Stark shift plotted vs the electron density: 0, present experimental results; IJ, Ref. 1; 

0, Ref. 2; V, Ref. 3; A, Ref. 4; 0, Ref. 10. The inset contains also the result of Ref. 1 at their highest 

density (n, = 2.8 x lo’* cme3) which was excluded from the figure. 
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⟨MDB, GR⟩ = 0.710 Msun 

⟨MDA, GR⟩ = 0.647 Msun



Present work
514 P. Dufour, N. Ben Nessib, S. Sahal-Bréchot, M. S. Dimitrijević

Fig. 1. Fit of a model to the carbon lines for the hot DQ SDSS J1153+0056. Oxygen
lines, which are not fitted, are indicated by tick marks. The thick line is the best solution
obtained by fitting the optical (MMT) data. The insert shows the Hα region (SDSS
spectroscopic observations). The C/O ratio is fixed to 1 in this preliminary analysis.
This represent a significant improvement over the ‘first generation’ fits of Dufour et al.
(2009, see their Fig. 2).

broadening parameters and the presence of large amount of oxygen that was pre-
viously unnoticed. It thus appear that hot DQ stars are among the most massive
white dwarfs known. Unfortunately, as noted above, there are still more calcu-
lations that remain to be completed before we can provide a better quantitative
assessment of this affirmation. We must, however, remain cautious about such
interpretation since it is possible that the line profile appears broader as a result
of unresolved components of lines slightly split by a weak magnetic field. Further
high resolution spectropolarimetric observations, which we hope to obtain soon,
should alleviate this issue.

3. CONCLUSIONS

A new generation of model atmospheres, including state-of-the-art C II Stark
broadening data, is used for a detailed modeling of hot DQ white dwarfs. The new
Stark broadening data calculated specifically for this work will soon be available
in the STARK-B database (http://stark-b.obspm.fr/).

Fits of the modeled line profiles to high S/N spectroscopic data yield atmo-
spheric parameters that are significantly different from those presented in Dufour
et al. (2008). As a consequence, it is now believed that the hot DQ stars might
be among the most massive isolated white dwarfs that can be formed by standard
stellar evolutionary channels. However, further calculations are still required be-
fore more precise atmospheric parameters can be published with confidence. For
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Spectrum of recently discovered carbon dominated (DQ)	
white dwarf with surface temperatures of 18,000 K  - 23,000K



Updates to experimental platform
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Current return can

Old locationNew location

~15 cm

~30 cm
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Preliminary Helium results

Transmission spectra of a 50/50 H-He gas mixture in 
our old experimental platform. From Hβ we infer:	

Tplasma ~ 1.0 - 1.5 eV	
ne ~ 1 x 1017 cm-3 - 6 x 1017 cm-3

Apparent shift of the He I lines at 	
5015 Å and 5875 Å

12



Preliminary H/He results
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Preliminary C results
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Summary

• Experimental hydrogen results have guided theoretical developments in 
low density regime. High density still uncertain.	

!

• Preliminary data using other gas fills (He, C) has proven versatility of 
platform	

!

• Initial fits to new data shows very high temperatures and densities, 
beyond those needed for white dwarf astronomy	
!
!
!


