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Abstract

Recent advances in 6DOF testing has made 6DOF subsystem/component testing a preferred method because field 
environments are inherently multidimensional and can be better replicated with this technology.  Unfortunately, it is rare that 
there is sufficient instrumentation in a field test to derive 6DOF inputs.  One of the most challenging aspects of the test inputs 
to derive is the cross spectra.  Unfortunately, if cross spectra are poorly defined, it makes executing the tests on a shaker
difficult.  In this study, tests were carried out using the inputs derived by four different inverse methods, as described in a 
companion paper.  The tests were run with all 6DOF as well with just the three translational degrees of freedom.  To evaluate
the best way to handle the cross spectra, three different sets of tests were run: with no cross terms defined, with only the 
coherence defined, and with the coherence and phase defined.  All of the different tests were compared using a variety of 
metrics to assess the efficacy of the specification methods.  The drive requirements for the different methods are also 
compared to evaluate how the specifications affect the shaker performance.  A number of the inverse methods show great 
promise for being able to derive inputs to a 6DOF shaker to replicate the flight environments.
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Introduction

The vast majority of product life-cycle and environmental vibration tests are currently conducted on uniaxial vibration test 
platforms. These tests have been established as a method to detect part failures and predict the effects of service loads without 
the need of costly and time consuming field testing. The most widely referenced standard for these tests, MIL-STD-810G, 
specifies the use of sequential single axis tests in each of three orthogonal axes to characterize and validate the performance 
of both components and assemblies [2]. Comparable methods are provided by the U.S. Navy in NAVMAT P-9492 and the 
electronics industry’s JESD22-B103B [3, 4]. Per the guidance given by these standards, the device is first tested along a 
single axis and then rotated 90° about the appropriate axis, with a test conducted after each rotation. 

In the past few decades, advances in multi-axis testing hardware and software solutions have increased the application of 
multi-axis testing at both the system and component level. Vibration systems capable of multi-axis simulation have been 
successfully incorporated in both research and development labs across the U.S. in universities, government labs, and 
industry alike [5, 6, 7, 8, 9, 10]. Their increased prevalence is motivated by a growing body of evidence which indicates 
shortcomings in conventional single axis testing [11]. In many environments, the effects of cross-axis excitation can have 
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large impacts on the resulting dynamics of a structure [12]. Accordingly, it has been found that the combined loading effects 
caused by these multi-axis excitations can result in different stress states [13, 14, 15], failure modes [16], and rates of damage 
accumulation [17, 18, 19]. Thus, it is no surprise that multi-axis testing has been shown to produce loading conditions that 
more closely simulate real world environments [20, 21]. This has motivated a dramatic increase in research on multi-axis test 
methods and the tools and analysis techniques necessary to make this testing possible. One key research area, and the focus 
of the present discussion, is the development of specifications for multi-axis testing. 

In general, multi-axis vibration test specifications require the definition of a desired energy level and distribution for each 
axis as well as a definition for the relationship between each pair of axes. For random vibration tests, the specification for 
each independent axis is most commonly defined by an auto spectral density (ASD). As a function of frequency, the ASD 
specifies the level of energy in units of g2/Hz. For a multi-axis specification, the relationship between each axis can be 
defined by the cross power spectral density (CPSD). For convenience and increased physical understanding, this relationship 
is often presented as a frequency dependent coherence and phase. Collectively, the ASDs and CPSDs fully define the desired 
input conditions for the test.

Traditional multi-axis testing is conducted by developing a control scheme based on rigid body acceleration at the base of a 
component, assembly, or fixture [22]. Unfortunately, due to limits on the number of channels available for data acquisition 
during field tests, it is rare to have sufficient instrumentation such that six degree of freedom (6-DOF) inputs can be directly 
derived at either the system or sub-system level. Specifically, the coherence and phase between axes is not adequately 
quantified and little to no data is available for rotational acceleration measurements. This has led to the development of 
various methods to derive test specifications and inputs by pairing field data with analysis on a dynamic model of the system 
of interest. Depending on the availability of a high fidelity finite element model of the unit under investigation, alternate
experimental model techniques may be employed. 

A recent field test conducted by Sandia National Laboratories on a system level assembly was instrumented specifically such 
that these multi-axis inputs could be directly measured. In addition to providing an input signal which could be used directly 
for multi-axis testing, this set of field data also provided the unique opportunity to benchmark the performance of other 
methods for deriving 6-DOF test inputs from field data with limited instrumentation. This was possible by comparing the 
results of tests conducted with input signals derived from only response channels which would have been available during a 
standard field test to those conducted with the “true” input signals which were directly measured. Specifically, four different 
multi-axis input specification derivation methods were explored: (1) using the pseudo-inverse of the transmissibility function
(PINV), (2) the output spectral density method (ZINV), (3) a scaled output spectral density method (Scaling), and (4) an 
iterative spectral density method with Tikhonov regularization (Smallwood-Cap). These methods are discussed further in the 
companion paper [24]. In addition to comparing the estimate of input signal obtained from each method, the dynamic 
response of the test article to these derived inputs were experimentally obtained on a shaker system and compared to 
measurement response data from the original field test. Comparisons were made with a set of 7 measurement locations which 
were consistent between the lab and field tests. Objective measures of the performance of each method were based on both 
time and frequency domain characteristics of the data. 

Test Setup

Instrumentation

The test article was equipped with an array of triaxial 
accelerometers for control. Additional accelerometers 
were placed in key locations internally to the system. 
The four control accelerometers were positioned 
symmetrically about both lateral axes at the mid-plane 
of the test article’s base for testing on the multi-axis 
system. The locations of the control gauges and internal 
gauges are shown notionally in Fig. 1.

Fig. 1 Notional depiction of test article and accelerometers
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Test Equipment

For physical testing conducted on the system, Team Corporation’s Tensor 18kN 
(TE6-18kN) multi-axis high frequency vibration test system was employed (see
Fig. 2). Due to the test equipment’s configuration of twelve independent 
electrodynamic shakers, by controlling the relative amplitude and phase of the 
various shakers, it is capable of full six degree of freedom (6DOF) vibration 
testing. 

Test Specifications

Several different tests were specified. In addition to conducting tests that were 
specified using the different input derivation methods described in the 
companion paper [24], different methods for determining the cross spectra were 
also explored: no cross spectra, coherence only, and coherence with phase. 
Additionally, the tests were performed using the three translational degrees of 
freedom (3DOF tests) only and the three translational degrees of freedom with 
the addition of the three rotational degrees of freedom (6DOF tests). 

Experimental Results

Visual Comparison

Doing a visual inspection of the response of the system to the various inputs provides some valuable insight into some 
general trends of the behavior of the system in the lab versus what was seen in the field.  The visual inspection shows some 
clear differences between the 3DOF testing (Fig. 3 (a)) and the 6DoF testing (Fig. 3 (b)).  

One general trend of the 3DOF testing (Fig. 3 (a)) is that, with the exception of the Smallwood-Cap input, the 3DOF inputs 
led to responses on the test article that contained significantly less energy from 20 to 200Hz and 300 to 600Hz. At higher 
frequencies, with exception of a few shifts in the peaks and valleys, the responses of each 3DOF test were reasonably similar 
to those in field testing. The low frequency peaks line up well, even though they are a lower amplitude. In other words, the 
shapes of the PSDs at lower frequencies are similar. The PSDs at higher frequencies differ from those measured in the field 
test. This result is unsurprising because the unit to unit variability in the dynamics were more pronounced at the higher 
frequencies. Many of the modes appear to have less damping than they did during field testing, because they have higher 
amplitudes and sharper peaks than the ones in field testing. It is possible that the change in boundary condition affects the 
apparent damping of the system.

One of the interesting trends in the 6DOF data ((Fig. 3 (b)) is that the responses are higher across the entire frequency range.  
This result suggests that adding the rotations makes certain modes more pronounced.  It was also easier to recreate one of the 
rigid body modes that is transferred into the system when rotations were included.  Although the shapes of the PSDs 
demonstrate close agreement at frequencies below 1000Hz, the peaks are somewhat shifted and are a higher amplitude than 
those found in the field test.  Above 1000Hz, the response of the system in the laboratory test was significantly higher than 
the response in the field test.  The rotations appear to have a significant effect on the higher frequencies.

Fig. 2 Tensor 18kN multi-axis vibration 
test system [23]



(a) (b)

Fig. 3 Response of the System to (a) 3DOF Inputs (b) 6DOF Inputs

Although a visual inspection of the various responses can be used to gain valuable insight about the different methods 
employed, it is challenging to determine which of the methods of defining the specifications leads to the closest match to 
what was seen in the field test.  Therefore, quantitative metrics should be used to make a clear determination of the best 
method.

Methods for Comparison

One of the goals of this study is to evaluate how well each of the methods of defining the inputs did at replicating the 
response measured during the field test and determine which one is most promising. In order to do that, a variety of metrics 
were calculated and compared to one another. The metrics were combined using equal weighting.  

A few different features are of interest when comparing the laboratory response to that measured in the field test.  The first 
feature is the shape of the PSD curve, which gives information about the frequency content of the response.  One of the 
things to consider in comparing the shape, is that small differences in the natural frequencies between the field test and 
laboratory units could show up in the PSD, so having some leeway in the exact locations of the peaks in the PSD would be 
valuable in a metric, so small shifts are not heavily penalized.  The second feature is the overall energy in the response.  

The first step in calculating the metrics is to convert the data to sixth octave spacing.  This means that there are six frequency 
lines per octave, with their corresponding amplitudes of the PSD. Since octaves represent a doubling of frequency, more 
frequency lines are averaged at the higher frequencies than the lower frequencies.  This technique helps to remove some of 
the jitter seen at the higher frequencies as well as smooth out some of the slight shifts in frequency due to unit to unit 
variability.

The first metric is the error in the rms, which is a way to compare the energy levels from the laboratory test and the field test. 
The rms for both the field test and laboratory data were calculated by finding the area under the PSD curve.  Calculating the 
error for each gauge can be done by using the following equation:
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Summing the error of each gauge gives the total error in the rms across the system.

In order to be able to weight each metric equally, the error in the rms needed to be converted to a number between 0 and 1, 
where 1 is the value associated with the smallest error in the rms.  This was accomplished by first using the following 
equation:
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which gives a set of metrics where now the largest one is associated with the test that had the smallest error in the rms.  Then, 
to make the one with the smallest error have a value of 1, the following equation is applied
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The next metric is the mean dB error, which is another way to compare the energy between the laboratory test and the field 
test. This metric calculates the dB error at each frequency line and then performs an average over all frequencies.  This metric 
can be sensitive to small shifts in the natural frequencies inherent to unit to unit variability. The mean dB error is calculated 
as follows:
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The mean dB error can then be summed across all the gauges to get a single metric for each test method.  The normalization 
is calculated in the same manner as the error in the rms, using the following equation
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which gives a set of metrics where now the largest one is associated with the test that had the smallest error in the rms.  Then, 
to make the one with the smallest error have a metric of 1, the following equation is applied
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The next metric is the correlation coefficient, which is a way to compare the shapes of the PSDs. This gives an indication of 
how well the two PSDs match in terms of amplitudes at each frequency line. One disadvantage to this metric is that small 
shifts in the natural frequencies can be heavily penalized because peaks can line up with valleys in more than one place. The 
correlation coefficient is calculated using the corrcoef function in Matlab to compare the PSDs of each location during the 
test to the PSD of the same locations in the field test. The correlation coefficient is a number between -1 and 1, where 1 is 
perfect correlation, 0 is completely uncorrelated, and -1 is perfectly negatively correlated.  To get a number between 0 and 1, 
the following equation is used:
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Then, to make the one with the smallest error have a value of 1, the following equation is applied
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One way to get around the problem of small shifts in the natural frequencies is to calculate the cross correlation.  Like the 
correlation it can give an indication the two PSDs match, but the cross correlation is a measure of similarity when there is a 
lag present, which means that it is more forgiving of small shifts in the natural frequencies. The cross-correlation coefficient 
is calculated using the xcorr function in Matlab to compare the PSDs of each location during the test to the PSD of the same 
locations in the field test. The cross-correlation coefficient is a number between -1 and 1, where 1 is perfect correlation, 0 is 
completely uncorrelated, and -1 is perfectly negatively correlated. To get a number between 0 and 1, the following equation 
is used:

��������������� = ��(����� + �) (9)

Then, to make the one with the smallest error have a value of 1, the following equation is applied
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Results



In addition to the different methods for deriving the inputs that were described in the companion paper [24], different 
methods for determining the cross spectra were used: no cross spectra, coherence only, and coherence with phase. 
Additionally, the tests were performed using the three translational degrees of freedom (3DOF tests) as well as the three 
translational degrees of freedom with the three rotational degrees of freedom (6DOF tests).  Table 1 summarizes the results of 
the comparison between the different methods of deriving specifications for this set of tests. 

Table 1. Comparison Metrics between Laboratory Tests and Field Tests

Method No Cross Products Coherence Only Coherence & Phase

Metric Rank Metric Rank Metric Rank

6th Octave 3DoF 2.710 14 ++ ++ ++ ++

6th Octave 6DoF 1.935 25 ++ ++ ++ ++

PINV 3DoF 3.139 8 2.938 12 3.253 5

PINV 6DoF 2.707 15 2.457 17 2.187 23

ZINV 3DoF 3.140 7 2.934 13 3.324 4

ZINV 6DoF 2.411 19 2.278 21 2.444 18

Scaling 3DoF 3.032 9 2.681 16 3.025 10

Scaling 6DoF 2.220 22 2.323 20 2.034 24

Smallwood-Cap 3DOF 3.152 6 3.723 2 3.763 1

Smallwood-Cap 6DOF ** ** 3.005 11 3.372 3

** No data available

++ Not Specified

The response of the system in the lab did not exactly match the response of the system in the field.  In fact, using the full 
6DOF inputs measured in the field yielded responses that were least like those in the field. This result can be understood in 
lieu of the fact that the boundary conditions in the field and the laboratory are different. In general, a change in boundary 
conditions will lead to differing dynamic responses. Additionally, the unit tested in the laboratory was different than the one 
used in the field test, and the unit to unit variability is going to lead to differences in the dynamic response. However, using 
an inverse method that accounts for the response of the structure on the shaker allowed for the laboratory response to be 
closer to that measured in the field test. 

Another interesting trend is that, across the board, the metrics indicate that 3DOF tests matched the field data better than their 
6DOF counterparts that were derived using the same methods. One possible explanation for this difference is that the 
rotations are more susceptible to both the variations in the parts and the change in boundary conditions than are the 
translations.

The Smallwood-Cap 3DOF method gave the best match to the field test data, no matter how the cross spectra were defined.  
Including the coherence and phase in the Smallwood-Cap method yielded the responses that matched the most closely to 
those measured in the field. In fact, for 5 out of the 8 inverse methods, including the coherence and phase yielded the closest 
match with the field data. This is unsurprising as the dynamic response of the system is coupled between axes.  Additionally, 
the vibration input into the system in the field test has coupling between axes, so including that in the specifications in the 
laboratory would be expected to yield responses that are closer to those in the field test.  Of the remaining three, two of the 
methods yielded the closest match to the field test when both coherence and phase were not specified.  



From the initial look at the data for the tests run to 2kHz, the laboratory inputs should be derived using an inverse method, 
they should be 3DOF inputs, and the spectral density matrix should include both the coherence and phase.  It is also 
recommended that the Smallwood-Cap method be used.

CONCLUSIONS

Recent field tests at Sandia National Laboratories had sufficient instrumentation to derive the full 6DOF base inputs to a 
system using a variety of methods.  Testing in the laboratory implemented the different inputs and the response at 7 key 
locations were measured.  The responses at the 7 key locations were compared to those measured in the field testing and a 
few key trends were apparent in the data.

With the exception of the Smallwood-Cap method, the 3DOF input produced a response that was lower than that of the field 
data. Conversely, the 6DOF input produced a response that matched well at low frequencies, but was too high at the higher 
frequencies.

Using an inverse method, rather than the inputs directly calculated from the field data seemed to yield internal responses that 
were closer to those measured in the field. Performing an inverse calculation based on transfer functions of the system on the 
shaker seems to remove some of the effects of the different boundary condition as well as the unit to unit variability.

It was very difficult to use a visual inspection of the data to draw any conclusions about which of the methods performed 
best.  Therefore, it was necessary to use quantitative metrics to objectively assess how well the various input derivations 
performed.  The metrics quantified how well the energy input as well as how well the shape of the PSDs matched between
the field data and the laboratory simulations. Multiple metrics were necessary to capture both of these quantities.

In every instance, the metrics indicate that 3DOF tests matched the field data better than their 6DOF counterparts that were 
derived using the same methods. The Smallwood-Cap 3DOF method gave the best match to the field test data, no matter how 
the cross spectra were defined. However, including the coherence and phase in the Smallwood-Cap method yielded the 
responses that matched the most closely to those measured in the field. In general, including both the coherence and phase 
improved the response of the system.

Based on the results, it is recommended to use an inverse method to derive the inputs rather than relying on the measured 
field data. Also, the inputs should be 3DOF inputs rather than 6DOF inputs and the spectral density matrix should include the 
coherence and phase. Finally, it is recommended that the Smallwood-Cap method be used.
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