The Role of Repulsion in Colloidal Crystal Engineering with DNA
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ABSTRACT: Hybridization interactions between DNA-functionalized nanoparticles (DNA-NPs) can be used to program
the crystallization behavior of superlattices, yielding access to complex three-dimensional structures with more than 30
different lattice symmetries. The first superlattice structures using DNA-NPs as building blocks were identified almost two
decades ago, yet the role of repulsive interactions in guiding structure formation is still largely unexplored. Here, a com-
prehensive approach is taken to study the role of repulsion in the assembly behavior of DNA-NPs, enabling the calculation
of interparticle interaction potentials based on experimental results. In this work, we used two different means to assemble
DNA-NPs—Watson-Crick base pairing interactions and depletion interactions—and systematically varied the salt concen-
tration to study the effective interactions in DNA-NP superlattices. A comparison between the two systems allows us to
decouple the repulsive forces from the attractive hybridization interactions that are sensitive to the ionic environment. We
find that the gap distance between adjacent DNA-NPs follows a simple power law dependence on solution ionic strength
regardless of the type of attractive forces present. This result suggests that the observed trend is driven by repulsive inter-
actions. To better understand such behavior, we propose a mean-field model that provides a mathematical description for
the observed trend. This model shows that the trend is due to the variation in the effective cross-sectional diameter of DNA

duplex and the thickness of DNA shell.

Introduction

In nature, the structure of atomic crystalline solids is dic-
tated by the inherent, electronic properties of the constit-
uent atomic building blocks. Consequently, significant ef-
fort has been expended to understand these properties and
develop rules that allow one to understand the thermody-
namically favored crystal structures but with limited suc-
cess. For example, Pauling’s rules for ionic solids allow one
to understand crystallization behavior, but they do not al-
low one to deliberately design crystal architecture since the
possibilities are inextricably coupled to the identities of the
elemental building blocks (cations and anions)."3 Similarly,
for nanoscale systems, the structures of colloidal crystals
are dictated by the type of bonding interactions induced by
various surface ligands, but unlike atoms, their bonding
behavior can be decoupled from the compositional identity
of the particle.+® For example, we have shown that DNA-
NPs can be likened to programmable atom equivalents
(PAEs) with bonding characteristics that correlate with the
oligonucleotide sequence.#7 When compared to atomic
systems, the crystallization behavior of PAEs is analogous
to that of ionic crystals, where DNA hybridization interac-
tions can induce particle attraction similar to charge at-
traction between cations and anions in ionic crystals. Over
a large design space, one can use the general principle that
the structure which maximizes hybridization (attractive)
interactions will be the most thermodynamically favorable
structure.> 9 This is known as the complementary contact
model (CCM) and has been used to deliberately make over

500 different crystals spanning over 30 different symme-
tries.> 103

Although the general principle has been a reliable guide to
design the vast majority of crystal structures explored with
PAEs,5 it has been realized that the formation of certain
structures cannot be explained solely through hybridiza-
tion interactions.#'¢ Several observations have led to spec-
ulation that repulsion may also play a role in the crystalli-
zation behavior of PAEs.> 475178 For example, the CsCl lat-
tices have been observed in some cases when the CCM pre-
dicted AlB, symmetry; repulsion may account for the lower
packing density between the two lattices.> Furthermore,
unlike atomic crystals, AlB, lattices synthesized from PAEs
have lower c/a ratios than expected from DNA hybridiza-
tion interactions alone V(8/3),> which may stem from re-
pulsion between like-particles with non-complementary
DNA strands, analogous to like-charge repulsion in ionic
crystals. Last, in the case of anisotropic particles, the lamel-
lar structures assembled with two-dimensional nanoparti-
cles exhibit greater gap distance than the superlattices syn-
thesized with spherical nanoparticles. This may occur be-
cause the denser negatively charged DNA shell on the flat
face of the two-dimensional nanoparticles could exert a
greater repulsive force between adjacent particles.””7 Based
on these observations, we hypothesize that the tendency of
PAEs to transform to apparently lower symmetry/packing
structure is a consequence of the system’s tendency to
minimize the repulsion between particles.



The origin of repulsion for the PAE system can be under-
stood by studying the mechanical and chemical properties
of DNA. Recently, Thaner et al.’s reported that the confor-
mational entropies of flexible DNA strands can shift the
crystallization pathway to favor the formation of lower
packing structures (e.g. body-centered cubic, bee) over the
formation of high packing structures (e.g. face-centered
cubic, fcc), which is a phenomenon often observed in di-
block copolymer systems.”® To gain a theoretical under-
standing of the dominating forces that drive the assembly
of PAEs, the interactions between DNA shells can be mod-
eled by investigating the contributions of both attractive
and repulsive energies to the overall lattice energy. While
DNA base-pairing is the main attractive force driving the
assembly, there are various types of repulsive interactions
between DNA strands that prevent particles from coming
closer than its contour (outstretched) length (Scheme 1).
Briefly, one must consider the thermodynamic penalties
involved in conformation stresses imposed on DNA chains
that are participating in interactions between adjacent par-
ticles upon assembly.>>2> Furthermore, because DNA is a
polyelectrolyte, the charge repulsion from the negatively
charged DNA shell and the excluded volume repulsion
should be considered,2+ along with the build-up of os-
motic pressure due to counterions trapped in the DNA
shell upon PAE assembly.?52¢

Herein, we use the gap distance, a structural parameter of
superlattices, as a means to measure the relative strength
of attractive and repulsive forces. The change in interpar-
ticle gap distance as a function of varying ionic strength is
probed, and then compared to the pair potential of the PAE
superlattice, which was calculated using a mean-field the-
ory based on classical polyelectrolyte brush theory com-
bined with the mechanical properties of DNA.>* 23 26 We
first demonstrate that there is a power law relationship be-
tween the gap distance and the solution ionic strength.
Further, we show that the excluded volume repulsion is the
dominating repulsion in PAE assembly, and the variation
in the effective diameter of DNA duplex and the thickness
of the DNA shell are factors responsible for ionic strength
dependent repulsion between PAEs. Although not directly
addressed in this work, the DNA surface density can serve
as a handle to tune the interparticle interactions similar to
polyelectrolyte systems.> This pair potential calculation
successfully reproduces the observed power law behavior
(Gap Distance = a + b - (Salt Concentration)*5) and can be
used to predict the lattice stability in a system that was pre-
viously not understood.> Our mathematical description of
the interaction potential energies not only provides the op-
portunity to precisely modulate the design parameters re-
lated to the individual PAE building blocks but also has the
potential to allow one to deliberately design structures
with lower packing density and importantly, create models
for targeting structures prior to assembly.?72

Scheme 1. A schematic representation of various in-
teractions between DNA-modified nanoparticles.
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Results

Assembly of Colloidal PAEs Through DNA Hybridization
Interactions

We used a four-stranded DNA system to link adjacent par-
ticles through hybridization events. Each particle con-
tained a DNA strand tethered to the nanoparticle’s surface
consisting of a thiol-modified “spacer” segment (a hexa-
ethylene glycol phosphate oligomer) and an 18-base du-
plexer region. The second strand, the DNA linker, consists
of a complementary 18-base duplexer region, a flexor seg-
ment (a hexaethylene glycol phosphate oligomer), and a 7-
base recognition region, also known as a “sticky end” (Ta-
ble S1). We prepared two types of particles with A-type and
B-type sticky end linkers, whose sequences are comple-
mentary. The PAEs with non-complementary sticky ends
will not interact with each other since the hybridization in-
teraction between the sticky ends is the main attractive
force that drives the assembly. The PAEs were assembled
by mixing the DNA-functionalized particles hybridized
with corresponding linkers and then allowed to aggregate.
The aggregates were subsequently annealed a few degrees
below the melting temperature to transform the disor-
dered structure into the ordered superlattice. The sticky
end sequences and the particle sizes used for this study al-
low the PAEs to reorganize into a bece structure (Figure S1).5
Synthesized crystals were analyzed in solution with syn-
chrotron-based small angle X-ray scattering (SAXS), where
the lattice parameter can be determined by indexing the
scattering peaks,3° and was subsequently used to calculate
the surface-to-surface distance or the gap distance, D, be-
tween two nearest neighbor PAEs.
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Figure 1. a) SAXS characterization shows that the gap distance
for a bcce structure formed via hybridization interactions de-
creases with increasing salt concentration. The dotted line
represents the power law fit. b) The maximum gap distance
can be achieved when two nearest neighbor PAEs are in con-
tact with each other, which is typically observed at lower salt
concentration. c¢) A decrease in gap distance results in more
overlap between the complementary DNA shells of adjacent
PAEs. The overlap becomes more significant as the salt con-
centration is increased. The overlapping region of the DNA
shells is highlighted as dark blue. The variable « is discussed
in the SI.

The effect of salt concentration on PAE superlattices was
studied by measuring the change in D at different salt con-
centrations. We find that D decays exponentially with in-
creasing salt concentration according to an empirical
power law [I]5 (Figure 1a), where [I] is the NaCl concen-
tration in mM. An extrapolated formula for the observed
decaying trend in Figure 1a can be given by the following
expression:

D=Ls+L- [1]_0'5 Eq.1

Ls is the steric term which is not dependent on the ionic
strength and is equal to the smallest gap distance that can
be achieved. The second term L¢ depends on salt concen-
tration and is thus related to the electrostatic contribution
from the negatively charged DNA phosphate backbones.
Over a substantial range, as the salt concentration in-
creases, the gap distance decreases, which indicates that
there is an increased overlap between DNA shells of adja-
cent PAEs. Therefore, under the assumption that the ther-
modynamic penalty of altering DNA conformation is rela-
tively small, a greater number of sticky ends can hybridize,
leading to the formation of a more stable structure.

The maximum bond length that can be achieved with our
PAE design can be determined. In principle, since the PAE
assembly initiates upon contact between complementary
sticky ends, an upper bound limit for the theoretically
achievable gap distance is approximately twice the DNA
shell thickness, L, (Figure 1b). L, is equivalent to the sum
of the lengths of the different segments on DNA strands
that connect two particles (Eq. S2). The conformation of
the duplexed DNA tethered to the surface is assumed to be
similar to that of canonical B-form DNA at 500 mM Na(l,
which has a rise per base pair, I, of 0.34 nm.3* Thus, based
on L,, the maximum D is 19.4 nm (Eq. S2). However, this
value is smaller than the gap distance of the PAE lattices
assembled at 50 mM NaCl because the length of the spacer
and flexor segments used for this calculation was measured
at 500 mM NaCl (Figure 1a).3* Since the single-stranded
spacer and flexor segments are negatively charged, the
flexibility of these segments allows them to be in a more
stretched-out conformation at lower salt concentration
due to phosphate-to-phosphate repulsion.334 Further-
more, while it has been shown that the persistence length
of DNA does not change significantly with ionic strength,>

35 the elastic modulus decreases at lower salt concentra-
tion, making DNA susceptible to elongation.>® Therefore,
the length used to calculate the gap distance at low salt
condition is underestimated. Later in the analysis, the the-
oretical gap distances for both fixed and variable L, values
with changing salt concentration were calculated and com-
pared with the experimental results.

To evaluate the strength of attractive force from hybridiza-
tion interactions, a simple expression for the attractive in-
teraction potential between PAEs was derived in Eq. 2
based on the CCM.5

EAttractive _ —O'f e E
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where ¢ is the total number of the sticky ends on the par-
ticle, ey, is the hybridization energy of each sticky end, and
Eattractive 1s the attractive interaction potential. The CCM as-
sumes that the strength of attractive force is proportional
to the fractional surface area that overlaps between adja-
cent particles, a spherical cap (Figure 1c). The areal fraction
of the overlap can be simplified as f; = (R - d/2)/(2R), where
R is the radius of the PAE and d is the interparticle distance
(center-to-center distance) (Egs. S6-S13, see the full deriva-
tion for both identical and non-identical particles in the
Supporting Information, SI). Assuming that the persis-
tence length of the DNA duplex does not vary dramatically
within the range of monovalent salt concentrations
probed,>* 35 for example, approximately 5% of the total sur-
face area of a DNA shell is occupied between two interact-
ing PAEs, thus 40% of the total surface area between its
eight neighbor PAEs in a bec structure based on the exper-
imentally determined D at 500 mM NaCl (Figure S2). As D
becomes smaller, Eastractive becomes more negative with an
increase in f;. Therefore, the crystals are expected to be
more stable at higher salt concentration. Based on Eq. 2,
Eattractive is approximately -1,700 kT at 500 mM NaCl. It is
important to note that this value is based on the strength
of individually weak DNA binding events. Because PAEs
exhibit highly cooperative binding properties,3*37 the at-
tractive force that holds the particles together as a whole
should be greater. Furthermore, e, increases with salt con-
centration as a stronger charge neutralization of the DNA
backbone consequently makes the DNA binding more fa-
vorable.3839 Therefore, because the addition of salt alters
both the attractive and repulsive forces, this presents an
experimental limitation in decoupling the free energy con-
tributions from various interactions using this system.

Assembly of Colloidal PAEs Through Depletion Forces

To decouple the salt-dependent contributions of attraction
and repulsion, we assembled non-complementary PAEs in
the absence of the possibility of hybridization interactions
(i.e. the sticky end sequences do not interact through base-
pairing) using depletion forces as a driver for particle as-
sembly. Upon addition of the polymer depletant (carbox-
ymethylcelluose (CMC)), the polymer phase separates
from the PAE aggregates to maximize the space that the
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polymer can occupy, which creates an overlap between the
exclusion layers of PAEs thereby resulting in superlattice
formation (Figure 2a).4°43 The depletion force can be con-
sidered as an osmotic pressure since the polymer de-
pletants will exert pressure to the particles due to a local
polymer concentration gradient created between the ex-
clusion volume and the solution. Our calculation indicates
that while the osmotic pressure is weaker at higher salt
concentrations, it does not vary significantly over the range
of salt concentrations probed in this study, which allows us
to use D as a direct measure of the strength of the repulsion
since the attractive force remains constant (Figure S3). At
50 mM NaCl, the PAEs assembled into fcc lattices upon ad-
dition of the CMC. At higher salt concentrations, they
formed a mixture of fcc and amorphous structures (Figure
S4). Because the steric and charge distributions of the DNA
shell will be different at varying salt concentrations in the
presence of different number of linkers, we added the max-
imum number of linker equivalents (600 and goo linker
equivalents) to ensure that the observed trend does not re-
sult from varying linker loading (Figure Ss, see the discus-
sion in the SI).
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Figure 2. a) A schematic representation of the PAE superlat-

tice formation using depletion forces. Small grey spheres rep-

resent the depletants. b) Gap distances plotted as a function

of salt concentration for the superlattices assembled through

depletion forces.

Remarkably, we observed that these structures display a
similar exponentially decaying trend with the same expo-
nent of -0.5 as typical PAE superlattices (Figure 2b). This
result reveals that the repulsion is responsible for the ob-
served power law behavior since the applied osmotic pres-
sure that brings particles together is constant at the range
of salt concentrations probed for this system (Figure S3).
However, there is a distinction between hybridization and
depletant based systems in that the gap distances of lat-
tices formed via depletants are consistently greater than
those formed via hybridization interactions between short
sticky ends. Because the sticky ends do not hybridize for
the depletion based system, there are more DNA bases be-
tween adjacent PAEs, resulting in a larger interparticle dis-
tance. This discrepancy in the gap distances between two
systems can be shown by comparing the attractive poten-
tial energies of the depletion and the hybridization based
systems; the magnitude of attractive force induced for the
depletion system+° (-430 kT) is smaller than that of the hy-
bridization system (-1,700 kT).

Discussion
The Role of Repulsion in PAE Assembly

We used a mean-field theory to understand the repulsive
interactions between PAEs and calculate the pair potential
of the PAE superlattice by calculating the change in free
energy before and after assembly, which successfully re-
produces the experimentally observed empirical formula
(Eq.1). To construct a theoretical model that can rationally
explain PAE assembly behavior, we assume that the DNA
duplexes grafted on the nanoparticle’s surface behave like
semi-flexible polyelectrolyte brushes.

The free energy calculation of grafted polyelectrolyte
brushes consists of three major components: the steric
(polymeric) and electrostatic contributions of the polyelec-
trolytes, and the entropic contribution of the counterions
and coions (supporting electrolyte).2® 44 Despite the large
amount of negative charge surrounding the PAEs, the
range in which the electrostatic repulsion has an influence
does not extend farther than the thickness of the brush
layer (DNA shell thickness).#445 Additionally, the long-
range electrostatic repulsion between particles should be
effectively screened by counterions and salt ions for the
range of salt concentrations probed in this study.> 4548
Therefore, we neglected the long-range Coulombic repul-
sion between PAEs in our derivation, but we implemented
the electrostatic repulsion between DNA chains by inte-
grating the Debye length into the effective radius of the
DNA duplex, Rpna (Figure 3). We mainly considered the
short-range repulsive interactions between DNA chains
such as excluded volume repulsion in the overlap (Figure
3), elastic repulsion from DNA chains connecting two par-
ticles (Figure 4), and repulsion from entropic effects due to
counterions within the DNA shell overlap (Scheme 1).

Excluded Volume Repulsion

Simply, the excluded volume repulsion refers to the idea
that a space occupied by a chain molecule cannot be occu-
pied by another polymer chain. In polymer science, this
concept mainly takes into account short-range features
such as structural geometry and steric interactions be-
tween neighboring polymer chains. By adopting the
grafted polymer brush theory,> the excluded volume re-
pulsive potential can be calculated as ITV,, where II is the
osmotic pressure is from the pressure difference between
the overlap and the solution, and V is the total volume of
the overlap. According to the mean-field model of the con-
centrated polymer brushes,? 4 the osmotic pressure is de-
fined as vc?/2, where v is the excluded volume of a mono-
mer and c is the monomer concentration within the over-
lap volume. The term vc represents the volume fraction of
DNA chains in the overlap, which varies as a function of
radial distance. Therefore, vc = Vpna/V,, where Vpp, is the
volume occupied by DNA chains within the overlap and V,
is (m/12)(4R + d)(2R - d)>.
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Figure 3. A model of a PAE where the DNA duplex is depicted
as a simplified semi-flexible cylinder with a radius of Rpna.

To quantify the volume fraction occupied by DNA chains
in the overlap, we first simplified each DNA strand as a
semi-flexible rod-like chain (Figure 3). Then, we defined
the area fraction occupied by DNA chains at a distance r
from the center of a PAE as (Figure 3):

pona(r)
__ SAof DNA duplexes at r

SAof a PAE atr Eq.3
_ 0nRBNa

4rr?

where SA stands for the surface area. Rpns is a measure of
the bulkiness of DNA chain along the radial direction (Fig-
ure 3). Rpna changes as a function of salt concentration,
and it can be expressed as:

_ -1
Rpnya = Ro + K Eq. 4

where R, is the radius of DNA duplex (1 nm for B-form
DNA)5°5 and k" is the Debye length, which depends on so-
lution ionic strength (Egs. S4 and Ss). Note that k'de-
creases with increasing ionic strength due to charge
screening. Therefore, the effective cross-sectional area,
mRpna?, of a single DNA chain is greater at lower salt con-
centration, and thus the volume that a DNA chain can oc-
cupy is larger. Then, the total volume of the DNA duplexes
within the overlap can be calculated as:

R

Vona(d, R) = 2] pona(r) dr Eq. 5

d—R

By integrating ppna(r), the volume occupied by DNA du-
plexes within the overlap can be derived as:

Vbna = UT[R%NAlp(d'R) Eq. 6

The detailed mathematical formula for (d,R) is provided
in the SI. An increase in Vpna will result in increased steric

repulsion. A simplification of full derivation reveals that
the terms that vary with ionic strength is Rpns and R (Egs.
S14-S22). By incorporating R = Rc + Lo, we were able to de-
fine R as a function of varying L, with changing salt con-
centration.

By defining one base pair to be a monomeric unit and a
volume of a monomer to be v = mRpna2ly, we can solve the
excluded volume repulsion potential as:

EExcluded Volume

kT

Y(d, R)? Eq.7

— 2 2

0°TtRpNA A
This equation can be generalized to a set of two different
sized PAEs (Egs. S23-S28). We note that this potential en-
ergy can also be calculated using Flory-Krigbaum theory
for mixing of dilute polymer solutions5*5 when the Flory
interaction parameter between DNA and the solution is
known (Egs. S29-S32).

Elastic Repulsion

The force that enforces a polymer chain to have a Gaussian
conformation is known to contribute to the repulsive in-
teraction potential, but only in the cases of extensively long
DNA strands or single-stranded DNA at an elevated salt
concentration.#® 54 In the case of a rigid DNA duplex teth-
ered to the particle’s surface, when two particles come to-
gether to form a connection at a relatively short interparti-
cle distance, a thermodynamic penalty involved in bending
the DNA duplex due to its rigidity can play a role. When
the elastic repulsion becomes greater than the strength of
DNA hybridization interactions, it is favorable for the
sticky ends to dehybridize. Therefore, the bending energy
calculation will allow one to determine whether the con-
formational stresses imposed on DNA duplexes are enthal-
pically costly relative to the DNA hybridization interac-
tions.

Figure 4. A geometric model showing different variables used
to calculate the bending energy of DNA duplexes with a cur-
vature A.

The stiffness of DNA duplex has been studied using the
worm-like chain model, which is used to describe the be-
havior of semi-flexible polymer.2"555¢ Therefore, in our the-



oretical model, the DNA duplex chain was assumed to be-
have like a cylindrical rod. Although the structure of DNA
is more complex than a thin rod, the simple rod assump-
tion has been used to describe the bending flexibility of
DNA 2 By assuming that these chains will bend into an arc
conformation upon compressive stress, the elastic energy
was calculated.* Indeed, this is a fair assumption because
the flexor segment inserted between the sticky end and the
duplexer region has been shown to serve as the focal point
for bending.5” Although it has been shown that the DNA
bending energy is lower than the estimated energy from
the classical elasticity model,>*> we will use the bending en-
ergy predicted by Eq. 8 due to its simplicity:

Bl

Eb:ﬁ Eq. 8

where Ej is the elastic energy of a single duplex chain (sur-
face-to-surface connection), B is the bending elastic con-
stant, [ is the full length of a single duplex chain (equivalent
to D in Figure 1b), and A4 is the arc radius (Figure 4). [ can
be calculated as [ = 2L, - Lsicky, where Iyiciy is the length of a
sticky end which consists of 7 bases (2.83 nm determined
using Eq. S2). B can be calculated using this equation B/kT
= P,5> where P is the persistence length of DNA duplex (50
nm). The elastic repulsion between a pair of PAEs Egqsric is
calculated by taking the sum of all elastic repulsive poten-
tials of DNA chains within the overlap:

Eriastic = Z Ep Eq. 9

The assumption underlying this calculation is that all DNA
chains in the overlap are hybridized. Because the surface
to which the DNA chains are tethered is curved, E; for each
DNA chain must be calculated by taking account of surface
curvature (Egs. S33-S38). This equation can be generalized
to a set of two different sized PAEs (Egs. S39-S44).

Repulsion from Entropic Effects due to Counterions

Due to its highly charged phosphate backbone, DNA is sur-
rounded by mobile counterions to neutralize charge in
aqueous media. It is well-understood that counterions con-
dense onto polyelectrolytes until the charge density is re-
duced below the critical value, a phenomenon known as a
Manning condensation.’® As the DNA shells overlap, the
volume in which the counterions can occupy decreases,
and it results in an unfavorable decrease in entropy of the
counterions. It has been shown that a relatively weak re-
pulsion between star-shaped polyelectrolytes stems from
the entropic effects due to the counterions that are trapped
within the star’s corona.®> 2¢ This concept has been ex-
tended to spherical brushes with a hard core.?s An analyti-
cal expression for the entropic repulsion when the in-
terparticle distance is equal to d has been derived in previ-
ous literature (Eq. S45).% 5 Solving this equation demon-
strates that the repulsive potential from entropic effects
due to counterions, Egniropy, is dependent on the number of
counterions that are trapped within the overlap, neap. Nerap

is equivalent to the number of bases on a DNA chain be-
cause each base has one negative charge on the backbone:
Nirap = ftrapnbasea Eq. 10
where fiq is the fraction of unbounded counterions
trapped in the overlap, which was assumed to be about
10%,59 and npse is the total number of DNA bases for each
duplex chain. The volume that the trapped counterions can

occupy is limited by the volume occupied by the DNA
chains.

Potential Energy Calculation for PAE Superlattices

Based on the calculations using Egs. 9 and 10, the contri-
butions from both the DNA bending and the entropic ef-
fects of the trapped counterions have minimal effects on
the overall interaction energy (Figure 5). The calculation of
the elastic energy potential reveals that the bending energy
increases when the gap distance becomes significantly
smaller (Figure 5). However, the relative contribution of
the elastic repulsion is negligible when compared with E4.
tractive ANA Egxciuded Volume. Likewise, Egneropy is small relative to
the total pair potential, which coincides with the previous
studies.> 4559
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Figure 5. A CompariSOH between EAttractive, Erxcluded Volume, EEIastiC,
and Egneropy calculated for 500 mM NaCl with constant Lo.

The pair potential energy Eiow is the sum of Eaeraceive and
Egxciuded volume (Figure 6a, Eq. S46). As discussed earlier, the
comparison between the hybridization and the depletion
based systems reveals that the repulsion is responsible for
the observed power law behavior, meaning that the solu-
tion ionic strength has a relatively small effect on the at-
tractive force. At 50 mM NaCl, the free energy at its minima
lies at about -150 kT, indicating that the interaction is rela-
tively weak. The free energy decreases to -350 kT at 500
mM Nadl, illustrating that the lattice has a greater stability
at higher salt concentration. To validate our hypothesis
about the role of repulsion in the superlattices, we plotted
the distance at which the potential reaches its minima and
compared this theory-derived curve with the experimen-
tally determined curve shown in Figure 1a (Figure 6b). The
simulations were performed with both constant and vary-
ing L, as a function of salt concentration. The monoton-
ically decaying trend is reproduced for both fixed and var-
iable L, (Figure 6b). However, a noticeable deviation in gap

6



distance at a low salt concentration regime between the ex-
perimental and the fixed L, plots indicates that L, varies
with salt concentration (Figure 6b). Therefore, a good fit
with experimental result can be obtained when L, is varied
as a function of salt concentration. This indicates that the
expansion of DNA shell at lower salt concentration should
be taken into consideration to build an accurate model for
PAE interactions.
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Figure 6. a) The theoretical interaction pair potential calcu-
lated for 500 mM NaCl condition with L, varying as a function
of [1]3/4. ERepulsive represents Egciuded volume because it is the dom-
inant repulsive potential based on Figure 5. b) The gap dis-
tances at its potential minima are plotted for various NaCl
concentrations with fixed L, (dashed blue line) and variable L,
(solid blue line), and were compared with the experimental
data (hollow circle).

According to the classical polymer brush theory, L, of the
grafted polyelectrolytes varies with salt concentration,
where L, exhibits a relatively weak power law [I]/3.23 For
our system, the best fit is observed with a stronger power
law of [I]3/4, meaning the brush stretches to a greater de-
gree with decreasing salt concentration (Figures 6b and
S10). It is likely that the negative charge and the flexibility
of the spacer and flexor segments allow the DNA to exhibit
such strong salt-dependent behavior. The characteristic
scaling exponent of -3/4 observed for our system is similar
to the Alexander scaling behavior of the neutral brush
thickness.® In both scaling laws, L, varies from about 11.2
nm at 50 mM NaCl to about 9.5 nm at 500 mM, roughly a
1.7 nm difference in L,. In these calculations, DNA chains
are assumed as continuum rods. However, the DNA used
for this study contains both flexible single-stranded and
rigid duplexed segments in different regions. Therefore,
the scaling behavior observed for L, may not represent the
behavior of DNA in its entirety. Assuming that the major
length change comes from the flexible segments of the
DNA chain (e.g. spacer and flexor segments, thus 2 nm at
500 mM for each chain, Eq. S2), we can estimate the possi-
ble length change for each scaling laws. According to the
Pincus’s scaling law, the flexible region extends up to 2 nm
- (50 mM/500 mM)*3 = 4.3 nm at 50 mM NaCl, thus the
length change of 2.3 nm. When the Alexander’s scaling law
is applied, the flexible region lengthens to 2 nm - (50
mM/500 mM)3/4 = 1.2 nm, which is unlikely because the
difference is greater than the change in total DNA chain
length. Nevertheless, the observed power law behavior of -

1/2 for D is different from the one observed for L,. This fur-
ther supports that the variation in DNA shell thickness is
not the only factor that affects the salt-dependent repulsive
interactions in PAE assembly (Eq. S47).

Using this model, we can calculate the lattice energy of
PAE superlattices by considering both attractive and repul-
sive interactions of all interacting particles in each unit cell
(Eq. S48). The major difference between the old model and
this model is that this model allows one to account for pair
interaction potentials between both complementary (both
attraction and repulsion between unlike-particles, e.g. A-B
pairs) and non-complementary (repulsion between like-
particles, e.g. A-A and B-B pairs) particles. For particles
that have a gap distance farther than the sum of hydrody-
namic radii of neighbor particles (e.g. there is no overlap),
we assumed that there is no interaction. Therefore, in our
bce system, for example, the distance between like-parti-
cles was far enough such that the A-B pair interaction was
sufficient to explain the overall lattice stability. However,
in most cases, one must consider the pair potentials of all
interacting particles to accurately portray the overall lat-
tice energy. As a proof-of-concept, we show that the most
stable c/a ratio for the AlB, structure is 0.91 for the given
parameters, which coincides relatively well with the previ-
ously observed c/a ratio 0.835 (Figure Su, Table S2). Addi-
tionally, the theoretically calculated interparticle distance
of the AlB, lattice of 36.6 nm matches well with the exper-
imentally determined value, 36.0 nm.5

Conclusion

In conclusion, this work shows that the dominant repul-
sion that counterbalances the DNA hybridization attrac-
tion is the excluded volume (steric) repulsion between
DNA duplexes in PAE assembly. By employing two differ-
ent attractive interactions, Watson-Crick base paring and
depletion force, to assemble PAEs into well-defined struc-
tures, we observed a similar power law relationship be-
tween the gap distance and the salt concentration, con-
firming that the repulsion is responsible for the observed
power law behavior. Three different types of repulsion
were evaluated in this study: the excluded volume repul-
sion, elastic repulsion, and the repulsion from entropy due
to counterions. We find that the steric repulsion, which
varies as a function of L, and Rpna, is the most important
factor when calculating the pair potential of PAE superlat-
tices. Finally, we developed a theoretical model that
matches well with the experimentally observed power law
behavior. These results highlight that repulsive forces play
an important role in the crystallization behavior of PAEs
and must be taken into account to fully understand and
predict the assembly process and the energetics underlying
it.
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ABBREVIATIONS

PAE, DNA-modified particles; D, surface-to-surface distance
between two nearest neighbor PAEs; I, salt concentration in
mM; R, radius of a PAE; ppna, area fraction occupied by DNA
duplexes; o, number of DNA duplexes on a PAE; f;, area frac-
tion of the overlap between two PAEs; ep, hybridization energy
of a sticky end; Eagtractive, total hybridization energy between
two PAEs; Ereputsive, repulsive interaction potential energy; Egx
cluded Volume, €xcluded volume repulsive potential energy; Egjastic,
elastic potential energy; Egnwopy, repulsive potential energy
from entropic effects due to counterions; Rpna, effective cross-
sectional radius of a DNA duplex; r, radial distance from the
center of PAE; k7, the Debye length; R,, cross-sectional radius
of a DNA duplex; Vpna, volume occupied by DNA duplexes
within the overlap; d, interparticle distance (center-to-center
distance between two nearest neighbor PAEs); II, osmotic
pressure; V,, total volume of the overlap; v, excluded volume
of a monomer; ¢, concentration of monomers within the over-
lap; Iy, rise per base; po, critical volume fraction of DNA du-
plex; 1o, radius of the critical volume fraction of DNA duplex
(distance where interpenetration is prohibited); Rc, radius of
gold core.
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