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Abstract

This report summarizes collaborative efforts between Secure Scalable Microgrid and
Korean Institute of Energy Research team members. The efforts aim to advance
microgrid research and development towards the efficient utilization of networked
microgrids. The collaboration resulted in the identification of experimental and real
time simulation capabilities that may be leveraged for networked microgrids research,
development, and demonstration. Additional research was performed to support the
demonstration of control techniques within real time simulation and with hardware in
the loop for DC microgrids.
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NOMENCLATURE

Abbreviation

Definition

SSM Secure Scalable Microgrid

KIER Korean Institute of Energy Research

HIL Hardware in the loop

MOTIE Ministry of Trade, Industry, and Energy

DOE U.S. Department of Energy

OE Office of Electricity Delivery and Energy Reliability




INTRODUCTION

In support of DOE’s International Affairs’ Asia Pacific Energy Consortium, DOE is
interested in coordinating collaborative advanced microgrid design efforts with their
counterpart in Korea, MOTIE. To support that effort, DOE/OE has agreed to fund
Sandia to work with the KIER Research to initiate an advanced microgrid evaluation
and conceptual design at the KNA in Jinhae. Jinhae is a naval base in southern Korea
that is also shared by the US Navy. Since the KNA shares the same energy
infrastructure with the US Navy, DOE and MOTIE believe that these efforts between
Sandia, KIER, and the KNA will help accelerate future microgrid research,
development, and demonstration projects between MOTIE and other Korean research
agencies, DOE, and the US Navy in the future.

The overall goal is to collaborate to develop and utilize microgrid analysis and design
approaches and tools to support the design, implementation, and operation of
microgrids at military installations in Korea to improve energy security, reliability,
and resiliency. The range of activities include the development of design and analysis
tools and protocols, development of operation protocols, and establishment of
operational testing protocols for microgrid verification and validation. In FY'17,
Sandia collaborated with KIER to identify research facilities with hardware and
simulation capabilities that may be leveraged for future microgrid RD&D. Additional
efforts focused on the evaluating KNA campus microgrids through real time
simulation and hardware in the loop representations. This report summarizes these
FY17 efforts and resultant findings.



RESEARCH FACILITIES

SNL and KIER reviewed existing research facilities with hardware, modeling, and
simulation capabilities relevant to networked microgrid RD&D. The organizations
share several common approaches and capabilities that may be leveraged for future
networked microgrid RD&D. The facilities with hardware capabilities span tens of
kW to utility scale installations. The organizations identified common modeling and
simulation efforts that include MATLAB, Simulink, and Opal-RT programming.
Utilization of the research facilities and capabilities for evaluating various networked
microgrid topologies and scales requires further coordination between the
organizations to appropriately characterize use case scenarios. The identified
capabilities have been further summarized in a presentation format as part of the
project deliverables [1,2].



SYSTEM MODELING

KNA campus data acquisition system captures power consumption measurements at
multiple building points of interest [refer to Appendix A]. KIER provided a KNA data
set with one year of measurements at 6 second intervals. In addition to the this data
acquisition information, KIER provided hotel service load information for two ships at
10 second intervals. SNL reviewed the data sets to correct any missing or corrupt data
points and identify timespans of interest. The SNL controls team identified half hour
intervals that captured the most significant load demand swings.

SNL has been working with Michigan Tech University’s microgrid team for the past
five years to effectively model microgrid systems. The effort has resulted in a
modeling engine that can auto-generate detailed MATLAB Simulink and Opal RT
software representations based on spreadsheet style specifications. This modeling
capability was leveraged and further refined to meet the KNA campus modeling
needs.

SNL developed a reduced order model (ROM) representation of the KNA campus
microgrid system. The ROM aims to capture the pertinent performance characteristics
of the detailed system model representation. Control algorithms may be evaluated and
refined against the ROM representation, supporting transition to real time physical and
simulated environments.



41.

CONTROL DESIGN

The baseline summarized for this discussion utilizes a networked microgrid system consisting
of three modules tied together with an AC ring bus to supply power to servicing hotel loads
for land or sea based applications.

Reduced Order Model (ROM) Networked Mobile Microgrid Model

This section summarizes ROM development that captures the essence of a more detailed
networked microgrid system with real-time implementation being the final goal for the control
system. Functionally, the baseline system can be represented in Figure 1 where each
individual module retains the simplified characteristics consisting of; i) source/storage, ii) bus
storage, iii) DC boost converters, iv) DC/AC converters, v) a connection to the other modules
through an AC ring bus, and vi) AC service loads.

Mobile Microgrid 1

I

AC Bus ’

AC
Load(s)

Figure 1. Three Networked Mobile Microgrid Schematic

To develop the dynamical governing equations for the ROM several assumptions are made; 1)
the diesel engine dynamics are ignored and replaced by a DC source, storage device and boost
converter. ii) The battery and DC/DC converter are modeled as a DC current injection storage
device. iii) The inverter is modeled as a loss-less power balance between DC and DQ. iv)
The lines of the AC ring-bus are sufficiently short to ignore the line dynamics and model the
ring as a single AC bus.

The full system dynamical ROM can be summarized in matrix form as
Mx =Rx+ f(x,u,t)+D"v+B"u= [1_2+§]x+f(x,u,t)+DTv+BTu

where the state, controls, an input vectors are defined as
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4.2.

X'= {7.541(")~ Vae1(1), 1q.1(1), 14.1(0), i52(0), Vac2(?), 1a2(1). 1g2(1), i53(2), vac3(7), 143(7), ig3(2), vap(7), "qB([)}

u'= l”c.h Hs2, Us3, Udc,1, Udc2, Ude 3. UAB, UqB

v = {".s;la Vs.25 ".5'.3}
with the detailed development give in [3-8].

Networked Microgrid HSSPFC Control Design

The R matrix is decomposed further as the sum of a diagonal and skew-symmetric
matrix components. The M matrix consists of the inductance and capacitance
elements of the circuit and the R matrix consists of the resistive elements of the
circuit. The v-vector consists of the general source inputs to the network and the u-
vector contains the controller inputs. The state x is composed of the circuit currents
and bus voltage, respectively. The error state along with the reference control are
defined as

e=X =X, —X
Mx,, = [1? + R]xref +D'v+Bu,,.

It is assumed that the reference state vector is constant, e.g., operating at some desired
steady-state condition, and the reference control signal becomes

BTuref = —[1?4-]3]&@, ~-D"v N

Next, based on the error-state the Hamiltonian or energy surface is defined as
I 1(r~ ~ ~
H= ExTM)?+E(jxa’t)TBTI<,quaft) vV x#0
where the controller integral term provides a control potential energy to help design or

shape the energy surface to meet the static stability condition. Note the integral
controller diagonal gain matrix is positive definite.

The Hamiltonian time derivative (or power flow) becomes:
H =5 M =5" M, - M|+ 5" B'K, B[ %t
H=X"R¥+% Au+%"B'K,B| %dt

where the skew-symmetric portion of the R matrix is zero and the feedback controller
is determined by
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4.3.

4.3.1.

Au=u,, —u.

In the next step, a Proportional-Integral (PI) controller is proposed as

Au=-K,BX ~ K, B[ %dt.
(2)

Substituting and simplifying the Hamiltonian time derivative (power flow) yields
H=-%"|B"K,B-R[F <0

which is the dynamic stability condition. Performance is determined by the selection
of the proportional controller diagonal gain matrix, defined as positive definite.

The HSSPFC design is composed of both feedforward and feedback portions. The
feedback controller design integrates the energy storage into the network microgrid. It
includes both the feedback into the guidance command algorithm for the boost
converter duty cycles and implements the energy storage systems. The duty cycle
servo control is fully coupled and the HSSPFC for the energy storage is decoupled due
to the skew-symmetric form of the R matrix.

Energy Management and Optimization

SNL has developed a multi-agent system architecture for energy management of single
and networked microgrids.

Software Agents

The software agents’ main responsibilities include reading measurement signals from
the energy system, updating the system status model, performing logic to determine
appropriate control signals, and sending controls signals to the energy system. Software
agents achieve automation by applying a SENSE-DECIDE-ACT cycle at a frequency
that satisfies system objectives, see Figure 2.

SENSE
percepts
acT |dmmmmmm| vECDE
actions

Figure 2. Agent Monitor and Control Loop

A single agent is responsible for managing and representing a single microgrid module.
Each agent may share local microgrid status information and request power support
from neighboring microgrids through peer agents.

12



4.3.2.

The control effort may leverage ideal energy storage system that can provide power,
energy storage, and frequency response requirements for a networked microgrid system.
The control architecture supports evaluation of scenarios that trade-off physical energy
storage metrics with information flow metrics through optimization. The control design
has been designed to be implemented in the Matlab/Simulink or OPAL-RT real-time
environments.

Optimization

A dynamic optimization (Optizelle) formulation has been developed to accommodate a
large number of generation, loads, busses, and energy storage resources [9]. The
formulation allows minimization of the change in the boost converter duty cycle, the
amount of storage used by the microgrid, the parasitic losses, or the amount of power.
Constraints are then applied to the formulation by the circuit equations for the microgrid,
discretization in time, and by bounds on each individual parameter.

The optimization problem setup for multiple or networked microgrids contains the
following performance index to be minimized

L (110 g0y A1 + 10800, AB1?) <

% (||”‘.4‘-m‘u-‘.r UAVA piten Hz + ‘”IB('--rlrl'n! ”H”B.—-u'afr‘-‘lnz + |“"J“_c-<mrrui Up, UF switch H‘2 T ””'Fw..m-us*'“'_-;”Fn‘h'a'fr-h HE) +
T ((way,. Raiasia) + (g, Rpip,.ig,) + (g, Rpip,.iE,)

3 ((way,,, Raia,ia) + (wg,,. Rpig,, ip,) + (WE,,. lEiE, E,))

. . 2 : 2 . 2 , . 2

bl (”” Apower EAUswiteh || t |”'n[,,.,,., p€ B“B_.,-u-jh-h” t ””.F’.,,”., rEFaUF switch || t ||” Fpower ©F UF switch ” )

Subject to; boost converters, DC buses, AC to DC connectors, AC buses, inverters,
trigonometric constraints, power limits, discretization, and parameter bounds.

For the KNA campus project, the optimizer aims to apply a control methodology that
allows for the reduction of nonrenewable resources while still meeting the critical load
demands.

The microgrid includes the following components:
* Two 15 kW generators running at 480 + 10% V
* DC bus running at 720 + 10% V
* One resistive load on DC bus begins at 10 kW, transitions to 20 kW, back to 10
kW, and finally back to 20

The optimal control formulation models two boost converters tied to a DC bus as
described in Figure 3 and 4.
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CONTROL RESULTS

Optimization

SNL has developed a multi-agent system architAn optimal control methodology was
applied to reduce the dependence on generators that use nonrenewable resources.
Depending on the load demands placed on the microgrid, there may not be an ability
to completely eliminate nonrenewable resource usage, but with an appropriate storage
device, usage may be significantly reduced.

The KNA campus microgrid was modeled with two 15 kW generators running at 480
+ 10% V attached to a DC bus running at 720 + 10% V. A resistive load on the DC
Bus begins with a load demand of 10 kW, transitions to 20 kW, then to 10 kW, and
finally to 20 kW. The optimization analysis focused on evaluating how the control
reacts to predictably changing loads, while reducing the change in the boost converter
duty cycle. Energy storage on the DC bus was used to compensate for the changes in
boost converter duty cycles. The optimal control methodology successfully
minimized the change in boost converter duty cycles, see Figures 5-10.
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The optimization algorithms solved multiple case studies with minimization of
various criteria. Figures 4-6 show the microgrid performance for the case study
of minimizing changes to boost converter duty cycles.
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5.2.
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Figure 10. Power Output of Diesel Generators

HSSPFC Simulation Results

This section demonstrates the stability and verifies transient performance of the
networked microgrid system with stochastic inputs. The networked AC/DC microgrid
model and control analysis was performed in the Matlab/Simulink environment.
Several highlights of these results are given here for discussion.

Both the input generation (representative of one varying PV input and two constant
diesel generators) are tested along with a varying load profile. These profiles are
shown in Figure 11 for the generator voltage input sources and for the varying load
profile shown in Figure 12. The feedforward solution was updated as a function of the
varying input source and load profiles (where $\tau_{ff} = 0.05$ sec). The DC bus
voltage is given in Figure 13. Typical performance for DC bus voltage regulation is
V_DC nominal (plus or minus 5%).

The transient performance is improved with the tuned feedback controllers. The DC
power levels for each individual microgrid are given in Figure 14 and are nominally
on the order of $308kW tactical microgrid design levels. Note the PV microgrid has a
higher variation in power levels. Similar results on the AC power side are shown in
Figure 15 with the sum total for all three microgrids shown on the order of $90$kW.

The related power requirements for each energy storage system are shown in Figure
16 along with the peak power requirement for energy storage device on DC microgrid

20



one is shown in Figure 17 which occurs at $t = 0.4$ seconds with a magnitude of
$37.58 kW. The corresponding energy storage requirements are shown in Figure 18.
These profiles can be used to size the actual energy storage devices required to
maintain the indicated microgrid performance shown in the other simulation results.
The role of the control effort will become more evident with specific objectives and
metrics (i.e., minimize fuel, energy storage charge/discharge, etc.) that will be realized
through the dynamic optimization planner.

480 3 DC Networked Microgrids on AC Ring Bus
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3 DC Networked Microgrids on AC Ring Bus
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5.3. Real Time Modeling and Control Architecture

This section characterizes the algorithm implementation for real time simulations and
control efforts. Sandia’s custom configuration consists of a three-tier decomposition
shown in Figure 19. The highest level contains the agent/informatics implementation
which includes the dynamic optimization planner and can be realized on the host
computer or given enough computation nodes, realized on the real-time side with a
slower update rate. The next tier includes the HSSPFC feedback controller for the
energy storage level that would require a quicker update rate. The lowest lever tier
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control contains the servo or boost/buck feedback controllers with the fastest update
rate. Depending on the update rate, the servo control can be realized on the real-time
side, or for quickest update rates or computation levels, at the FPGA level.

Navy Ship (Plant)

Dynamic
Optimization
Planner

Hamiltonian
Energy
Storage
Controller
t

Servo
Controller

Local
Regulation
and

Performance High-bandwidth

Mid- bandwidth

Lower- bandwidth
Figure 19. Three Tier HSSPFC Custom Architecture.

The network microgrid ROM model/controls pathway that was implemented in
Matlab/Simulink, help to determine an efficient real-time platform partition. Figure
20 shows the component decomposition in terms of an OPAL-RT real-time simulator.
The controller and networked microgrid plant model are realized on the OPAL-RT
subsystem master (SM) computation node and the GUI displays and feedback
information on the OPAL-RT subsystem console (SC) node.

The specific OPAL-RT RT simulator PC-based architecture is shown in Figure 21.
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The thrust for the real-time high fidelity model tool [10] was to develop a single
microgrid shown in Figure 22, that consisted of; 1) conventional diesel (constant
generation), ii) renewable energy (RE) sources, and iii) bus energy storage and loads.
The objective was to have real time simulation support real-time control design.
Initially, the control was characterized as an open-loop feedforward optimizer. The
RE is modeled as an idealized random or periodically varying input to represent
(wind, water, or solar) power generation. The model was constructed and
implemented on the OPAL-RT platform with a similar as before with a computational
node for the microgrid model and user interface data output node, respectively.

Conventional

Generation x2 AC/DC

b |

Renewable
Generation bc/be ond
ri
DC/DC Loads

Energy
Storage | bc/bc

DC Bus

Figure 22. Single Microgrid Real Time Simulation Model

The OPAL-RT simulation oscilloscope outputs are shown in Figures 23 and 24
respectively.
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Figure 23. DC Bus Voltage (a) and Source Currents (b)
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Figure 24. Varying Renewable Periodic Input (a) and DC Varying Loads (b)
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CONCLUSIONS

SNL and KIER collaborated successfully to identify hardware and simulation
capabilities for networked microgrid RD&D. Controls and real time simulation with
hardware in the loop capabilities were extended independently by both organizations.
SNL leveraged and refined existing controls and real time simulation capabilities
based on KNA campus specifications. SNL’s layered control approach was leveraged
to efficiently manage the KNA microgrid components. The results indicate an ability
to model the energy system in both a detailed and reduced order model manner. The
control performance results documented in this report indicate preliminary progress
towards realizing the control architecture in a real time simulation or physical
hardware environment.
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APPENDIX A: KNA CAMPUS POWER CONSUMPTION

1. Description of data acquisition in KNA campus

Utility

NA

TBS(Toad Break Switch) - S8PRET |
ACB(AIr Circuit Breaker) : 7| SXEH| (K2 8)

Rom-mcroptiblo VCB(Vacuum Circuit Breaker) : 21 BA}EE7| (18 &)

Preliminary Bld#1 "
22.9kV ELCB(Earth Leak Circuit Breaker) : s Fx}EH7|
ASS(Automatic Section Switch) : &2t X} 4L 7|

Bld#1 ZURRE

SHV-2

Interruptible
Non-intcrruptible Bid#3 M

Bld#S QB
Bld#6 A& Cf
BId#7 I}
Non-interruptible BId#8 R}

n-interrupt Out?l KES|M, 9 EA, HI
Interrupible Out#2 &MY, 0|2y,

Interruptible

Out#3 MY, £7|2,
Outéd SE, B2 §

Non-interruptible

Interruptible:

O
2
N

2y

onva

M
OV
[ov]
d
DY
vV
— o
[ov]

Interruptible Interruptible,

Outtl Bld#3. Bldid BldéS. BldNG Blds?

Genss
(Gookw)

Gentd
(300kW)

v 2y
s220v 200
VA Josesvay

oszi

In.  Nonint Non-interruptible Interruptible Int.  Nomint

m
[ov ]
OY
v
(o]
v

Interruptible. Interruptible Interruptible

Non-int._ Non-int. _Non-int, Insermuptible

- The power meters to measure power consumption in KNA campus are SHV-2, SHV-6, SHV-9, SHV-10,
SHV-11 and SHV-12

- SHV-2 measures the power consumption of whole KNA campus and a small island in the front sea which is
not belong to KNA

- SHV-6 measures building #2

- Summation of the measured data of SHV-10, SHV-11 and SHV-12 produces the power consumption of
building #1

- SHV-9 measures the power consumption by Out#3, Building #8, Out #5 and an island

- The power provided to A-line are calculated by SHV-2 - (SHV-9 + SHV-10 + SHV-11 + SHV-12), but the
power provided to Out #1, Building #3, Out #2, Pier, Building #5 and Building #6 of A-line are not measured
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separately, which are critical loads.

2. Data files(: MB.zip)

1) The data files, “MB_Power xxxx” of “MB.zip”, are measured data every 10 second from June. 2016 to May.
2017

Unit of Y axis is kW

- The first column of MB_Power xxxx, KNA all, is calculated by SHV-2 — SHV-9. Since SHV-9 measures the
power consumption by Out#3, Building #8, Out #5 and an island, the first column does not show the power
consumption of whole KNA campus exactly, which is a little bit less.

- The second column of MB_Power xxxx, BLDGI, is calculated by SHV-10 + SHV-11 + SHV-12

- The third column of MB_Power xxxx, BLDG2, is the measured data by SHV-6

- The fourth column of MB Power xxxx, A line, is calculated by SHV-2 - (SHV-9 + SHV-10 + SHV-11 +
SHV-12)

2) The data files, MB_Eng xxxx are calculated using MB_Power xxxx, whose Y axis unit is kWh

3. Figures

1) The first column of MB_ Power xxxx
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- Unit of X axis is X x 10sec (6 second on the figure is error). The last number of X axis is 3141037 which

means about 1 year because (3141037 x 10sec)/3600/24=364 days

- Unitof Y axis is kW
2) The first column of MB_Eng xxxx
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- Unit of X axis is hour. The last number of X axis is 8725 which means about 1 year data because 8725/24=364

days
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- Unitof Y axis is kWh

3) The second column of MB Power xxxx

600
Power consumed [kKW] in KNA BLDG1 at every 6 second from 06/01/2016 to 05/31/2017
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400 \ |
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300 |1

| ‘l
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- Unit of X axis is X x 10sec

- Unitof Y axis is kW

4) The second column of MB_Eng xxxx
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5) The third column of MB_Power xxxx
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6) The third column of MB_Eng xxxx
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7) The fourth column of MB_Power xxxx
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- Unit of X axis is X x 10sec

- Unitof Y axis is kW

8) The fourth column of MB_Eng xxxx

Energy consumed [kWh] in KNA A line for every hour from 06/01/2016 to 05/31/2017
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- Unit of X axis is hour.

- Unitof Y axis is kWh
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