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ABSTRACT
Neuromorphic computing is a promising post-Moore’s law era tech-
nology. A wide variety of neuromorphic computer (NC) architec-
tures have emerged in recent years, ranging from traditional fully
digital CMOS to nanoscale implementations with novel, beyond
CMOS components. There are already major questions associated
with how we are going to program and use NCs simply because
of how radically different their architecture is as compared with
the von Neumann architecture. When coupled with the implemen-
tations using emerging device technologies, which add additional
issues associated with programming devices, it is clear that we
must define a new way to program and develop for NC devices. In
this work, we discuss a programming framework for NC devices
implemented with emerging technologies. We discuss how we have
applied this framework to program a NC system implemented with
metal oxide memristors. We utilize the framework to develop two
applications for the memristive NC device: a simple multiplexer and
a simple control task (the cart-pole problem). Finally, we discuss
how this framework can be extended to NC systems implemented
with a variety of novel device components and materials.

CCS CONCEPTS
•Computer systems organization→Neural networks; •Hard-
ware → Emerging technologies; Analog and mixed-signal cir-
cuits; • Computing methodologies → Neural networks; Genetic
algorithms;
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1 INTRODUCTION
The end of Moore’s law, and associated issues such as the end of
Dennard scaling, have spurred the computing, devices, and materi-
als communities into a flurry of activity in the creation of beyond
CMOS and beyond von Neumann architectures. One field that has
emerged as a popular post-Moore’s era technology is neuromor-
phic computing [25]. Neuromorphic computing clearly falls into
the category of beyond von Neumann as it’s a novel architecture
type, but it often falls into the category of beyond CMOS as well,
as more and more novel devices and materials are used to imple-
ment neuromorphic computing systems. A key issue associated
with neuromorphic computing in general and neuromorphic de-
vices utilizing novel devices and materials in particular is how to
program them effectively. Neuromorphic systems usually (though
not always) implement spiking neural networks, and spiking neu-
ral networks are typically capable of realizing complex topologies,
including recurrent connections and non-layered structures. These
factors already significantly narrow the list of potential training
algorithms. When we allow for the inclusion of emerging technolo-
gies into the neuromorphic device itself, we introduce additional
factors that can make it more difficult to program the device, such
as lower weight resolution on synapses than is possible with digital
memory, stochasticity, and inconsistencies in component operation
due to fabrication faults.

In this work we discuss a software framework designed for pro-
gramming spiking neuromorphic systems implemented with emerg-
ing technologies. We discuss the application of this software frame-
work to a memristive neuromorphic implementation and provide
some preliminary results on two applications for that device type.
We also discuss how this software framework can be applied to
emerging devices and materials in the future in order to fully take
advantage of the properties and characteristics of those devices and
materials for neuromorphic implementations.
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2 BACKGROUND AND RELATED WORK
Though there have been algorithms developed specifically for train-
ing spiking neural networks (SNNs), such as SpikeProp, a variation
of back-propagation [29], these algorithms can be restrictive in
terms of the topologies that they can handle. Other methods for
training SNNs include weight learning mechanisms such spike-
timing dependent plasticity (STDP), which have demonstrated ca-
pabilities for some tasks [35], but are also not an all-encompassing
training method as they have yet to be demonstrated for general
tasks. Others have proposed utilizing genetic algorithms [21] and
particle swarm optimization [19] to train SNNs. These types of train-
ing methods are more widely applicable, as they are not restricted in
the types of spiking neuron models or the network topologies that
they can accommodate. They can train over not only weights of the
synapses, but also delays and topologies. Their primary downside
is that they can be relatively slow to train when compared with
other neural network training implementations.

SNNs are one of the most popular neural network implemen-
tations for neuromorphic implementation, and have been used in
several major neuromorphic projects, including SpiNNaker [10],
TrueNorth [24], and Neurogrid [3]. There are a variety of neuro-
morphic implementations of SNNs that utilize emerging device
types and materials, including carbon nanotubes [2], spintronics
[12], graphene [40], and memory technologies such as conductive-
bridging RAM (CBRAM) [22] and atomic switches [37]. A common
device type that is used in neuromorphic systems is the memory-
resistor or memristor. Memristors can exhibit a functionality similar
to STDP, so they have commonly been used to implement synapses
[18]. A wide variety of different types of memristors have been
used in the literature, including metal-oxide based memristors [27],
polymer memristors [42], and other organic memristors [20]. In this
work, we are concerned primarily with oxide-based memristors,
but as we discuss in Section 6, we believe our approach will be
applicable to a wide variety of neuromorphic implementations that
include emerging devices and materials.

Training and learning algorithms for spiking neuromorphic sys-
tems are very similar to training algorithms for SNNs. One approach
that has been used for training spiking neuromorphic systems is to
train another type of artificial neural network model and map the
resulting network to the spiking neuromorphic architecture. This
approach has been used for a variety of different neural network
model types, including feed-forward [23] and recurrent neural net-
works [8], but one of the most popular approaches for recent neural
network systems is the mapping of convolutional neural networks
to spiking neuromorphic architectures [9]. Training algorithms
specifically for certain device types have also been developed, as
such as back-propagation adaptations for memristive neural net-
works [26]. Genetic algorithms [13] and particle swarm optimiza-
tion methods [5] have been commonly applied to neuromorphic
implementations for the same reasons as they have been applied to
SNNs, but also because they can optimize to device variations and
faults by utilizing the chip-in-the-loop approach.

3 PROGRAMMING FRAMEWORK
In this section, we present the elements of our programming frame-
work for spiking neuromorphic systems, and we highlight the fea-
tures of our framework that make it amenable to systems that
utilize emerging devices and materials. Our framework assumes a
simple spiking neural network model implementation. In particular,
we assume some basic characteristics of the network model: input
charges are applied to input neurons and output neurons are mon-
itored for output fires over the course of activity in the network.
Otherwise, there is very little assumption made about the internal
structure of the network or the network’s operation, allowing for a
wide range of network models and device level characteristics to be
implemented. There are three major components to the software
framework: models, training, and applications.

3.1 Models
In our software framework, a model is a particular device implemen-
tation. There are two major components of models: networks and
devices. Networks represent an instance of the model and describe
a set of parameters for the structural elements (usually neurons and
synapses), as well as the network structure itself (the configuration
of neurons and synapses). Networks are “loaded" onto the device
instance. The device implements some basic commands such as
apply input, monitor output, and “run" to indicate that activity
should be simulated. A key component of the network implementa-
tion for our software framework is the model-specific evolutionary
optimization operations; for our framework, these operations are
crossover and mutation, which will be discussed in Section 3.3.

Three models have currently been implemented in this frame-
work: neuroscience-inspired dynamic architectures (NIDA), a sim-
ple spiking neural network model implemented entirely in software
[32]; Dynamic Adaptive Neural Network Arrays (DANNA), a fully
digital neuromorphic system currently implemented on FPGA [6];
andmemristive DANNA (mrDANNA), a mixed analog-digital imple-
mentation that utilizes memristive circuitry as part of the synapse
implementation. In this work, we highlight mrDANNA as themodel,
because it utilizes an emerging device technology (memristors).

When implementing a new model for our programming frame-
work, there are a variety of aspects that can be specified that are
helpful for emerging device types and materials. The model allows
the user to specify connectivity restrictions, components of the
model (e.g., neurons and synapses) and any number of parameters
per component. If there are parameters that are specific to a par-
ticular device type or material that are not typically included in
neuromorphic systems, the model implementation can accommo-
date those parameters, and they can be optimized during training.

3.2 Applications
The application modules are tasks to which a neuromorphic im-
plementation may be applied. In this case, the task usually applies
input to a neuromorphic implementation and expects output. Ap-
plications include a fitness function implementation, which is used
to evaluate how well a particular network instance is performing
for that task. Examples include control applications such as pole-
balancing and navigation, classification tasks and logic applications
such as exclusive-or. The key property of our application modules
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is that any model can be “compiled" with any application and is
treated in the same way from the application perspective. As such,
it is straightforward to complete an apples-to-apples comparison
between two neuromorphic model implementations or a single
model implementation with different parameters. This is especially
important in determining which device type or material performs
best for a particular application, and it allows us to begin to make
conclusions about which device types and materials are best suited
in general for neuromorphic implementations.

3.3 Training
Our current training module implementations are based on evolu-
tionary optimization (EO), but future implementations may include
simulated annealing, particle swarm optimization, and/or gradient-
based methods for fixed topologies. The two training modules are
a basic EO [34], which is meant to be run on a single machine, and
a distributed EO, which is meant to be run on a supercomputer or
cluster [33]. We utilize an evolutionary optimization (EO) approach
because it does not require a particular neuron or synapse model to
function appropriately; it is not restricted to networks with neuron
and synapse components; it can train within the characteristics of
a particular device implementation (e.g., connectivity restrictions
between neurons or synaptic weight resolution restrictions); it can
train over both parameters and network topology, and it can utilize
either a software simulation or the device itself (if it is available).
The key issues associated with our current EO implementation are
that it can be difficult to extend to larger network sizes (beyond
several hundred neurons and several thousand synapses), and it
can be slow to converge. As such, in the future, we plan to de-
velop other, custom optimization methods to work alongside or
independently of an EO method. At present, however, EO gives a
convenient way to explore the characteristics of network models,
devices, and materials that are not well understood.

The EO modules are standalone and do not require any adapta-
tion to deal with different models and applications. However, there
are EO components that must be addressed as part of implementing
a particular model or application. For the application side, a fitness
function must be implemented in order for the EO to function prop-
erly. The fitness function takes a network and a device instance,
loads the network onto the device, and returns a fitness score corre-
sponding to how well the provided network on the provided device
is performing the task. Care must be taken that the specified fitness
function evaluates how well the network actually accomplishes the
given task. For example, consider a data classification task where
95 percent of the data instances are of class A and 5 percent are
distributed across other classes. In this case, a simple classification
accuracy measure will not be the most appropriate fitness measure,
as it will likely produce many networks that simply classify all data
instances into class A.

Two model-specific EO components are crossover and mutation.
Crossover is an operation that takes two parent networks as input
and produces two children networks as output, where each child
contains some component of each parent. Mutation takes a single
network as input and produces a mutated version of that network,
in which a relatively small scale change has been made to the
network. The model-specific EO components can be more difficult

Figure 1: Crossover operations for both NIDA and DANNA
rely on theway they are embedded in physical space. Similar
crossover operations based on placement in physical space
can be created for new neuromorphic models.

to implement; however, there are usually commonalities across
models that can be exploited when implementing crossover and
mutations for a new model. For example, our crossover operations
for all three currently implemented models (NIDA, DANNA, and
mrDANNA) rely on network instances for each being embedded
into physical space (two-dimensional layouts for both DANNA and
mrDANNA and a three-dimensional layout for NIDA), as shown in
Figure 1. Crossover in NIDA, DANNA, andmrDANNA leverages the
spatial relationships in the networks when recombining two parent
networks to produce children networks. Similarly, NIDA, DANNA,
and mrDANNA are all composed of neurons and synapses, and
mutations for each of those models deal with updating parameter
values for neurons and synapses (though the parameters themselves
are slightly different across models) and adding or deleting neurons
or synapses in a network.

With respect to models for devices that include emerging device
components or materials, EO can accommodate a variety of param-
eters for each component, even if the parameter is not related to
the neuromorphic functionality or representation at all. EO can
also accommodate whatever restrictions are required because of a
particular device implementation. For example, a common restric-
tion on novel synapse implementations is the number of weight
values the synapse implementation can realistically attain. EO will
operate within and optimize to those restrictions. Finally, a major
feature of EO that is important for implementations with emerging
devices and materials is that EO can utilize the chip in the loop as
part of the optimization. In particular, the EO can use a given chip
or device to perform the fitness evaluation and therefore benefit
from whatever performance gains can be attained by using the chip,
without changing the underlying circuitry. As such, the EO can
train to take into account the actual operation of the device, rather
than assuming that the operation of the device adheres to some
theoretical constraints.

4 MEMRISTIVE NETWORKS
In this work, we apply our neuromorphic programming framework
to a memristive neuromorphic implementation called memristive
DANNA (mrDANNA). In mrDANNA, neurons are implemented
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with digital CMOS and synaptic weights are represented usingmem-
ristors, where the memristance of the memristor is proportional
to the weight value. Synapses in the mrDANNA inspired circuit
must represent either a positive or negative weight and include
delay distance as prescribed by the NIDA/DANNA model [7, 31].
We use two memristors to represent each synapse, so that both
positive and negative weights can be represented. The memristive
device considered here is an hafnium oxide (HfO2) memristor. In
the memristor pair for each synapse, one memristor is used to drive
positive current while the other drives negative current (pulls cur-
rent from the integrator). If the memristance of both memristors
in the pair are equal then the currents will cancel each other for
any given input spike and the effective weight is zero. Over the
course of operation, a synapse’s weight value adjusts based on the
activation of that synapse and the firing activity of that synapse’s
post-synaptic neuron. The current driving the input of an integrate-
and-fire neuron will either be negative or positive based on the
effective conductance (weight) of the memristor pair. For the neu-
ron, we implement an integrate-and-fire circuit. The neurons are
designed to produce spikes based on the incoming synaptic signals.
The design allows the neurons to operate in two different phases, in-
tegration phase and the firing phase. When the neuron operates in
its integration phase, the op amp acts as an integrator accumulating
charge resulting in the membrane potential. A comparator circuit
compares the membrane potential with the threshold voltage and
generates a firing event.

Rather than training using an ideal networkmodel in software on
traditional digital computers, where any network topology can be
realized and weight values are usually represented as floating point
values (with 32 or 64-bit weight resolution), the EO training method
operates within the characteristics and restrictions of mrDANNA.
For example, mrDANNA synapses can realistically achieve around
ten activation levels, which results in a total of around eleven pos-
sible weight values including zero (a four-bit weight resolution).
Additionally, the online learning operations are significantly sim-
pler than spike-timing-dependent plasticity (STDP) mechanisms
implemented in most neuromorphic hardware [11, 35]. The EO
relies on a simulation of mrDANNA, and this simulation includes
the simple online learning mechanism. As such, the EO learns to
operate the network as the weight values are updating. As we un-
derstand the physical characteristics of fabricated mrDANNA chip,
we may also include device variation into the simulation or, in the
best case scenario, utilize the actual chip itself instead of simulation
over the course of EO, to train within the specific characteristics of
a particular fabricated chip.

5 RESULTS
Here, we present two applications: a micro-application (multiplexer)
and a control application (the cart-pole problem). In our program-
ming framework, we have implemented a variety of micro applica-
tions (including logic gates such as exclusive-or, and, not, or, etc.)
that are convenient for testing functionality of the framework, and
that can be used as building blocks to build more complex neuro-
morphic networks. We use the w = 1 version of the multiplexer
task, which takes three inputs: two input lines, which can take the
value 1 or 0, and an input line selector, which specifies which input

Figure 2: One of the mrDANNA networks for the multi-
plexer task, showing input neurons (yellow), output neu-
rons (red), and hidden neurons (blue). The label for the neu-
rons are the location on the array, and the label on the
synapses are the weights followed by the delays.

line should be selected as output. There are three corresponding
input neurons, and we use rate coding to encode a value of 0 or 1
for that neuron. If the input value is 0, we fire once on that input
neuron. If the input value is 1, we fire two pulses on that input
neuron with the pulses separated by 5 units of time.The units of
time are determined by the neuromorphic model the application is
compiled with. For mrDANNA, the time units are clock cycles.

We have also implemented a variety of control applications,
including one and two-dimensional navigation with obstacles. In
this work, the control application that we utilize is the cart-pole
problem, which is described in more detail in [30]. There are four
values that are included as input (cart position, cart velocity, pole
position, and pole velocity), which are each categorized into one of
two bins (low or high). There is a corresponding neuron for each
of the two bins for each of the four inputs, resulting in eight total
input neurons. There are two output neurons; one corresponds to
applying 10 N to the cart and the other corresponds to applying
-10 N to the cart. It is worth noting that nothing about either of
the applications described herein was tailored to the mrDANNA
model; the application code can easily be compiled with any of the
neuromorphic models in the framework (e.g., NIDA and DANNA).

Using the described software framework, mrDANNA networks
for both the multiplexer and pole balancing problems were created.
For the multiplexer, we ran 662 instances of the EO training method
for up to 200 epochs. Training for 200 epochs with the basic EO
method using four fitness threads for evaluation took an average
of four minutes and fifty seconds. Out of the 662 instances, six-
teen networks were created that achieved “perfect" performance,
which means that with randomly generated streams of input, each
of those 16 networks is capable of performing 50,000 operations
correctly. For these sixteen networks, the average energy consumed
per evaluation of the multiplexer is 4.63 nJ, and the network with
the minimum energy consumed per evaluation is 2.63 nJ. One of
the associated multiplexer networks is shown in Figure 2.

For pole balancing, seven runs were completed of the distributed
EO method (the master-slave parallel method described in [33]) on
eight nodes using eight threads each for parallel fitness evaluation.
The training runs took an average time of 9 minutes and 13 seconds
to reach the maximum fitness value. The resulting networks had
an average size of 12.75 neurons and 14 synapses, and the smallest
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Figure 3: One of themrDANNAnetworks for the pole balanc-
ing task, showing input neurons (yellow), output neurons
(red), and hidden neurons (blue). The label for the neurons
are the location on the array, and the label on the synapses
are the weights followed by the delays.

network had 11 neurons and 9 synapses. The networks for the pole
balancer are larger than those for the multiplexer, and thus, the
energy consumption per network goes up. For each evaluation of
the pole balancer (a single input instance applied to get a single
force value), the average energy consumption for the networks was
14.34 nJ and the minimum energy consumption for a network was
10.9 nJ. One of the pole balancing networks is shown in Figure 3.

The key components of these results are that, utilizing the frame-
work, it is fairly easy to build networks for various applications. We
showed that for two simple applications, networks can be be built
using the EO in a relatively short amount of time. The resulting
networks can also be used to estimate energy usage, which gives us
an understanding of the performance we can expect on real tasks.

6 DEVICES AND MATERIALS MOVING
FORWARD

In this work, we focus our attention specifically on a device con-
taining HfO2 memristors, and our resulting networks are built
assuming the synapse behaves in a particular way due to the char-
acteristics of that material. Underlying the characteristic response
of any memristor device is a physical phenomenon known as resis-
tive switching (RS), whereby a material undergoes large changes
in its electrical resistance that are reversible and hysteretic. RS has
been observed in many dielectrics, in particular those based on
transition metal oxides (TMOs) [28], including insulating binary
compounds of TMOs, such as TiO2 and HfO2. Resistive switching
is by no means restricted to insulating binary oxides but has been
observed in many classes of materials [15], ranging from Mott in-
sulators to strongly-correlated electron systems such as VO2 [1].
The microscopic mechanisms responsible for RS are equally diverse
and range from coupled electronic/structural phase transitions as
a function of temperature [4] (e.g. VO2) and pressure [16] (e.g.
(V1−xCrx )2O3), electric field-induced creation and migration of

oxygen vacancies (e.g. TiO2), and electric field-induced electronic
phase separation (e.g. GaV4S8)[39].

Many fundamental questions underpinning RS have only re-
cently became addressable through the advent of sophisticated
microscopy techniques [41]. A fundamental challenge remains in
exploiting RS in practical applications; namely the presence of scale-
dependent or localized states in a material at the microscopic level
[36] leading to vastly different yet co-existing resistance responses.
These localized material responses, ranging from conductive fila-
ments in insulating binary TMOs to segregated electronic phases in
Mott insulators [38], have pronounced sensitivities to the initial con-
ditions in a material such as oxygen vacancy distributions/profiles.
Complete control over these initial material conditions via synthesis
is currently beyond the reach of even the most advanced material
growth techniques, as it would essentially require atom-by-atom
synthesis precision. Consequently, harnessing the inherent and
material-intrinsic variability in RS responses of existing materials
in practical implementations is of substantial value.

For future work, we propose utilizing our software framework
to exploit non-uniformity of RS in materials. For example, our EO
training approach for building neuromorphic computing models
and architectures can be optimized based on databases of nanoscale
current-voltage responses of differentmaterials. The current-voltage
responses can be acquired via advanced scanning probe microscopy
(SPM) on a variety of materials ranging from epitaxial thin-films,
nanostructures, nanocomposites, and so on. Moreover, various
frequency-modulated and bias amplitude-modulated waveforms
can now be encoded in multi-frequency scanning probe microscopy
[17] to spatially map various responses of memristors with nanome-
ter/nanosecond spatiotemporal resolutions, and emulate device
operation at the nanoscale via pulse-coding. Given the close corre-
spondence between the nanoscale memristor characteristics, mea-
surable in principle via SPM, and hyper-parameters of neuromor-
phic model architectures, one can foresee the optimization of the
latter via EO to derive optimal SNNs topologies, synapse activation
functional forms, time-constants and synapse weights, etc., that are
material-specific. In essence, utilizing this software framework to
build material-specific neuromorphic networks is the first step of
neuromorphic computing co-design.

Future investigations into materials that can emulate synaptic
connections can also target the presence of novel topological mag-
netic structures such as skyrmions [14] whose practical robustness
is guaranteed via the topology of fundamental physical interactions
and whose readout speeds can potentially far exceed those of tra-
ditional memristor implementation via binary oxides. Here again,
we foresee the application of EO as a key component in harnessing
fundamental nanoscale physics to go beyond Moore’s law.

7 CONCLUSIONS AND FUTUREWORK
In this work, we describe a software framework that enables the
exploration of neuromorphic systems implemented with emerging
technologies. We describe the framework and how we apply it to
a neuromorphic implementation that includes HfO2 memristors.
We present results on two applications, a multiplexing task and a
control task. Finally, we discuss how we can leverage our existing
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software framework to study a variety of other materials that can
be used in nanoscale neuromorphic devices.

Our programming framework provides a way to evaluate new
neuromorphic devices, and enables ease of comparison across mul-
tiple neuromorphic systems. The training method tailors to each
neuromorphic device. We believe that this approach gives a fairer
comparison of potential performance than attempting to map a
pre-existing network model onto each platform, as each individual
device may have different restrictions associated with its physical
limitations. In future work, we intend to utilize this framework to
compare various metrics, including training performance, energy
efficiency, cost, and speed of computation, across a variety of plat-
forms, such as implementations running on CPUs and/or GPUs,
custom fully digital devices implemented in CMOS, and devices
implemented with other emerging device types and materials.
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