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THE EFFECTS OF SHOCK STRESS AND FIELD STRENGTH&~ ~
SHOCK-INDUCED DEJ?OLING OF NORMALLY POLED PZT 95/5 )“,

R E. Setchell, S. T. Montgomery, L. C. Chhabildas, and M. D. Furnish

Sandia National Laboratories, Albuquerque, NM, 87185

Shock-induced depoling of the ferroelectric ceramic PZT 95/5 is utilized in a number of pulsed power
devices. Several experimental and theoretical efforts are in progress in order to improve numerical simulations
of these devices. In this study we have examined the shock response of normally poled PZT 95/5 under uniaxial
strain conditions. On each experiment the current produced in an external circuit and the transmitted waveform
at a window interface were recorded. The peak electrical field generated within the PZT sample was varied
through the choice of e.xtemal circuit resistance. Shock pressures were varied from 0.6 to 4,6 GPa, and peak
electrical fields were varied from 0.2 to 37 kV/cm. For a 2.4 GPa shock and the lowest peak field, a nearly
constant current governed simply by the remanent polarization and the shock velocity was recorded. Both
decreasing the shock pressure and increasing the electrical field resulted in reduced current generation,
indicating a retardation of the depoling kinetics.

INTRODUCTION

The shock-induced depoling of a ferroelectric
ceramic has been utilized in pulsed power
applications for a number of years. Many pulsed
power devices have utilized a lead zirconate titanate
ceramic having a ZrTi ratio of 95:5 and modiiled
with 2’XO niobium, subsequently referred to as PZT
95/5, The nominal state of this material is
ferroelectric (FE), but it is near an antiferroelectic
(AFE) phase bounda~. A remanent pokwization
can be produced by electrical poling, and the bound
charge can be liberated into an external circuit by
shock compression into the AFE phase. The
electrical response of this material under shock
loading was examined more than twenty years ago
(l-3) when pulsed power sources were under
development. Recent interest in establishing a
capability for numerically simulating the operation
of pulsed power devices has motivated new efforts
to understand the complex electromechanical
behavior of this material.

Several years ago we began an extensive
experimental study of PZT 95/5 in conjunction with

—

efforts to signitlcantly improve available modeis for
the response of this material under shock loading.
The first phase of this study addressed the purely
mechanical behavior of unpoled PZT 95/5 (4).
Samples having densities between 7.28 and 7.32
g/cm3 (8-9% porosity) were subjected to planar
shock loadlng and release using a compressed gas

w. Axial stresses from 0.9 to 4.7 GPa were
generated in samples from 2 to 4 mm thick. Laser
interferometry (VISAR) was used to record
transmitted waveforms at a window interface.
These profiles showed some structure due to the FE-
to-AFE phase transition beginning at 0.5 GPa, and
very extended rise times above 2.5 GPa due to the
onset of a slow pore-compaction process.

In the current study, the same PZT 95/5 material
was used to examine the electromechmdcal response
under normally poled conditions (polarization
normal to the direction of shock motion). The
target configuration was similar to that used by
Dick and Vorthman (3) in order to keep most of the
PZT 95/5 sample under conditions of uniaxial
strain. In the shock studies of normally poled PZT
95/5 bars by Lysne and Percival (1) and Lysne (2),
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method of linear programming, by its very nature, always produces such extreme points and is therefore

very well-suited to this on-off control problem. From the resulting solution, the switches and switching

times can be easily obtained.

2. Problem Statement

We are given a linear time-invariant dynamic system:

X= XX+EU (1)

For simplicity, we will assume a single input, i.e., u GR’, although all of the theory and methodology

herein is trivially extendible to multi-input problems. There is a given initial state:

x(o) =X.

and a specified terminal state that must be reached at the unknown final time tf:

.wf ) = Xf,d,s

The input is constrained to be one of the following three values:

u G{-um,o,uma} (4)

In other words, the input history is an “on-off” one, with a finite number of switches. An additional

constraint is that the total t%el used is limited, as given by the following equation (see [Singhose, et al,

1999])

]1 ptsuu (5)
o

The objective is to find u(t) that satisfies (l)-(5) and minimizes the total trajectory execution time tf.

(2)

(3)

3. Method of Solution

We will first bring the problem to a discrete-time form:

Xk+l = /ixk +hlk, (k=l,...,N) (6)

where N is the number of time-steps and where u(t) has been discretized with a stair-step time history and

where the A and B matrices depend upon the sampling period h = tf /N. We still have the given initial

2

state:

% =X. (7)

and the required final state:
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‘N+l = ‘f,des
(8)

and the input constraint (4) becomes

U, G{–um,(),umX} V k

and the fuel-usage constraint (5) becomes:

The problem can be re-formulated for linear programming as follows. Let

Uk=vk+wk

where

–Umaxs Vks o

so that the fuel usage constraint can be written in a differentiable form as:

(9)

(10)

(11)

(12)

(13)

-jjhvk +-~hwk < U (14)
k=] k=]

The state equation (6) becomes

()
Xk+l= Axk + [B, B] ‘k (15)

‘k

For a fixed final time tf, determination of the feasibility of (1 1)-(15)/(7)-(8) is a phase I linear

programming problem (see [Chvatal]). Moreover, since the simplex method of linear programming

always finds an extreme-point solution, we are guaranteed that at least N – n – 1, where n is the number

of states or the length of X(tf ), of the Vkand w~ will be at one of its bounds. Therefore, at least N – n – 1

of the Ui = v~+ w~ will be either umX,O, or –umX, which is exactly what constraint (9) specifies. Finally,

a simple binary search on tf (i.e., a bisection algorithm with repeated calls to the simplex method) can be

used to test feasibilityy/infeasibility of a given tinal time tf.From a practical point of view, since N>> n,

the u~ sequence found by the simplex method will be essentially bang-coast-bang and the switching times

will be easy to identify.

It must be emphasized that, so long as the terminal state xf,d~,is maintainable by the system, the

above approach is guaranteed to produce a globally optimal solution to the minimum-time control
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problem, within the accuracy of the discrete-time approximation (9) and the tolerance set on tf in the

bisection outer loop of the method.

4. Numerical Examples

The numerical examples presented in this section will be based upon the benchmark problem

given in [Liu and Wie, 1992], [Wie and Bernstein, 1992], [Wie and Liu, 1992], [Singh and Vadali, 1994],

[Pao, 1996], [Singhose, et al, 1996b], and [Singhose, et al, 1999], which is illustrated below in Figure

Figure 1. Schematic of Example Problem

The parameter values used are ml = m2 =1, k =1, and u~,X=1. The maximum fuel usage U=l, 2, and 5.

Letting the state vector x = (q, ,q2,91,& )T, the initial state is x(0) =(0,0,0, 0)~ and the desired final state

is Xjd,$= (5,5,0,0)7-.

The input force histories for maximum fuel usages of U=l, U=2, and U=5, are shown in Figures

2,3, and 4 below, respectively.

,~
- <s,

Figure 2. Input force (N) versus time (s), maximum fuel usage U=l
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Figure 2. Input force (N) versus time (s), maximum fuel usage U=2

Figure 3. Input force (N) versus time (s), maximum fuel usage U=5

The respective tfvalues are 21.99 seconds, 12.71 seconds, and 6.680 seconds. These tfvalues

are consistent with Figure 4 of [Singhose, et al, 1999]. The value of N used was 500 and the bisection

tolerance on tf was set to 5 x 10A. Although the method was coded in MATLAB, rather than a

compilable language like C or Fortran, we report that the CPU run times were 40 seconds, 35 seconds,

and 21 seconds, respectively, on a Sun Ultra-2 workstation. We can use Figures 2-4 to ascertain the

switching times, which is facilitated using MATLAB’s “zoom” feature for zooming or windowing in on

the switches.

5. Conclusion

We presented and demonstrated a method for finding a global optimum to the problem of on-off

minimum-time control with limited fuel usage. The method is guaranteed to find a global optimum and

utilizes the simplex method of linear programming which naturally yields solutions that are “on-off,” thus

providing a unified and rigorous approach to the problem. The method was demonstrated on a

benchmark flexible system problem.
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