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Where do we fit  in:
SYSTEMS INTEGRATION VISION

 Grid Performance 

and Reliability

 Dispatchability

 Power Electronics

 Communications
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Sunshot’15 Communications metrics
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(Few) Communication standards
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IEC 61850
 IEC 61850 provides a comprehensive model for power system devices to organize 

data, configure objects and map them on to protocols, so that they are consistent 
and interoperable. 

 The IEC 61850 standard consists of many parts. Part 3, 4 and 5 describes the 
general and specific functional requirements for communication in substation. The 
part 7-2 and 7-4 describe the abstract services and the abstraction of data objects. 
The data objects consists of building blocks Common Data Classes (CDC) elements 
which are defined in part 7-3. The mapping of these abstract services and data 
objects on to manufacturing Messaging Specification (MMS) protocols is defined 
in part 8-1. The mapping of sample values on to Ethernet data frames is separately 
defined in part 9-2. The part 10 of the standard defines a testing methodology to 
determine the conformance of equipment to be used. 

 Message structure: The IEC 61850 has proposed two different types of 
communication stacks, and there are seven types of messages based on time 
requirements. 
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IEC 61850
 Fig. below shows the IEC 61850 based communication stack. IEC 61850 specifies 

the communication of time critical GOOSE and sampled value messages directly 
on data link layer to avoid any overhead delays. The type 2, 3, 5, 6 and 7 messages 
are mapped over complete OSI-7 layer stack as a client /server application. 
According to IEEE 802.1Q, priority tagging and Virtual Local Area Network (VLAN) 
tagging are defined in the link layer of the stack. This ensures the segregation of 
the IEDs according to their functions and also provides higher priority for the most 
time critical data.
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What are the timing requirement? 
 Time requirements for different messages IEC 61850 differentiates the different 

messages according to their transfer time requirements. The transfer time counts from 
movement the transmitting node puts data content on top of the transmission stack 
up to the moment the receiving node extracts the data from the transmission stack. 
The IEC 61850 standard specifies the time requirements of different messages for 
substations, but the time requirements for DERs connected to distribution system are 
not specified. IEEE 1646 standard gives the time requirements to different types of 
information messages for external or remote or DER IEDs to the substation. Table 
below gives the time requirements of different messages of distribution substation 
and DERs
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 IEC 61850 was initially proposed for substation automation 
systems later it was extended to utility automation. The new 
extensions of the standard such as part 7-420 defines the 
logical nodes for DERs, part 90-1 describes the 
communication between two substations, part 90-5 describes 
the Use of IEC 61850 to transmit synchrophasor information 
according to IEEE C37.118, part 90-7 describes the Object 
Models for DER inverters, etc. 
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What about size of messages?
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 As illustrated conceptually in Figure 4.6, the transformation of the electric grid 
from a centralized and hierarchical network architecture to a more distributed one 
– with ever-increasing numbers of small and/or variable generators scattered 
throughout the grid – adds significant system complexity and technical challenges.

 Communications needs vary greatly depending on the type of applications, 
locations, and topologies of the power systems. Besides, as both  communication 
technologies and solar grid integration applications are evolving rapidly, the 
capabilities developed today must be able to adapt and meet the future 
challenges.

 Network latency, availability, scalability, and cost are the key issues to be 
addressed in order to adequately and cost-effectively monitor the behavior and 
manage the impact of solar generation. Cyber security, while not a primary focus 
for SunShot, should be taken into consideration when designing communication 
solutions. Cyber security has become a top priority for electric power systems 
because the evolving electric grid is increasingly interconnected and dependent on 
information technology and telecommunications infrastructures to ensure its 
reliability. 
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What does DNP say? 
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DNP approach

 The mandatory data objects and data attributes associated 
with these logical nodes are defined in the IEC 61850-7-4, IEC 
61850-7-420 and IEC 61850-90-7 standards. They were used 
to determine the DNP3 points list
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But what about dynamic 
control?

 What are the communication bandwidth/delay/latency requirements? 
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Comparable protocols:
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But will it scale? 
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Ref:  “Enterprise Integration of Distributed Energy Resources”, Brian Seal, EPRI IntelliGrid Smart Grid Information 
Sharing Webcast,  January 22rd, 2014
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Latency considerations

Time

a.u.

t1 t3 t5t2 t4

Timing diagram approach:
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Other notations to represent 
timing diagrams
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Sequence diagrams
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 Distribution Example
 A rural 12kV distribution feeder in southern California was chosen as 

the test feeder. 

 Consists of 2970 medium- and low-voltage buses and 2569 lines 
servicing 1447 customers through 401 service transformers
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Command 1
Command 2
…
….
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Distribution communications example
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Stability metrics:
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Stability metrics - contd
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Stability metrics (contd)

 In load flow analysis can be written in general form as: 

 From this equation and line receiving end active and reactive 
power equations, after some calculations we have:

 From the last equation, it is clearly seen that the value of the 
(16) is decrease with the increase of the transferred power 
and impedance of the line, and it can be used as a bus 
stability index for a distribution networks as:

��� = 2��
���

� − ��
� − 2��

� �� + �� − � � �� +��
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Stability metrics (contd)

 Line Stability Indices VCPI: The VCPI indices proposed by 
M.Moghavvemi and Faruque. [Faruque] investigates the 
stability of each line of the system and they are based on the 
concept of maximum power transferred through a line. 

 where the values of PR e QR are obtained from conventional 
power flows calculations, and PR(max) and QR(max) are the 
maximum active and reactive power that can be transferred 
through a line. The VCPI indices varies from 0 (no load 
condition) to 1 (voltage collapse).
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Stability metrics (contd)

 Voltage Sensitivity Factors relative to real power or reactive 
power injection can be expressed as, respectively: 

��� =
���
���

or     ��� =
���
���

 Since majority of voltage control in a power systems is based 
on reactive power injection, it is clear that a voltage stability 
criterion is:   SV>0.
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Stability metrics (contd)
 Real Power sensitivity 

 There is usually uncertainty in the metering or forecast of loads. By computing the 
sensitivity to the load, one can estimate the effects of inaccuracy in the nominal values 
used. Secondly, it might be possible to shed load at a bus, and it would be useful to 
know how much margin can be gained for each MW of load shed. Finally, the sensitivity 
computation identifies buses that are good candidates for planned improvements. For 
example, load margin sensitivity can specify good locations for VAR support or areas 
where interruptible contracts would contribute the most to system security.

 The real power loss in a system is given by the popularly referred to as “exact loss” 
formula [Elgerd]:

�� =� � ��� ���� + ���� + ��� ���� − ����
�

���

�

���

Where 

��� =
���

����
cos �� − �� and            ��� =

���

����
sin �� − ��

 The sensitivity factor of real power loss with respect to real power injection from 
Distributed Generation (DG) is then given by:

��� =
���
���

= 2� ����� − �����
�

���

29
Olga Lavrova,       SPI   2016



Olga Lavrova,       SPI   2016

 Distribution Example
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Perform simulations and analysis

Basecase and unity PF PV feeder and VREG real powers, 
peak week
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Simulation flow charts
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Controller diagram for a) PF (INV3) and b) VAr (VV13).
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 Distribution Example
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Var based controller results for the simulation week with 1 sec communication intervals

Results :
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 Distribution Example
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VAr-based controller results for peak week with basecase and unity PF operation thresholds

Results :



Olga Lavrova,       SPI   2016

 Distribution Example
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Controller results for different communication intervals and network reliability                           

Results :
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 Distribution Example
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Controller results for different network reliability    and    communication  intervals                    

Results :
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 Distribution Example
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Number of tap changes during the simulation week with different communication intervals and 
network delays

Results :
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 Distribution Example

Bandwidth-limited control that could only rotate through communicating with a third of the PV  
systems at a time 

Results :
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Thank you for your attention
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