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Executive Summary 
 
Thin-film modules of all technologies often suffer from performance degradation over 

time. Some of the performance changes are reversible and some are not, which makes 
deployment, testing, and energy-yield prediction more challenging.  Manufacturers de-
vote significant empirical efforts to study these phenomena and to improve semiconduc-
tor device stability.  Still, understanding the underlying reasons of these instabilities re-
mains clouded due to the lack of ability to characterize materials at atomistic levels and 
the lack of interpretation from the most fundamental material science. The most com-
monly alleged causes of metastability in CdTe device, such as “migration of Cu,” have 
been investigated rigorously over the past fifteen years. Still, the discussion often ended 
prematurely with stating observed correlations between stress conditions and changes 
in atomic profiles of impurities or CV doping concentration. Multiple hypotheses sug-
gesting degradation of CdTe solar cell devices due to interaction and evolution of point 
defects and complexes were proposed, and none of them received strong theoretical or 
experimental confirmation.  It should be noted that atomic impurity profiles in CdTe pro-
vide very little intelligence on active doping concentrations. The same elements could 
form different energy states, which could be either donors or acceptors, depending on 
their position in crystalline lattice. Defects interact with other extrinsic and intrinsic de-
fects; for example, changing the state of an impurity from an interstitial donor to a sub-
stitutional acceptor often is accompanied by generation of a compensating intrinsic in-
terstitial donor defect. Moreover, all defects, intrinsic and extrinsic, interact with the elec-
trical potential and free carriers so that charged defects may drift in the electric field and 
the local electrical potential affects the formation energy of the point defects.  Such 
complexity of interactions in CdTe makes understanding of temporal changes in device 
performance even more challenging and a closed solution that can treat the entire sys-
tem and its interactions is required. 

The goal of the proposed work is, thus, to eliminate the ambiguity between the ob-
served performance changes under stress and their physical root cause by enabling a 
depth of modeling that takes account of diffusion and drift at the atomistic level coupled 
to the electronic subsystem responsible for a PV device’s function. The Unified Solver 
developed as part of this effort enables us to analyze polycrystalline PV devices at a 
greater depth.  Greater depth, however, implies a greater challenge in obtaining accu-
rate values in the Solver inputs.  In this project, input parameters are taken from the lit-
erature or derived from first-principle calculation, and are fine-tuned through validation 
experiments.  Systematic approaches to calculate the key input parameters are devel-
oped. While the uncertainty in the input parameters presents the most significant risk to 
this project, a working Solver allowed us to validate results and chemical trends in a tar-
geted approach.  The existence of GBs cannot be ignored and was embraced as a criti-
cal feature in the Solver design.  Additionally, a device solver is an integral component 
of the Unified Solver, since drift and diffusion processes are influenced by the presence 
of electric fields, which are influenced by GBs and other impurities. A self-consistent so-
lution to the entire system is developed. As a validation of the tool, we present the diffu-
sion-reaction model that is used to analyze Cu migration in single crystal (sx-) CdTe 
bulk. Since the usual diffusion analysis has limited validity, our simulation approach pre-
sented here provides more accurate concentration profiles of different Cu defects that 
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lead to better understanding of the limited incorporation and self-compensation mecha-
nisms of Cu in CdTe. Finally, simulations are presented that study Cu ion’s role in light 
soaking experiments of CdTe solar cells under zero-bias and forward-bias stress condi-
tions. 

First principles calculations have been used to complete the understanding of Cu 
and Cl doping and their role at the device level, in particular highlighting the issue that 
too much Cl could have a negative effect. An in-depth analysis has clarified the reper-
cussions of the spin-orbit interaction on the defect physics in CdTe, in particular in 
band-gap corrected density functional theory. The collaboration with Lawrence Berkeley 
National Laboratory has results in first steps towards the first-principles calculations of 
defect recombination rates that will play an increasing role in the future to be incorpo-
rated in device simulations. 

The general findings of this research effort can be applied to thin film research and 
industry in the following manner: 

a) Doping activation: To achieve efficient doping activation, byproducts of doping 
activation reactions have to be quickly removed from the reaction zone (by 
escaping to another layer, segregation, escaping to the gas phase); 1D simu-
lations predict the doping profiles to be non-uniform with pile-up at interfaces, 
which complicates the solar cell behavior and makes CV data more difficult to 
interpret. 

b) Defects interactions: Formation of complex defects significantly influences the 
properties of absorber (doping compensation, diffusion of defects, recombina-
tion, instabilities). 

c) Metastabilities: The performance of PV cell depends on how well the light-
generated free charge carriers are separated and rerouted into external cir-
cuit. The metric for such separation is called collection efficiency. It depends 
strongly on the internal electric field distribution produced by the distribution of 
electrically active centers (charged defects) in the absorber layer. Some of 
these centers are mobile, i.e., can diffuse in the gradient of electrochemical 
potential. The electrochemical potential, in turn, strongly depends on cell bias 
conditions. By changing applied bias, the gradient of electrochemical potential 
can be increased, reduced, and reversed. As a result, the migration of mobile 
electrically active centers can be accelerated, slowed down, and reversed. 
Therefore, the change of bias conditions can cause reversible changes in the 
distribution of electrically active centers and, hence, in collection efficiency. 
The temperature dependence of the rate of performance change is caused by 
the fact that temperature increase makes electrically active centers more mo-
bile and accelerate the chemical defect reactions. Typically, the efficiency of 
CdTe PV cell improves under light when it is biased at maximum power point 
or open-circuit conditions. Both CSU experiment and ASU simulations using 
PREDICTS 1D solver show the primary contribution of applied forward volt-
age bias to this improvement. Being held under short-circuit conditions (e.g., 
in the dark), the device performance is reversibly degraded due to large inter-
nal potential gradients. 
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Project Highlights 
 

One important outcome of the simulation effort is the insight that we gain into the 
formation and evolution of doping during the annealing process and the cooldown. At 
high temperature, partial compensation between CuCd

- and Cdi
2+ is achieved as the 

atomic Cu concentration is around 2×1017cm-3 while the holes concentration is one or-
der of magnitude less. In addition, partial ionization of the CuCd acceptors plays a role in 
the compensation mechanism since the acceptor level of CuCd is not that shallow. About 
90% of CuCd acceptors in the saturated area are ionized at 350oC according to detailed 
results from our simulation. After cooldown, the free carrier concentration drops below 
3×1015cm-3 level with only a smaller reduction in atomic concentration of Cu at room 
temperature. More importantly, the new compensation is mostly achieved between 
CuCd

- and Cui
+. Therefore, during cooling, the compensation mechanism is changed in 

this case. The observed change is a complex process determined by diffusion, drift, re-
actions, and temperature-dependent Fermi-Dirac statistics both for free carriers and 
CuCd acceptors. Again, the resulting room temperature hole density depends crucially 
not only on donor-acceptor compensation but also on the possibility of the ionization of 
CuCd acceptors. 

 

Another important highlight from this work is the efficiency changes of the solar cells 
as a function of soaking time with different modes. The results of our simulations sug-
gest that both Cui

+ migration towards the junction area and the injection of excess holes 
in the depletion region can cause the enhancement of device performance. Simulations 
with defect migration resulted in the strongest performance enhancement effect. Moreo-
ver, the effect of defect migration in the dark but with applied forward bias is almost the 
same as the overall effect of applied light and forward bias.  
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Background 

 
The push towards thin-film technology has been driven largely by predictions of fu-

ture economic viability [1-4]. Traditional single-crystal solar cells, such as Si and GaAs, 
demonstrate very high efficiencies (20-30%), but the production of crystalline material is 
expensive. The original reason thin-film materials were pursued was because they use 
much less material, which is directly related to the cost of production. Two of the leading 
thin-film materials are CdTe and CuInGaSe2, chosen because their direct bandgaps re-
quire a smaller absorption length than Si (requires less thickness for optimum perfor-
mance). CdTe is a nearly ideal material for terrestrial solar cell production, as its band 
gap of 1.45 eV (room temperature) yields the maximum theoretical efficiency for a solar 
cell, of about 32% (see Figure 1 for the Schockley-Queisser limit for single cell under 
AM1.5 illumination.) The current record one-of-a-kind laboratory research cell was fabri-
cated in 2017 by First Solar (FSLR) and has an efficiency of 22.1% [5].   
 

25.6% 21.5%
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25.6%

22.1%
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Figure 1. Schockley-Queisser Limit. 
 
Despite overwhelming advances in thin-film CdTe technology in recent years, per-

formance of thin-film CdTe devices is still a subject to various metastable phenomena 
that could be characterized by temperature-dependent time constants (activation ener-
gies). Most of these metastable changes in CdTe are known to be reversible and re-
quire different recovery procedures; however, based on experimental and theoretical 
investigations at First Solar, metastabilities in CdTe device cannot be explained solely 
by electronic capture-emission phenomena assuming fixed distributions of point defects.  

Many of the physical properties of crystalline solids are determined by the presence 
of native or foreign point defects. In pure compound crystals, the native defects are at-
oms missing from lattice sites where, according to the crystal structure, atoms should be 
(vacancies); atoms present at sites where atoms should not be (interstitials); and atoms 
occupying sites normally occupied by other atoms (substitutional). In addition, there 
may be defects in the electronic structure: quasi-free electrons in the conduction band 
or electrons missing from the valence band (holes). In impure or doped crystals there 
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are also defects involving the foreign atoms. These may occupy normal lattice sites 
(substitutional foreign atoms) or interstitial sites (interstitial foreign atoms). In elemental 
crystals similar point defects occur; only misplaced atoms are missing. 

In addition to point defects, the performance of CdTe solar cells is affected by ex-
tended defects which include dislocations, stacking faults, grain boundaries (GBs) and 
inclusions of second phases. Dislocations and GBs are well known to attract impurities 
and to promote diffusion [6]. Such effects might be expected to lead to instability in de-
vices, or to have an influence on the thermal processing conditions chosen to fabricate 
certain devices. An example is the inter-diffusion of CdTe and CdS in polycrystalline so-
lar cells for which the grain boundary diffusion coefficient has been measured [7]. Grain 
boundary segregation is well known in metals (e.g. Cu in Pb [8]), the driving force being 
strain reduction at the boundary plane. Decoration of grain and twin boundaries in CdTe 
with Te inclusions is widely reported. Minor component impurities in CdTe have also 
been shown to segregate out to grain boundary regions [9] and to dislocation arrays 
[10]. 

The electrical states associated with grain boundaries and dislocations can have 
number of adverse effects on the performance of CdTe solar cells. Firstly, the deep 
states associated with extended defects can promote undesirable recombination. Sec-
ondly, grain boundaries act as charge transport barriers. This is attributed to the grain 
boundary manifold being a charged interface, causing it to present an electrical barrier 
to current transport. Such barriers have been observed directly for CdTe using the so-
called ‘remote’ electron beam induced current (EBIC) method [11] and are considered 
responsible for limiting effects in polycrystalline solar cells [12]. Thirdly, grain bounda-
ries and dislocations may act as conduits for current transport rather than barriers. The 
impact of the grain boundaries is likely to depend on their position in the layer; near sur-
face grain boundaries are likely to be Te-rich (i.e. conducting), whereas those remote 
from the free surface may nevertheless act as recombination centers. 

In today’s thin-film CdTe technology, Cu is the key dopant that defines major per-
formance parameters such as open-circuit voltage (Voc), short-circuit current (Jsc), and 
filling factor (FF) by affecting built-in potential of the junction, collection efficiency, and 
resistivity of the back contact [13]. However, fast diffusion of Cu from the back contact 
toward the main junction is believed to contribute to degradation observed in long-term 
stability studies [14]. It was determined that while modest amounts of Cu enhance cell 
performance, excessive amounts degrade device quality and reduce performance [15]. 
Evolution of Cu-related point defects and complexes in CdTe grains and at grain 
boundaries (GBs) is expected to cause pronounced effect on device performance lead-
ing to observed metastable phenomena.  

Interactions of Cu in CdTe involve multiple intrinsic and extrinsic point defects and 
complexes, and, as a result, cannot be analyzed in isolation from the rest of the system.  
Although the other defects in CdTe system could be assumed relatively slow diffusors at 
typical operating and storage conditions of CdTe device, direct measurement of their 
distributions is very challenging. Moreover, rapid development of technology involves 
frequent changes of film growth/activation conditions and, therefore, resulting setup for 
Cu-related point defects and complexes. All of the above makes quantitative under-
standing of metastable phenomena in CdTe device virtually impossible with the off-the-
shelf tools that researchers have currently. Therefore, the need for the Unified Solver. 
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The Unified solver is a 1D/2D diffusion-reaction solver capable of solving multi-time 
scale and multi-length scale problems using inputs parameters for transport coefficients 
obtained from first principle (DFT) calculations. 

 

Introduction   
 

In the past, understanding of metastability and reliability issues in CdTe solar cells 
has been considered either solely by experimental or solely by theoretical efforts that 
have not necessarily supported each other. The significance of this work is that com-
bined modeling (first principle calculations and diffusion reaction models) with experi-
mental efforts on an equal footing, which resulted in the development of a Unified Solver 
that as initial guess uses DFT calculations of various low-level parameters (such as ion-
ization energies, formation energies, diffusion constants, activation energies, etc.) and 
is validated with available experimental data. 

The novelty of the proposed research is that the developed Unified Solver allows 
one to study simultaneously reversible and irreversible changes in CdTe solar cells and 
similar cell technologies due to various stressors such as temperature, voltage, light, 
etc.  Overall, with the Unified Solver the confidence in the prediction of thin-film module 
reliability has moved away from empirical observation to scientific understanding. Based 
on the detailed understanding, approaches can be proposed to overcome the long-term 
instability of the CdTe solar cell under stress. 
 

Technical Work Plan 

BUDGET PERIOD 1 (12 months) 

 
Task 1:  Develop 1D Unified Solver  
We will develop a functional 1D solver capable of analyzing evolution of intrinsic point 
defects in CdTe as well as selected extrinsic point defects and complexes related to im-
purities commonly found in CdTe system such as Cu, Cl, O, S, etc. In addition, the 
solver will be able to perform 1-D device-level simulation. The solver will be tested 
against experimental data (I-V, C-V, QE-V) that will be provided by First Solar. Relevant 
subtasks and milestones include: 
 

• Subtask 1.1:  Summarize the core physical models to simulate defect kinetics in 
CdTe system that consists of single-crystal bulk and surface. Because defects of 
interest (those that define free carrier concentration and recombination lifetime) 
and corresponding defect reactions belong to different categories, the solver will 
be designed to accept defect reactions in the most general form. Describing the 
model as general as feasible, we will list distinct categories of reactions that may 
require special treatment, and specify model parameters. We will formalize as-
sumptions to allow for different levels of model complexity and discuss their im-
pact on model accuracy. (Part I - Section 1.1) 

• Subtask 1.2:  Develop methodology and establish a library of reactions and low-
level parameters of involved point defects/complexes in CdTe system. Defects of 
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initial focus will include intrinsic and extrinsic interstitials (fast diffusion; typically, 
shallow donors, e.g., Cu(i), Cd(i), etc.) and acceptors (both intrinsic and extrinsic 
point defects and complexes, e.g., V(Cd), Cu(Cd), Cl(Te)/V(Cd)).  Mid-gap de-
fects that impact recombination lifetime the most (e.g., Te(Cd)) will be studied in 
Task 3. Unlike previous theoretical calculations that focus mostly on the transition 
energy levels and defect formation energies as functions of atomic chemical po-
tentials and electron Fermi energy, our calculations are focused on the diffusivity 
of the defects and impurities in CdTe. We will calculate the diffusion path, diffu-
sion energy barrier, and the pre-factor of the diffusion coefficient as well as the 
defect-defect interactions at high defect concentration. We will use the standard 
supercell approach for the calculation. Cell size convergence will be carefully 
tested. For the electron correlation, our initial calculations will be performed in the 
general gradient approximation level so that we can quickly generate a set of in-
put data for testing of the solver. High level, but computationally more expensive 
approaches such as hybrid functional (HSE) and GW approaches will be used 
later to improve the accuracy of the calculated results (Part II - Section 2.1).   

• Subtask 1.3:  Collect/calculate parameters of intrinsic and extrinsic point defects 
and complexes related to Cu, Cl, such as formation/ionization/bonding energies, 
diffusion parameters, etc. Sulfur and oxygen are known to have pronounced ef-
fect on device performance; yet physics behind this effect is still unclear. 1st prin-
ciple study will be initiated for these species in CdTe to understand related de-
fects in terms of formation energies and possible ionization states. (Part II - Sec-
tion 2.1) 

• Subtask 1.4:  Develop detailed mathematical description of numerical algorithms 
to enable generalized treatment of arbitrary number of point defects/complexes 
and free carriers involved in corresponding reactions in 1D system. (Part I – Sec-
tion 1.2) 

• Subtask 1.5:  Develop detailed mathematical description of numerical algorithms 
to enable device-level simulation based on profiles of point defects/complexes 
generalized by diffusion-reaction solver. In particular, device-level simulation will 
allow emulating standard characterization such as current-voltage (I-V), capaci-
tance-voltage (C-V), and quantum efficiency (QE-V) measurements. (Part I – 
Section 1.2) 

• Subtask 1.6:  Select existing / develop new methods for efficient experimental 
verification of the future solver. Design experiments and collect measured data to 
be used for experimental verification once the first version of the solver becomes 
available. For the initial solver verification, we will use diffusion of Cu as the most 
studied species in CdTe (most reliable set of low-level parameters). (Part I- Sec-
tion 2.2)  

• Subtask 1.7:  Design system architecture that connects the numerical part with 
the library of reactions (defects) and the available models via graphical user in-
terface (GUI). GUI will allow definition of device structure and basic properties of 
the involved semiconductors, and will initiate a process of using solver outputs as 
initial conditions for the next simulation steps.  (Part III – Section 3) 

• Subtask 1.8:  Develop / debug the code and compile functional 1D solver. (Part 
I, Part III Section 3)   
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• Subtask 1.9:  Model dissemination in publications and technical reports. (Part III 
– Section 1 and 2). 
 
 

• Y1Q1 milestone: Physical/math description and system architecture for 1D 
structure is finalized (Part I – Section 1). 

o Complete self-consistent system of physical equations that describes all 
the processes under consideration (no defect diffusion along GBs). 

o Complete mathematical description of numerical schemes for 1D case 
(implementation-ready). 

o Complete data flow chart for 1D case that includes: definition of the struc-
ture (semiconductor layers and parameters for corresponding materials, 
defects, and defect reactions, as well as electrical contacts), definition of 
simulation tasks or sequences of tasks (times and stress conditions such 
as temperature, and electrical and light biases, as well as initial and 
boundary conditions for defect distributions and requested electro-optical 
device simulation if applicable), data pre-processing (initial matrix for-
mation), results reporting and storage, etc. This will also include details on 
database (DB) structure for storing material parameters for known defects 
and corresponding defect reactions.     

o Numerical solution of a small system of 1D equations involving material 
defects and free carriers demonstrated (no GUI support required).  

• Y1Q2 milestone: Feasibility of 1D reaction-diffusion solver demonstrated. (Part 
1 – Section 2) 

o Numerical solution of a small system of 1D equations involving material 
defects and free carriers demonstrated (no GUI support required). This 
applies to the mathematical problem only and is intended to demonstrate 
that numerical scheme applied to a system that combines diffusion-
reaction equations with very different rates (e.g., equations that involve Cd 
vacancies, Cu interstitials, and free carriers) can converge in reasonable 
time to a unique solution. Confidence in numerical part is the key point 
that will allow us to focus on troubleshooting the physical model and the 
low-level model parameters. 

o Solver capability to simulate multi - scale diffusion processes, i.e. the ca-
pability to simulate processes on vastly different (O(103)) time scales for 
Cu interstitial and Cd vacancy migration, using time steps corresponding 
to the slow scale. The multi - scale capability will readily translate to 
the higher dimensional model in year 2.   

• Y1Q3 milestone: Functional 1D prototype demonstrated. (Part 1 – Sections 2 
and 3)  

o GUI to support definition of structure and setting simulation task or se-
quence of tasks. 

o Prototype of GUI-equipped 1D solver implemented (full functionality 
demonstrated for the case of simple set of reactions involving Cu). 

• Y1Q4 milestone: 1D Solver released. The solver has built-in device simulator to 
emulate standard characterization such as I-V, C-V, QE-V.  (Part III – Section 3) 
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o Experimental verification of simulated Cu diffusion/activation trends. 
o Formation/ionization energies & diffusion parameters calculated for intrin-

sic point defects and extrinsic defects related to Cu; possible inclusions of 
Cl, O and S in CdTe are described and corresponding formation energies 
calculated. 

o Comparisons of experimental and solver results (I-V, QE, and capaci-
tance), which demonstrate that variations in Cu activation and diffusion 
shift both sets of curves in the same directions and by similar amounts 
(Jsc and Voc shifts between the solved and experimental data lie within 
20% of each other). 

 

• Milestone (Task 1):  COMPLETE Unified 1D Solver. Install the executable of 
the solver on www.nanoHUB.org . (Part III – Section 3) 
 

• Go-No-Go milestones:  
o Feasibility of 1D reaction-diffusion solver demonstrated (numerical 

scheme applied to a system that combines 1-D diffusion-reaction equa-
tions with very different rates (e.g., equation set involving Cd vacancies, 
Cu interstitials, and free carriers) converges to a unique solution). 

o Overlay comparisons of experimental and solver results (I-V, QE, and ca-
pacitance), which demonstrate that variations in Cu activation and diffu-
sion shift both sets of curves in the same directions and by similar 
amounts (Jsc and Voc shifts between the solver and experimental data 
will lie within 20% of each other. Also, carrier density (as measured by C-
V) and the Cu concentration (as measured by SIMS) have to agree within 
an acceptable level of tolerance for more direct comparison.). 

 

BUDGET PERIOD 2 (12 months) 

 
Task 2:  Refine core models and develop beta-version of 2D Cylindrical Solver  
Year 2 work will focus on three major aspects: (1) revisiting physical models/parameters 
using 1D simulation run against experimental results, (2) developing a beta-version of 
2D cylindrical solver, and (3) developing experimental techniques to verify 2D simula-
tions on structures with grain boundaries. We will also complete 1st principle (DFT) pa-
rameter calculation for O- and S-related defects and calculate/estimate parameters 
necessary to support 2D models such as GB segregation energies. Furthermore, we will 
examine trends simulated with developed 1-D solver against experimental data to refine 
the models / parameters used in simulations. Leveraging Year I results and refined 
models, we will develop beta-version of 2D solver capable of analyzing evolution of in-
trinsic point defects in polycrystalline CdTe by introducing models describing grain 
boundaries (GB). The solver will be able of simulating both process steps introduced 
impurities in the system and stress conditions causing mutation and migration of intro-
duced impurities. Relevant subtasks and milestones include: 
 

http://www.nanohub.org/
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• Subtask 2.1:  Using 1-D solver and verification techniques developed in Year I, 
examine simulated trends against experimental data to verify correctness of the 
models and low-level parameters used in the solver. In addition to the verification 
techniques developed in Year I, methods considered at the moment are diffusion 
anneals performed at different temperatures and light/electrical bias conditions. 
Intermediate atomic distributions of Cu and Cl will be measured using GDOES/D-
SIMS and ToF-SIMS, correspondently. In addition, C-V and I-V measurements 
will be taken when possible (Part 1 – Section 2.2).  

• Subtask 2.2:  Given feedback from the Subtask 2.1, refine the models and refine 
existing / calculate new parameters of intrinsic and extrinsic point defects com-
plexes related to Cu, Cl, O, S and other species of interest. Confirm correctness 
of refined models/parameters through comparison with experiments of the simu-
lated values with standard device measurements. Simulated results have to be 
aligned with experimental values (trends have to be the same) and lie within the 
tolerable margin of error for a given measurable parameter of interest (Voc and 
Isc). (Part II – Sections 2.1-2.3 and Part II – Sections 3.1-3.3 and presented in 
the RPPR1 Reports) 

• Subtask 2.3:  Expand the models developed for 1-D structure to 3D structure 
described in 2-D cylindrical coordinates by developing physical boundary condi-
tions describing impurity/charge segregation at the GB as well as grain boundary 
diffusion. Arrive at self-consistent system of drift-diffusion-reaction equations for 
defects and free carriers for 2D cylindrical coordinate system. Define a list of low 
level parameters necessary to support new models (Part 1 Sections 1.1, 1.2 
and 4). 

• Subtask 2.4:  Obtain parameters outlined in Subtask 2.3 using 1st principle 
(DFT) calculations as described in subtask 1.2.  For extended defects such as 
GBs, much larger supercells are needed for the calculations. We will check care-
fully the calculated results such as defect formation energies and diffusion ener-
gy barriers as functions of the supercell size to make sure that they are con-
verged with respect to the cell size. Since the GB breaking the crystal periodic 
symmetry, we will also test several approaches to make sure no artificial GB-GB 
interaction is introduced in the supercell calculations. We will also test various 
GB models and use Monte Carlo and other energy minimization search algo-
rithms such as PSO and basin hopping method to identify the GB structures and 
to map the correlation between the atomic arrangement and the capability of de-
fect segregation. (Part II – Section 2.2)    

• Subtask 2.5:  Formalize developed models in the form of self-consistent system 
of drift-diffusion-reaction equations for defects and free carriers for 2D cylindrical 
coordinate system and develop detailed mathematical description of numerical 
algorithms. (Part I – Section 1.1) 

• Subtask 2.6:  Develop detailed mathematical description of numerical algorithms 
to enable 2-D device-level simulation based on profiles of point defects / com-
plexes generalized by 2-D diffusion-reaction solver. This task is an extension to 
Subtask 2.5 above as it will allow the user to read inputs containing initial profiles 
of point defects/complexes. (Part I – Section 1.2) 
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• Subtask 2.7:  Develop / debug the code and compile functional beta-version of 
the 2D solver. (Part 1 – Section 4) 

• Subtask 2.8:  Model dissemination in publications and technical reports. (Part 
III)   

• Subtask 2.9:  Develop and demonstrate experimental techniques to verify 2-D 
simulations on structures with grain boundaries. The Solver is able to simultane-
ously consider point defects and grain boundaries. (Part II – Section 3.4-3.5) 

 
 

• Y2Q1 milestone: Physical / math description and system architecture for 2D is 
finalized. (Part I – Sections 1.1 and 1.2) 

o Supplement self-consistent system of diffusion-reaction equations with 
boundary conditions that involve diffusion of species along GBs and com-
plete mathematical description of numerical schemes rewritten for 2D 
case including advanced boundary conditions. 

o Complete data flow chart for 2D case. 

• Y2Q2 milestone: Miscellaneous items. (Part 1 – Section 1.2 and in RPPR1 
Reports). 

o Develop or adopt existing mesh generator for 2D cylindrical structures. 
o Develop GUI prototype for cylindrical structure with arbitrary GB geome-

tries. 
o Complete 1st principle description (using density functional theory (DFT) 

with GW) of S- and O-related defects and complexes initiated in Year1 
with low-level parameters such as diffusion energies and pre-factors as 
well as reaction capture cross-sections calculated for different ionization 
states. 

o 1D simulation of complex system involving intrinsic, Cu-, Cl-, S-, and O-
related defects is demonstrated. Solver can simultaneously analyze migra-
tion and interactions of Cu-, Cl-, S-, and O-related point defects. 

• Y2Q3 milestone: Feasibility of 2D cylindrical reaction-diffusion solver demon-
strated. (Part I – Section 4) 

o Numerical solution of a small system of equations in 2D-cylindrical domain 
with diffusion along grain boundaries demonstrated (no GUI support re-
quired). 

• Y2Q4 milestone: Functional 2D cylindrical prototype demonstrated. (Part III – 
Section 3) 

o Obtain comparisons of experimental and solver results (I-V, QE, and ca-
pacitance), which demonstrate that variations in Cu activation and diffu-
sion shift both sets of curves in the same directions and by similar 
amounts and with improved agreement using the 2-D solver. Impurity spe-
cies included in the study are Cu, Cl, S and O. 

o Finalize GUI for structure definition and setting simulation tasks (sequence 
of tasks). 

o Prototype of GUI-equipped 2D solver implemented (full functionality 
demonstrated for the case of simple set of reactions involving Cl and Cu). 
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• Milestone (Task 2):  COMPLETE beta version of Unified 2D Solver. Install 
the executable of the solver on www.nanoHUB.org . 
 

• Go-No-Go milestones:  
o Feasibility of 2D cylindrical reaction-diffusion solver demonstrated with 

simultaneous interactions of Cu, Cl, O, S species (numerical scheme ap-
plied to a system of diffusion-reaction equations in 2-D cylindrical coordi-
nates with very different rates defined on a structure with GBs converges 
to a unique solution). 

o Overlay comparisons of experimental and solver results (I-V, QE, and ca-
pacitance), which demonstrate that variations in Cu  and Cl activation and 
diffusion shift both sets of curves in the same directions and by similar 
amounts (Jsc and Voc shifts between the solved and experimental data 
will lie within 10% of each other). 

o Solver can simultaneously analyze migration and interactions of Cu-, Cl-, 
S-, and O-related point defects. 

o The Solver is able to simultaneously consider point defects and grain 
boundaries. 

 

BUDGET PERIOD 3 (12 months) 

 
Based on the results from the first and second budget periods, the work in this budget 
period will be further refined. 
 
Task 3:  Finalize core models and complete development of Unified 2D Cylindrical 
Solver 
We will examine trends simulated with developed 2-D solver against experimental data 
to refine the models / parameters used in simulations. We will also refine numerical 
methods and algorithms to increase computation speed and improve convergence. Af-
ter finalizing graphical user interface, the final version of 2D Unified Solver will be com-
piled and posted on the Web along with comprehensive documentation. Relevant sub-
tasks and milestones include: 
 

• Subtask 3.1:  Examine trends simulated with 2-D solver against experimental 
data from First Solar and CSU to verify correctness of the models and low-level 
parameters used in the solver. Experimental data used to confirm/disprove simu-
lated results will include atomic concentration maps taken with ToF-SIMS at dif-
ferent depths in absorber, C-V profiles, and I-V measured across grain bounda-
ries at different temperatures. (RPPR1 Reports and Part I – Sections 2.2 and 
3) 

• Subtask 3.2:  Given feedback from the Subtask 3.1, refine the models / parame-
ters used in simulations and introduce new models/parameters if necessary. 
Confirm correctness of refined models/parameters through experimental verifica-
tion. (RPPR1 Report and Part II – Section 3.3) 

http://www.nanohub.org/
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• Subtask 3.3:  Calculate electronic capture cross-section for major deep levels in 
both bulk and GB regions, and verify calculated results against experimental da-
ta. In this calculation, nonradiative carrier recombination is described by the 
Shockley-Read-Hall (SRH) model. The electron-phonon coupling will be calculat-
ed using a newly developed algorithm, which calculates the coupling constants in 
a more efficient way, thus making it possible to use first-principles DFT methods 
to calculate the deep level nonradiative recombination rate in CdTe with impurity. 
(Part II – Section 2.5 and 2.6) 

• Subtask 3.4:  Refine numerical methods and algorithms for solving coupled set 
of PDEs in 2D cylindrical coordinate system to increase computation speed and 
ensure robust convergence. We want to point out that the reaction - diffusion 
equation sets that we are dealing with, with different time scales present for dif-
ferent species, after discretization in space, pose differential algebraic problem 
with a deteriorating index. This means that, on large time scales, some compo-
nents of the system are in quasi - steady state, while others still evolve dynami-
cally. In addition to high order spatial discretization methods, we will, in this third 
year of the project, use index reduction techniques to develop an even more effi-
cient Solver. So, in the final stage of the project, we will have developed a highly 
efficient Solver, using higher order methods in space and time, and using the 
multi-scale structure of the problem. (Part I – Sections 1.2 and 4) 

• Subtask 3.5:  Finalize graphical user interface and compile the final version of 
the Unified Solver. (Part III – Section 3) 

• Subtask 3.6:  Develop comprehensive documentation and finalize de-
fect/reaction library, and post executable of the final version on 
www.nanoHUB.org . (Part III – Section 3) 

• Subtask 3.7:  Model dissemination in publications and technical reports. (Part 
III) 

 

• Y3Q1 milestone: Beta-version of solver is compiled. (Part I – Section 4) 
o Robust convergence and speed of 2D cylindrical solver demonstrated by 

simulation of a multi-GB system involving intrinsic, Cu-, Cl-, S-, and O-
related defects. Simulated trends verified against experimental data.  

o Beta version of the solver is compiled. 

• Y3Q2 milestone: Major mid-gap defects described using 1st principle calcula-
tions (DFT-GW). (Part II – Sections 2 and 3) 

o 1st principle description of major mid-gap defects in CdTe completed in-
cluding electronic capture cross-sections. 

• Y3Q3 milestone: Solver testing completed, major phenomena behind metasta-
bilities identified. 

o Standard device fabrication simulated (verification performed at every ma-
jor step). 

o Typical stress conditions simulated and experimental verification per-
formed. 

• Y3Q4 milestone: 2D solver released. (Part III – Section 3) 
o GUI is finalized and final version of the solver is compiled.  
o Comprehensive documentation package is developed. 

http://www.nanohub.org/
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o Final version of 2D Unified solver is released. 
 

• Milestone (Task 3):  COMPLETE FINAL version of Unified 2D Cylindrical 
Solver. Install the executable on www.nanoHUB.org . 

 
 
Final Milestones: 

• Final Milestone 1:  Compiled version of Unified 2D Cylindrical Solver is posted on 
www.nanoHUB.org with supporting documentation. 

• Final Milestone 2:  Simulation of atomic distributions as functions of process and 
stress history is verified experimentally. 

• Final Milestone 3:  Major phenomena behind device metastabilities and long-term 
degradation of thin-film CdTe device are identified. 

• Final Milestone 4: Relationship with the field data will be addressed indirectly by 
analyzing phenomena behind temperature-, light- and bias-induced cell degrada-
tion measured in accelerated life testing. 

 

Project Results and Discussion: 
 

Part I:    1D and 2D Unified Solver Description and Verifica-
tion 

 

1. Theoretical Model of the 1D and the 2D Unified Solver 
 

The evolution of Cu-related point defects and complexes in CdTe grains and at GBs 
is expected to cause a pronounced effect on device performance leading to observed 
metastable phenomena. Interactions of Cu in CdTe involve multiple intrinsic and extrin-
sic point defects and complexes, and, as a result, cannot be analyzed in isolation from 
the rest of the system. Understanding the fundamentals behind performance and meta-
stability of CdTe devices requires a model that captures and describes most relevant 
processes at the lowest level specific to CdTe system and could be confirmed with ex-
periment.  

We consider such a model in a form of a self-consistent system of time-dependent 
reaction-diffusion equations [16,17,18] describing the interactions and the evolution of 
point defects and complexes coupled with the Poisson equation (see Figure 2). Be-
cause device performance is uniquely defined by device geometry, band-structure of 
semiconductors, and distributions of charge and recombination centers, the Unified 
Solver had to be able to simulate macroscopic device characteristics such as current, 
capacitance, quantum efficiency as a function of applied bias, DC light intensity, and 
ambient temperature. Such capabilities establish a tighter link between the microscopic 
core of the model and macroscopic experimental verification. The core of the solution is 
a multi-level solver that combines macroscopic diffusion-reaction equations describing 
sub-systems of the point defects with the global Poisson equation to form a closed sys-

http://www.nanohub.org/
http://www.nanohub.org/
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tem that is solved in time domain and quasi-3D space utilizing grains of specific shape. 
The characteristic length scale of the features is large enough that the semi-classical 
approximation (implicitly assumed by using reaction-diffusion equations) is valid. The 
developed Unified Solver offers flexibility in choosing (turning “on” and “off”) models and 
reactions that involve selected point defects and complexes in individual materials or 
domains. 

The species under investigation are described by sets of low-level parameters that 
include their formation energy, ionization energies and diffusion coefficients for different 
charged states, solubility limits, grain boundary segregation parameters. The evolution 
of the system for a given set of stressors (temperature, light, and bias) is calculated 
based on provided initial conditions (distributions). The solver outputs the distributions 
of charged and neutral dopants and recombination states. Given the device geometry 
and band structure of semiconductors, the solver uses these distributions to simulate I-
V and QE trends that could be confirmed experimentally on real device structures. 

 

 
 
Figure 2 Schematic block-diagram that illustrates the use of the Unified Solver to tune 
the model and study CdTe device metastability. 
 

 
1.1 Physical model (Subtask 1.1, 2.3, 2.5) 
 
A specific example of importance is the penetration of Cu into CdTe absorber using 

a high temperature diffusion anneal. The Cu penetration involves several processes, 
including the Cu-Cd exchange reaction and the drift/diffusion of mobile defects, namely 
Cui

+ and Cdi
+2. To simulate such reaction-diffusion process we use a standard multi-

compartment approach [19], which assumes the reactions to happen inside the finite 
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homogeneous compartments (well-stirred reactors), while the mass transfer between 
compartments happens via pure drift/diffusion process without any effect of defect reac-
tions. Within this multi-compartment approach, we can describe the reactions using the 
standard chemical kinetics formalism in application to the defect chemistry in solid state.  

We write the main Cu-Cd exchange reaction of the Cu penetration process as a bi-
molecular exchange reaction facilitated by knock-off: 

 
2 f

Cd i i
b

R

CdR
Cu Cd Cu Cd     (1) 

In the forward exchange reaction given by Eq. (1), the double donor interstitial Cd 
defect (Cdi

+2) reacts with the acceptor substitutional Cu defect (CuCd
-), kicks-out Cu into 

an interstitial position and occupies its place forming regular Cd-on-cation-site lattice 
atom (CdCd). Such exchange reaction is one of the three types of elementary bimolecu-
lar defect reactions, while two others being the formation of a complex pair defect of two 
isolated point defects and the recombination of interstitial point defect with vacancy [20]. 
The rate of such bimolecular exchange reaction is proportional to the concentrations of 
both reactants (CuCd

- and Cdi
+2).  

The backward reaction, knock-off of Cd by Cui
+, is treated as monomolecular with 

only one reactant (Cui
+) because in the uniform binary CdTe matrix in the diluted con-

centrations approximation, this backward reaction does not require the reactants (Cui
+ 

and CdCd) to find each (the regular Cd lattice atoms are available nearby any Cui). 
Therefore, the rate of the backward reaction (1) is proportional only to the concentration 
of one reactant Cui

+.  
The above considerations allow us to define the reaction rates in the following form: 

 

2[ ][ ]

[ ]

Cd i

i

f f

b b

R K Cu Cd

R K Cu

 



 




 (2) 

where the superscripts f  and b  indicate the forward and backward reactions, [ ]X  is 

the concentration of defect X  and ,f bK  is the corresponding reaction rate constant. 

As no reliable experimental methods exist for determination of the rates of the reac-
tions between individual point defects, we use first principles-based analysis to estimate 
these reaction rates. Following the standard approach for defect chemistry in solids, we 
consider two major contributions to the Gibbs free energy of point defects, namely the 
formation enthalpy and the configuration entropy. The calculation of the formation en-
thalpy of different atomic configurations in the supercell approach allows analyzing the 
potential energy landscapes and finding the most favorable states of single neutral and 
charged defects as well as the minimum energy pathways for single reactions. While 
the inclusion of the configuration entropy changes in defect reactions allows accounting 
for the effect of temperature and defect concentrations on the reaction rates. More de-
tails on first-principles calculations can be found in recent works [20,21]. 

Analysis of the potential energy landscape for reacting CuCd
- and Cdi

+2 defects 
shows that the highest energy barrier in the forward reaction (1) is the Cdi

+2 diffusion 
barrier and the formation enthalpy of products is lower than that of reactants [22,20]. 
This allows us to write the forward rate constant as a steady-state rate constant of diffu-
sion-controlled reaction between non-interacting uniformly distributed species (see e.g. 
[22]). To derive the backward rate constant we use the principle of the detailed balance: 
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   (3) 

In Eq.  (3), captR represents the capture radius of reactants, here for reaction between 

the attractive oppositely charged defects with charges q1, q2 we use the Onsager cap-

ture radius 1 2 1 2

04
q q

capt

q q
R

kT
  [23]; D  is the sum of diffusivities of reactants dominated 

by the diffusivity of mobile Cdi
+2 defects in our case;  expeq HK

kT
  – equilibrium 

constant of reaction (1), ΔH – the change of formation enthalpy in the forward reaction; 
221.48 10sC    cm-3 is the concentration of regular lattice sites in CdTe. This approach of 

reaction constants is designed to deliver equilibrium distribution of defects if the simula-
tion time is long enough. 

The overall time-space evolution of point defects involved in Cu penetration is de-
scribed by the following set of reaction-diffusion equations: 
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 (4) 

Note that in Eq. (4), diffusion of CdCu  has been ignored due to very small diffusion coef-

ficient [22]. The fluxes XJ in Eq. (4) result both from the diffusion due to concentration 

gradients and from the drift due to external electrostatic field: 

 [ ] [ ]X X XJ D X X     (5) 

Assuming Boltzmann statistics (valid for diluted concentrations) and the charge   car-

ried by the defect, its drift velocity x  in electric field F could be found as X F , where 

mobility X could be expressed via diffusion coefficient using Einstein relation 

X
X

D

kT
  . In other words: 

 X
X

D
F

kT
   (6) 

The ionization states of the defects can be calculated from the first principles. The diffu-
sion coefficients of point defects have temperature dependence provided by Arrhenius 
expression: 

 
0 exp DE

D D
kT

 
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 (7)   
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where 0D  and 
DE  are diffusivity prefactor and the energy barrier of elementary diffu-

sion jumps, respectively. These parameters for many important point defects in CdTe 
have been recently calculated from the first principles in works [22,24,25]. 

The electric field in the film is determined not only by the electron/hole concentra-
tions, but also by the ionized defect distributions inside the grain and its boundaries 
(surfaces), and can be found by solving the Poisson equation: 

    2[ ] 2[ ] [ ]
i i CdS V q p n Cu Cd Cu               (8) 

In Eq. (8), p  stands for the hole concentration, n  is the electron concentration and S  is 

the dielectric constant of CdTe. 
Boundary conditions for diffusion-reaction equations (8) are provided by the sink of 

defects near boundary given by: 

  Gb X X eqJ C C   .  (9) 

In Eq. (9), X  is the recombination/generation rate and 
eqC  is the equilibrium concentra-

tion of the defect at the boundary. Usually, the velocity X  is proportional to the diffu-

sion constant of the defect. In most cases, when the strong sink of defects at grain 
boundary is assumed, 

eqC  is considered constant. Beyond this approximation, the effect 

of grain boundary segregation is taken into account. The accumulation of impurity at-
oms at boundaries changes the chemical potential and hence makes 

eqC  floating. By 

introducing the floating chemical potential of impurities, the properties of the grain 
boundary are taken into account. According to theories of grain boundary segregation, 
the bulk concentration at grain surface is given by: 
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( ) exp
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C t

kT C t
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 
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Eq. (10) provides connection between the impurity concentrations at grain boundary 
and bulk by introducing G - the atomic energy difference between grain boundary and 

in the bulk. b

sC  in Eq. (10) represents the fraction of the grain boundary sites occupied 

by impurity atoms. 
One can generalize the above notation and compactly write the Poisson and the dif-

fusion-reaction equations as: 
 

 (11a) 

 (11b) 

 (11c) 

 (11d) 
 
where  is the concentration of the th type of defect and  is the charge of the th-type 

of defect. We also define  where  corresponds not only to the usual built-

in-voltage, but also includes terms that account for heterojunctions. In our analysis this 
term includes effects due to the change in chemical potentials for charge carriers in 
grain boundaries, to account for different materials, or both. (Note that for neutral parti-
cles ( ) this will require including a term in the fourth equation which is not propor-
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tional to ). We assume that  is constant with respect to time and therefore does not 

require an additional partial differential equation.  
 

1.2 Numerical methods (Subtask 1.4, 1.5, 2.3, 2.6 and 3.4) 
 

The major challenge in numerically solving the system of the diffusion-reaction equa-
tions that are coupled to a global Poisson equation solver - given by the Eqs. (11) - is 
the presence of vastly different time and spatial scales. For example, Cu is a fast diffu-
sor, whereas the diffusion of Cl occurs on a longer time scale, and both of these are 
slow compared to energetically favorable ionization reactions. 

For the 2D case, we have developed a Unified Solver based on the first order implic-
it Euler method for the time integration and a Slotboom Finite Element method in space 
[19]. 
 
 

A. Time Splitting 

Leaving aside for a moment the issue of space discretization, we developed a time 
discretization scheme which allows us to decouple the equations (in the sense that each 
equation can be solved independently for a given time step). In particular, there are two 
types of coupling. The electrical coupling is the most involved, with every (charged) de-
fect appearing in Poisson’s equation and the derivative of the potential appearing in 
each of the (charged) defect equations. This drift term involves only a single species of 

defect, but is nonlocal in space. The other coupling is through the  term, which 
simultaneously couples all reaction-diffusion equations, but acts locally in space.  

The usual first step in the numerical solution of Eqs. (11) is to use a Gummel-type it-
eration alternating between calculation of Poisson’s equation and the reaction-diffusion 
equation [26]. This replaces the solution of a large system of coupled equations by the 
repeated solution of many smaller equations. When the number of degrees of freedom 
is large (as is usually the case in 2D or 3D), the iterative scheme solves the system 
more efficiently for any reasonable iteration tolerance. 

As first step in solving this problem, we reformulate the transport equations, using 

Slotboom variables of the form . This transforms the transport equations for 

the defects into 

     (12) 

The advantage of the formulation is that the spatial differential operator is self-adjoint 
in the variables , thus yielding stable discretization of the transport equation for large 

electric fields and, consequently, large spatial variations in the potential . We note that 

the Slotboom variables, , exhibit a large dynamic range due to the exponential in the 

variable transform. Thus, the primary variables will always be the concentrations  and 

the transport equations will always be discretized in the form 

          (13) 
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where the spatial derivatives are approximated numerically by differentiating 

. We utilize an operator splitting (a fractional step-method) for the time dis-

cretization of the defect equations, separating the diffusion from the reaction terms. The 
operator splitting method is of the following form: Given  at time  and a time step  

• Step 1: Solve 
 

     (14) 

 
 

• Step 2: Solve 
 

   (15) 

 

• Step 3: Set 

  (16) 
 

A simple Taylor expansion argument yields that the above method is first order in 
the time step . A second order method can be obtained immediately by using a 

standard modification such as Strang splitting [19], but the advantages of the approach 
are limited by the nature of the Gummel iteration. 

The advantage of the operator splitting approach is the following: An optimal simul-
taneous implementation of the transport and the reaction terms results in the solution of 

a block sparse matrix vector multiplication problem. The matrix is  where 

 is the number of defects and  is the number of grid points or finite elements. 

Each block has size  and refers to interactions of defects at a single point in space. 

Depending on the reaction network structure, each block may be fully dense. For a reg-
ular triangular finite element mesh (or a rectilinear finite difference or finite volume grid), 

the matrices are block-pentadiagonal with a bandwidth of  with  the num-

ber of grid points or finite elements. Many algorithms exist for solving such banded 
sparse systems, but a reasonable lower bound for the computational complexity for an 

 matrix with bandwidth  is . For our matrix, this gives a computation time 

of . Whereas a simultaneous implementation may be computationally feasi-

ble in one spatial dimension, the operator splitting approach is essential in higher di-

mensions when  is the product of the number of grid points in each direction.  

In contrast to the above mentioned approach, using the splitting method we need to 

solve  different matrix-vector multiplication problems for  matrices which 

have the usual banded structure of a 2D finite element problem. (Many defects exist at 
lattices cites and do not diffuse, reducing the number of required solves.) Using the 
same estimates as above, we predict a speed up factor of . However, modern linear 

algebra packages have optimized solvers for matrices with structures arriving from dis-
cretizing PDEs and our pentadiagional matrices are solved with complexities approach-
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ing . For large values of , the speed-up here is considerable. 

Indeed, the speed-up also occurs in 1D where fast tridiagonal solvers run in  

time.  
 We must still deal with Poisson’s equation, but since it too is linear in , we con-

sider it in the same step as the diffusion equation for the , retaining the decoupled 

structure. Note that we are left with significant freedom in the structure of the iteration. 
In particular, we note that the reaction equation does not a-priori respect the boundary 
conditions of the problem. For realistic final results, we therefore choose to calculate the 
diffusion step last, or proceed by using the Strang-splitting method discussed above. 
The general time-splitting scheme is shown in Figure 3. 
 
 
 
 
 
 

 
Figure 3. Flow-chart of the Unified Solver. Device simulation is performed for each time 
step to obtain self-consistent and real-time electric field and carrier distributions during 
the diffusion-reaction simulation.  Device simulation for IV, QE and CV is presented in 
dashed line box and is currently employed for the modeling of Cu-related metastabilities 
of CdTe solar cells.  

 
  

B. Drift-Diffusion Implementation 

Due to our choice of splitting methods above, our spatial discretization scheme can 
be optimized for solving only the following problem:  
 

  (17) 
 
This spatial discretization of the problem is flexible, since none of its properties are dic-
tated by the time-splitting scheme discussed above. In 1D, Scharfetter-Gummel [26] is 
appropriate (and in some cases optimal). The 1D version of the Unified Solver (obvious-
ly without grain boundaries) has already been demonstrated [27,28]. 
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In 2D, however, many of the schemes in the literature [29] do not work as well as 
desired. Any scheme which relies upon a-priori knowledge information about the struc-
ture of the devices runs into significant difficulties when the doping can change through-
out time. The doping at many points in the device changes from p-type to n-type over 
time. In particular, schemes that require edges perpendicular to the direction of the elec-
tric field will not deal well with the nonlinear wave-fronts associated with grain boundary 
diffusion, let alone complicated grain boundary geometries. To handle these complicat-
ed geometries, we choose to use a finite element method for the 2D Unified Solver. In-
stead of relying upon an elaborate grid scheme, we directly discretize the Slotboom var-
iables and use the properties of the scheme to allow exponential fitting of the charge 
carriers and defects between nodes.  

 
B1.  Spatial Discretization 

 
In order to deal with the complicated geometries which arise from the grain bounda-

ries, we seek to solve this equation using finite elements. In the usual way [30], we tri-
angulate our domain  with small triangles on the grain boundaries to handle 

large changes in the gradients. We then take the approximations  of , which 

are piecewise linear on the triangles, and continuous on the whole domain, but still sat-
isfy the boundary conditions. Multiplying our equation by a test function  in the same 

space and integrating over the domain yields:  
 

  (18) 
 
Integrating by parts and separating the terms allows us to calculate the stiffness and 
mass matrices: 

  (19) 
 

  (20) 
 
Details can be found in any finite element method introduction [30]. Combining the pre-
vious results, we reformulate our PDE by: 
  

  (21) 

 
 
One advantage of finite elements is that zero-flux boundary conditions are incorporated 
naturally. Because we normally want to conserve atomic species during a simulation, 
we choose to use zero-flux conditions for all defects. For the carriers we use Ohmic 
front and back contacts and the matrices  must be modified. The only complication 
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over traditional methods [29,30] is that if the doping changes over time, the boundary 
conditions must also be updated. 

In the usual manner for finite elements, we assume that this relationship holds for 
all admissible functions  and write the equation as a function of  and  only. Inserting 

the definition of  to close the equation yields:  

 

  (22)
 
Note that for piecewise linear finite elements, the exponential inside the stiffness matrix 

 will be evaluated at the barycenter of the finite elements. In contrast, the exponential 

on the left-hand side must be evaluated at the grid points. Thus, for each entry of the 
stiffness matrix, this yields exponentials of the form: 
  

 (23) 

 
Note that this form bears great resemblance to the 1D Scharfetter-Gummel exponential 
[26]. It plays a similar role in allowing a linear problem to approximate exponential fitting 
between nodes. We finish the solution by assuming implicit Euler for the time derivative:  

    

  

  (25) 

where the matrix . As discussed previously, this scales the stiffness ma-

trix so that  is no longer symmetric). Formally, our solution is given by: 

  

  (26) 
 
(In practice, we always work with the matrix equation directly instead of actually invert-
ing the matrix.) 
 

B2.   Reaction Step 
 
The system of ordinary differential equations, , in Step 2 of the operator 

splitting algorithm is actually quite involved. In general we have an arbitrary number of 
defects and an arbitrary number of reactions. However, these reactions are all of two 
very specific forms, either representing the bimolecular reaction of two defects or the 
formation/decay of a single defect. We, therefore, consider only binary reactions of the 
form ,  ,  or , the reaction terms is written as a quadratic 

form: 

  (27) 
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with the matrices  and the column vectors  containing the reaction rates. Increasing 

the number of defects may increase the total number of possible reactions, but only 3 or 
4 defects are involved in any particular reaction.  

There are two strategies for implementing individual reactions. Each reaction can be 
implemented independently or simultaneously.  

• A sequential implementation would involve solving each reaction independently. 

The  reaction generates a matrix  and a vector . Note that for bimolecu-

lar reactions  has two nonzero entries and  is the zero vector. For for-

mation/decay reactions, both  and  have one nonzero entry each. For each 

, we have the following ODE: 

  (28) 

 Each of these reactions can be solved using implicit Euler – see Section B3.  

• A simultaneous implementation of the reaction equations will require the numeri-
cal solution of the ODE system by, for example, the implicit Euler method togeth-

er with a Newton method for the large quadratic system. The Jacobian  , can 

then be easily computed from Eq. (27).  
In both cases, there is no reason to use a higher order method  since the operator split-
ting method in Section A is only of first order. 

 
B3  Iteration by Reaction 

 
Because every considered reaction is of either the single molecule for-
mation/dissociation or bimolecular type, we can solve every reaction network using just 
the explicit formulas given below. Simply iterating through all possible reactions in any 
order gives a first order unconditionally stable method for the reaction step. Experi-
mental results demonstrate that changing this order has no significant impact on the re-
sults for the case of copper migration.  
 
For more complex reaction networks complications can occur – see Section B4. 
 

1. Single Molecule  

Let us consider the reaction given by rate :  

  

 (29) 

  

This could, for instance, represent the knock-off equation, where interstitial Copper 
( ) replaces lattice Cadmium, resulting in Copper atom at a Cadmium site 

( ) and an interstitial Cadmium ( ).  

Note that the right-hand sides are identical (up to a sign) and that the quantities 
 and  are conserved (corresponding to conservation of copper and 

conservation of lattice sites in our example). In particular, if the superscript refers to the 

time-step, we have that  and . We use 
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these equations to decouple the ODEs. First, let us use the Implicit Euler method to 
write the first ODE for the time step  as an algebraic expression:  

 (30) 

Since  should be small, we multiply it out to avoid numerically unstable division by a 

small number. Using conservation laws, we can also write  and  in terms of 

 and the known values of  as time step : 

  (31) 

 (32) 

Substitution yields:   

   (33) 

Careful examination reveals that this is a quadratic equation for . Rearrangement 

and expansion yields the three coefficients as:  

  

 (34) 

 
We can then use the quadratic formula to yield:  

 (35)  

We note that the middle expression has  in the denominator, but that since  is propor-

tional to  it may be small. We therefore rearrange the expression to avoid numerical 

division by a small number. Because  is always negative for positive concentrations, 

we can also determine the appropriate sign of the square root to obtain our final solu-

tion. Finally, since  is now known, we can immediately substitute back into our con-

servation laws to obtain  and . 

 
2. Bimolecular 

Let us consider the reaction : 

 
 (36) 

 

 
 
This could correspond to interstitial Copper ( ) interacting with Zinc on a Cad-

mium lattice cite ( ), resulting in interstitial Zinc ( ) and Copper on a 

Cadmium site ( ). Following the method of the previous section, we can de-

velop three conservation laws and rearrange: 
 

  

 (37)  
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Discretizing the equation for  using the Implicit Euler method and substituting the con-

servation laws yields a quadratic equation for  in the same manner as the previous 

section. The coefficients are:  

  

 (38) 

  

 
B4  Comparison with Newton’s Method 
 
Particular care needs to be taken in order to have a computationally stable steady-

states. These states are vital for standard device simulation results such as IV and CV 
measurements. By the principle of detailed balance, at equilibrium, every individual re-
action is in equilibrium. This indicates that we obtain a stable equilibrium for any itera-
tion order. As noted above, the iteration scheme works well for the copper diffusion 
case. 

 However, some problems can result far from equilibrium. This behavior becomes 
even more noticeable when one defect is unstable and has multiple dissociation path-
ways. For this case, whichever dissociation reaction occurs first in the iteration will oc-
cur preferentially to the later reaction, regardless of the relative size of the reaction 
rates. 

This behavior does not occur for the Newton iteration scheme. Because the reac-
tions are considered simultaneously, each reaction pathway occurs with relative fre-
quency exactly governed by the ratio of the reaction rates. In practice, we find that the 
Newton Method is vastly superior for complicated reaction networks. Furthermore, the 
method does not present a significant computational issue because the reactions are 
local in space and the Jacobian can be generated independently for each grid point. 

 

2. Verification of the 1D Unified Solver 

 
2.1 Verification of 1D device simulation routine vs. SCAPS device simulator 

(Subtask 1.6) 
 
As discussed in Section 1, in 1D version of Unified Solver, the device simulation is 

performed on each time step to obtain self-consistent electric field and carrier distribu-
tions during the diffusion-reaction simulation. Besides, the device simulation routine 
serves to obtain the steady-state electric current during the simulation of current-voltage 
characteristics of the device. The device simulation routine can use the defect profiles 
obtained from the consistent solution of 1D kinetic reaction-diffusion problem as well as 
the artificially set uniform or nonuniform defect profiles, similar to other solar cell simula-
tors. To verify the accuracy of the device simulation routine, we performed rigorous 
comparison with the widely used SCAPS solar cell simulation code [31]. 

In order to perform such comparison, we used the same device structures (highly p-
doped back layer, lightly p-doped CdTe layer, highly n-doped front layer), properties of 
materials, light absorption spectra and illumination spectra both in 1D Unified Solver 
and SCAPS solar cell simulator. By comparing the simulated energy bands, distribu-
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tions of free carrier in the dark and under the stress conditions, as well as IV curves for 
different doping levels and recombination rates, we conclude that the device simulation 
routine of 1D Unified Solver is reliably produces accurate solution of the drift-diffusion 
problem for free carriers under different conditions (Figure 4). 

  

       
Figure 4. Comparison of band diagram (left) and the IV curve calculated with 1D Unified 
Solver (dashed lines) and SCAPS solar cell simulator (solid lines) for one of the test de-
vice structures. 

 
2.2. Verification of the defect reaction-diffusion model on experimental data 

(Subtask 1.6, 2.1 and 3.1) 
 
2.2.1. Experiment on Cu penetration 
 
To verify the reaction-diffusion model of Cu penetration into CdTe, experimental 

study of Cu migration in single crystal CdTe was done at First Solar Inc. (Perrysburg, 
OH). In this experiment, a thin Cu-containing ZnTe layer was deposited on sx-CdTe 
substrates provided by JX Nippon. After deposition, to drive Cu into CdTe, anneals with 

different durations were performed at 250C, 300C and 350C. 
Measured Cu profiles show strong dependence on the annealing temperature and 

duration:  Cu penetrates deeper into CdTe as we increase the annealing time/duration 

(Figure 5). The high concentration of Cu appearing in the first 0.5 m is the residual Cu 
concentration from the ZnTe layer. Abnormally high concentration of Cu (>1018cm-3) in 

the region (0.5<x<1µm) obtained after very high annealing temperatures (350C) or long 

annealing durations (20 minutes at 300C), was ascribed to the broadening of ZnTe or 
formation of ZnCdTe, caused by Zn diffusion [32] and will not be further addressed 
here. 

Another important finding in this experiment is a dip of Cu concentration at the edge 
of CdTe adjacent to ZnTe, while the peak of the Cu concentration in the CdTe layer is 
situated 1 to 2 µm beneath the interface. This is interpreted as a back diffusion of Cu 
during the cool down process (SIMS measurements are performed at room temperature 
after cooling). 
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Figure 5. Atomic Cu profiles achieved with different annealing recipes. Black penta-
grams represent the control sample without any annealing. Solid lines represent the 
simulated Cu profiles. 
 

2.2.2. Simulation 
 
To model this experiment, we created a simulation domain with 15 µm of initially un-

doped CdTe and 0.5µm of p-doped ZnTe:Cu layer. 1021 cm-3 initial concentration of Cui 
was defined in ZnTe:Cu source layer and a constant 1017 cm-3 p-type doping was main-
tained in this layer during the entire simulation. A 0.45 eV difference in standard for-
mation energy of Cui in CdTe and ZnTe layers (more favorable in ZnTe) was used to 
obtain the best correspondence of the Cu concentration difference across the interface 
as achieved by different annealing recipes. This energy difference is in a qualitative 
agreement with the results of first principles calculations. We used Neumann boundary 
conditions for both ends of the simulation domain to maintain the conservation of all de-
fects. For carrier transport properties and material properties we used widely accepted 
values of polycrystalline CdTe [33]. Although better carrier lifetime and material quality 
can be expected in sx-CdTe [34], there should be no considerable impact on the result-
ing Cu profiles since no (or negligible) electric current flows through the samples during 
the annealing process. To simulate this experiment on Cu penetration, we included the 
primary exchange reaction (1) as well as diffusion of Cui and Cdi into the reaction-
diffusion mechanism. Let’s consider how Cu penetration happens according to this 
mechanism. 

The original built-in electric field between highly p-type doped ZnTe and intrinsic 
CdTe layers prevents Cui

+ from moving into the CdTe region in large amount. When a 
small amount of Cui is able to diffuse into CdTe, it quickly knocks Cd atoms off generat-
ing an immobile CuCd

- acceptor and mobile Cdi
2+ donor (backward reaction). Part of 

Cdi
2+ is drifted into ZnTe layer under the same built-in electric field across the interface 

and, as a result, p-type region starts to form in CdTe. We note that since the charge is 
conserved in all reactions, achieving p-type doping without Cdi

2+ moving out of CdTe is 
very difficult within this model. We found that during the annealing process, the concen-
tration of CuCd does not show a monotonic increase, a saturation effect is observed in-
stead. 
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The saturation behavior can be explained by analyzing the distribution of defect con-
centrations and the band diagram during annealing (Figure 6 - left). As Cu forms accep-
tors in CdTe, an electric field is generated between the Cu occupied p-type region and 
the intrinsic CdTe region without Cu, which again prevents further movement of Cui into 
the intrinsic region of CdTe. Once the distribution of defects gets close to the balance of 
all involved reactions, such as 0.5<x<6µm region in Figure 6, less CuCd will be generat-
ed. Hence more Cui can travel through this saturated region to occupy Cd sites in the 
newly formed p-i junction area (x>6µm in Figure 6). 

     
Figure 6. Left: Simulated profiles of major Cu-related defects and free carriers (top pan-
el) and band diagram in the ZnTe:Cu/sx-CdTe structure after 3 minutes of annealing at 

350C (bottom panel). Right: Simulated profiles of major Cu-related defects in the sam-
ple after 3 minutes annealing at 350oC and an extra 12 minute cooling process. 
 

As we have mentioned before, the measured Cu profiles after cooldown show a dip 
at CdTe/ZnTe interface. Here we analyze how such dip is formed according to our 
model. As we cool down a sample to room temperature, Cui starts to diffuse back into 
ZnTe due to the 0.45eV difference in the standard formation energies of Cui between 
CdTe and ZnTe, and reaction (1), which is out of equilibrium so it begins to produce 
more Cui by kicking out CuCd with available Cdi. After reaction (1) consumes most of the 
Cdi, additional Cdi from ZnTe penetrates into CdTe and continues to kick-out CuCd to 
reach the new equilibrium among involved reactions. Since only the interface region can 
get supplemental Cdi, Cu reduction is more obvious near the interface (Figure 6 - right). 
As temperature further decreases, both reaction and diffusion rates become quite slow. 
However, this process is not completely stopped right after the cooling process. Exper-
imental evidence of Cu movements in CdTe devices stressed at 65oC has been report-
ed recently [35].  

Another important outcome of this simulation is the insight into the formation and 
evolution of doping during the annealing and cooldown. At high temperature, a partial 
compensation between CuCd

- and Cdi
2+ is achieved as the atomic Cu concentration is 

around 2×1017cm-3 while the holes concentration is one order of magnitude less (see 
the line with diamonds (green in the online version) in Figure 7 left, labeled as “Free 
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Holes”). In addition, partial ionization of the CuCd acceptors plays a role in the compen-
sation mechanism since the acceptor level of CuCd is not that shallow. About 90% of 
CuCd acceptors in the saturated area are ionized at 350oC according to detailed results 
from our simulation. After cooldown, the free carrier concentration drops below 
3×1015cm-3 level (Fig. 6 right) with only a smaller reduction in atomic concentration of 
Cu at room temperature. More importantly, the new compensation is mostly achieved 
between CuCd

- and Cui
+. Therefore, during cooling, the compensation mechanism is 

changed in this case. The observed change is a complex process determined by diffu-
sion, drift, reactions, and temperature-dependent Fermi-Dirac statistics both for free car-
riers and CuCd acceptors. Again, the resulting room temperature hole density depends 
crucially not only on donor-acceptor compensation but also on the possibility of the ioni-
zation of CuCd acceptors.  

Simulated free carrier concentration in the saturation region after cooldown are 
about an order of magnitude higher than the carrier concentration in poly-crystalline 
Cu,Cl-treated CdTe solar cells from Colorado State University [35] (Figure 7). This dif-
ference can stem from a number of factors: the difference in annealing temperatures 
and Cu concentration in ZnTe source, not accounting for defect interactions in our simu-
lations, additional doping compensation by Cl and even the effect of grain boundaries 
on the measured CV doping profiles in px-CdTe films. Therefore, even though, our sim-
ulation provides a qualitative understanding of the formation and compensation of dop-
ing in CdTe, it is expected that more targeted experiments and simulations will be per-
formed in the future to explain the peculiarities of doping formation in px-CdTe. 

 

 
Figure 7. Simulated and experimental free carrier concentrations vs. atomic Cu concen-
tration at room temperature. Green pentagrams are measured free carrier concentra-
tions in px-CdTe solar cells fabricated by Colorado State University.  

 
Table I shows the comparison of diffusion parameters used to obtain the best corre-

spondence with experimental curves (Figure 5) and parameters calculated from first 
principles. It is seen, that in our 1D simulation, the diffusion barrier height of the major 
species responsible for Cu penetration (Cui

+) is about 0.26 eV higher than the theoreti-
cally predicted one. We attribute this discrepancy to the fact that we did not account for 
the interactions between the defects and the formation of complexes, which may influ-
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ence the overall diffusion kinetics. Note also that the major difference in the used pa-
rameters and the DFT calculations is in the diffusion barriers. The fitted diffusion barri-
ers are higher than the calculated ones from first principles. The reason of this discrep-
ancy is the complex character of species diffusion in defective crystalline media. The 
individual diffusion barrier calculated from the first principles describes the diffusion of a 
species (defect) in idealistic case without interactions with other defects. While in reality, 
besides the jumps in pure lattice, the specie usually experiences multiple interactions 
with other defects, which may slow down its movement. To properly describe the diffu-
sion process of a specie, the interactions with other point defects and complexes has to 
be accounted for. When the kinetic model does not include such interactions explicitly, 
the specie may diffuse too fast and, as a result, the diffusivity has to be somewhat sup-
pressed in the fitting process to match the experimental trends. This is what was done 
with diffusivities of CdI and Cui when using the model where no interactions with other 
intrinsic, Cu-related and Cl-related defects are taken into account. 

 
TABLE I. Fitted diffusion parameters with calculated theoretically in work [25] (in paren-
thesis) 

Defect D0, cm2/s ΔED, eV 

Cui(+) 4.9×10-3 (6.3×10-3) 0.72 (0.46) 
Cdi(2+) 3.0×10-4 (3.2×10-3) 0.73 (0.47) 
 
We conclude that the Cu penetration mechanism implemented in the developed re-

action-diffusion model is capable to reproduce the experimental dependence of the Cu 
profile on the annealing conditions, to reproduce some specific features of experimental 
atomic Cu profiles (dip at the CdTe/Znte interface), as well as to provide a theoretical 
insight into the process of formation and compensation of Cu doping in CdTe layer. 
  

3. Modeling of light soaking effect in CdTe Solar Cells (Subtask 
1.6)  

Nearly all PV technologies exhibit changes in device performance under extended il-
lumination, or “light soaking”, although the magnitude and the trend of these changes 
are not always the same among different technologies. Experiments on both commer-
cial modules and research cells based on CdTe technology have shown improvement of 
cell performance under light stress conditions for up to 20 hours [36]. Many accredited 
such phenomena to the passivation of traps and migration of Cu ions, however no simu-
lations were previously done to confirm any of these mechanisms. We use the devel-
oped 1D Solver to simulate self-consistently the effects of illumination, bias and temper-
ature on the evolution of defect profiles during stress and the resulting performance 
changes of the device. 

In this simulation, we employ a simplified dopant compensation model. Namely, 1016 
cm-3 CuCd

-, 0.4×1016 cm-3 Cui
+ and 0.5×1016 cm-3 background donor is assumed as the 

initial defect distribution in this simulation, resulting in ~1015 cm-3 equilibrium hole con-
centration in the quasi-neutral region of CdTe absorber layer (typical doping in px-CdTe 
absorber). We use a standard ZnTe/CdTe/CdS device structure with common electronic 
properties.  
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The light stress is typically performed after the dark storage of solar devices. There-
fore, in order to prepare the initial system for light soaking simulations, first, we simulate 
the equilibrium of the defects in CdTe cells under dark without any bias at 65oC (Figure 
8 (left)). In equilibrium, most of the Cui

+ is pushed away from the depletion region, due 
to the built-in potential of the p-n diode. As a result, more uncompensated acceptors 
appear in the junction area. CuCd acceptor is partially ionized in the quasineutral region, 
while it is completely ionized in the depletion region due to low density of holes in that 
area. 

Under light stress condition under applied forward bias of 0.8V (maximum power 
point), the defect equilibrium changes in the following way: (1) Cui

+ moves closer to the 
main junction due to the forward bias, reducing the uncompensated acceptor doping 
density in the depletion region, (2) part of ionized defects (Cui

+ and CuCd
-) converted in-

to the neutral state after capture of light-generated free carriers, (3) the zero-bias deple-
tion region width increases because of the reduced p-doping in the junction area (Figure 
8 (right)), (4) carrier collection efficiency improves, thus increasing the performance. 

   

Figure 8: Simulated concentrations of defects and free carriers and device energy 
bands in the dark (left) and under light soak conditions (right) at 65oC. 

In order to isolate the effect of ionization degree change due to excess carriers cap-
ture on Cui

+ and CuCd
- defects and the effect of defect drift under the applied voltage bi-

as, we simulate different stress conditions with different combinations of illumination and 
forward bias (Table II). Figure 9 shows the efficiency changes of the solar cells as a 
function of soaking time with different modes. The results of our simulations suggest 
that both Cui

+ migration towards the junction area and the injection of excess holes in 
the depletion region can cause the enhancement of device performance. Simulations 
with defect migration resulted in the strongest performance enhancement effect. Moreo-
ver, the effect of defect migration in the dark but with applied forward bias is almost the 
same as the overall effect of applied light and forward bias.  
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Table II. List of stress conditions. 
Soak Illumination Voltage Bias Mechanism 

A 1 Sun 0.8 V Both 

B 1 Sun 0.0 V Passivation 

C Dark 0.8 V Migration 

D Dark 0.0 V None 

E 1 Sun 0.8 V No Migration 

F 1 Sun 0.8 V 10-12 cm2/s 

G 1 Sun 0.8 V 10-13 cm2/s 

The kinetics of the performance increase upon such dark to light switching depends 
on the diffusivity of mobile species involved in the transformation. Using high Cui

+ diffu-
sion coefficient (9×10-10 cm2/s at 65oC) calculated from the first-principles [25], only 0.03 
hour of light stress is enough for device to reach a new steady-state (see Soak A of 
Figure 9). Experimentally observed performance transients often happen on multi-hour 
timescale. [37,38]. By decreasing the diffusion coefficient of Cui

+ down to 10-13 cm2/s, 
we were able to obtain better agreement with the experimentally observed 10-hours 
long device performance stabilization. This indicates that while our model correctly cap-
tures the response of the system to the external stress, the actual kinetic mechanisms 
behind the redistribution of species may be more complex than simple diffusion of Cui

+. 
This result provides the evidence that more complicated diffusion mechanisms beyond 
simple diffusion of Cui

+ may be involved in the defects redistribution in CdTe. For exam-
ple, the formation of pair complex defects can influence the diffusivities of species by 
slowing down the fast diffusion of interstitials as well as introducing additional mecha-
nisms of diffusion of weakly mobile substitution defects [20]. We expect that inclusion of 
such advanced mechanisms into reaction-diffusion simulations in the following will allow 
to reproduce, understand and even predict the kinetics of transient performance chang-
es of the real devices. 

 

Figure 9. Device performance changes as a function of soaking time with various condi-
tions. 
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4. Verification of the 2D Unified Solver (Subtask 2.3, 2.7 and 3.4) 
 
In this section we will present numerical results for a simple model system consisting of 
interstitial Copper ( ), interstitial Cadmium ( ), and Copper on Cadmium Sites 

( ) that are simulated using the 2D Unified Solver. We will first demonstrate agree-

ment with 1D results [19], and then demonstrate how the introduction of grain bounda-
ries changes the results. Sample results of the 2D mesh are given in Figure 10. Note 
that the possibilities for grain boundary geometries are almost infinite. We have limited 
ourselves in our theoretical model to six different grain boundary geometries (single 
crystal, channel GB, cross GBs, five grain model, forked GB, horizontal GB). We believe 
that with these six as a base, and using homogenization techniques (that we are not 
pursuing at the moment), a wide range of grain-boundary geometries can be studied. In 
the effort of the dissemination of the 2D Unified Solver to nanoHUB, it is, thus, first nec-
essary to create a GUI (see Figure 11) that the user can use to define the mesh and the 
grain boundaries. 
 

 
 
Figure 10. The finite element mesh. The thin GB area in the middle of the device is 8 

elements across. Spatial dimensions are in [m]. 
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Figure 11.  Definition of a fork with our GUI. 
 

 
Figure 12. Sample finite element results for the total copper concentration. 
 
After the introduction of the finite element mesh, we first demonstrate that our 2D solver 
can replicate 1D results. We begin with a simulation of the migration of Copper during 
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anneal for 220 seconds at a temperature of 200 °C. We use a mesh with a grain bound-
ary, but set the coefficients in the grain boundary equal to those in the grain (see Figure 
12). To accurately compare the results with 1D case, we take averages over 100 hori-
zontal slices of the finite element mesh. The results of these simulations are given in 
Figure 13. 

 
 
Figure 13. Comparison of the concentrations of interstitial copper, interstitial cadmium, 
and copper on Cadmium sites for the 1D model and the 2D model. Grain boundary dif-
fusion is not considered here. 

 
Figure 14.  Comparison of calculated total copper concentration for the 1D model and 
the 2D model. 
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As shown in Figure 13, the concentrations of  and  are indistinguishable be-

tween the two cases. The concentrations of  are noticeably different near the back 

contact, but we observe that these concentrations are two orders of magnitude smaller 
than the corresponding values for  and . Note that we cannot expect exact 

matching, because we have not simply extended the 1D finite difference scheme to 2D, 
but introduced an entirely new finite element scheme. Thus, numerical discretization er-
rors are not expected to compensate perfectly. Furthermore, from an experimental per-
spective we can only really measure the total copper concentrations. The 1D and 2D 
simulations of this quantity, shown in  Figure 14 are virtually indistinguishable.  

Having shown good agreement with the corresponding 1D results, we now turn 
our attention to examining the role of the grain boundaries on the migration of Cu. First, 
we want to justify the need of using a diffusion-reaction solver for the case of artificially 
wide grain boundary because they are vastly different from the results that utilize diffu-
sion-only model. In Figure 15 we show the 1D total copper concentration cross-sections 
for grain boundaries with artificial widths ranging from .78nm to 100nm. These results 
are all extremely similar, but the number of degrees of freedom varies from 2595 to 
13541. Using the .78nm grain boundary as the base case, the percent error of the vari-
ous approximations is shown in Figure 16.  

 
Figure 15. Comparison of the calculated total copper concentration for artificial grain 
boundary widths ranging from .78nm to 100nm.  
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Figure 16. Comparison of the calculated total copper concentration for artificial grain 
boundary widths ranging from .78nm to 25nm. The larger boundaries have errors great-
er than the  tolerance. 

 
Having established the validity of the artificial grain boundary width, we proceed to con-
sider the other important characteristics associated with migration of copper along the 
grain boundary. The obvious parameter is the diffusivity of copper interstitial in the grain 

boundary, . Figure 17 shows the results of changing the grain boundary diffusion 

coefficient over 5 orders of magnitude starting with twice the diffusivity in the grain.  



DE-EE0006344  
Unified Numerical Solver for Device Metastabilities in CdTe Thin-Film PV 

Arizona State University 

Page 41 of 76 

 
Figure 17. Comparison of the calculated total copper concentration for grain boundary 
diffusivities ranging from 2 to 20000 times the bulk diffusivity. Note that the plots essen-
tially coincide with the initial condition in the first 200-300nm. 
 
As expected, increasing the grain boundary diffusion increases the proliferation of cop-
per into the device. However, we also note that the two largest Grain boundary diffusion 
coefficients give very similar results. This is to be expected because the built-in potential 
corresponding to the presence of a Cadmium Sulfide layer repels the positively charged 
interstitial copper.  For high diffusivities, the slope in the bulk region corresponds to the 
expected exponential decay dictated by convection dominated transport.  

Because we plot the average copper concentration in a horizontal strip (corre-
sponding to the measurements of a SIMS device), the plots are strongly influenced by 
the „width“ of the grain boundaries. From our simulation standpoint, this corresponds to 
the choice of boundary conditions on the side of the device. For simplicity, we have 
chosen no-flux conditions. This corresponds to either a device with insulating borders, 
or more realistically, to repeating grains with widths given by the simulation width. We 
can thus test the result of having grains which do not have an aspect ratio of 1. Results 
are shown in Figure 18.  
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Figure 18. Comparison of the calculated total copper concentration for grains which 
range from 2.6 m to 235 nm. These grains are all 2.6 m long.  

 
We see that changing the width of the grain changes the averaged concentrations dras-
tically in the middle of the device. This matches with our intuition of having large con-
centrations in the grain and small concentrations outside the grain. With large grains, 
our average includes proportionally more of the low concentrations away from the grain. 
However, the total copper concentration near the back contact and near the Cadmium 
Sulfide layer do not change significantly. Near the back contact the initial concentration 
of copper dominates. Near the Cadmium Sulfide layer, the copper migration from the 
back contact is negligible compared to the background signal.   
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Figure 19. Comparison of the calculated total copper concentration for different initial 
copper doses. Note the effects of the change in net doping near the back contact.  
 
We can also investigate the results of changing the initial dose of copper in the system. 
Because the system is nonlinear, this does not serve to simply shift the averaged con-
centrations. In particular, near the back contact the energetically favorable  is 

negatively charged. When the concentration is high enough, this creates a small region 
where the electric field changes sign, which results in a local maximum for the total 
copper concentration (shown in Figure 19).  
 
Next, we investigate the concentration of copper for the case of a fork (see Figure 20). 
On the top left panel, we show the mesh and on the top right panel we show the Cu 
concentration as a function of position. The integrated copper concentration, for the 
case of early fork, mid-fork and late fork is shown in the bottom panel of Figure 20. 
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Figure 20.  Simulation of a fork grain boundary. 

 
Finally, we investigate the effects of changing the formation energy of copper in the Bulk 
vs. in the Grain Boundary (see Figure 21 and Figure 22). We used formation energy dif-
ferences of 0V, .1V, .2V, and .5V with a straight grain boundary. Somewhat counter-
intuitively, sharper concentrations across the grain boundary lead to decreased concen-
trations in the device. This happens because the primary diffusion mode is along the 
grain boundary and then into the bulk. By increasing the formation energy difference, 
we prevent most of the copper from exiting the grain boundary and thus the overall con-
centrations are lower. 
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Figure 21.  The influence of difference in formation energies of Cu in bulk and Grain 

Boundary on the Cu concentration. Parameter in this plots is the formation energy dif-
ference. 

 
Figure 22. Integrated Cu concentration vs. position as a function of the formation energy 
difference in the bulk and in the grain boundary.  
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Part II: Supporting Experimental and Theoretical Efforts to 
Unified Solver Development 

 

1. Experimental Work Performed at Colorado State University 
 
1.1 Long-Term Stress Experiments (Subtask 1.6 and 2.9) 
Long-term stress (LTS) refers to solar cells that were stressed for approximately 

1000 hours at 65˚C under 1 sun illumination. The cells used in these experiments were 

CdS/CdTe devices with typical Cl and Cu treatments used at CSU. LTS was meant to 

push devices towards end-of-life states that panels might experience after decades in 

the field; however exact calculations relating to number of years in the field were not 

specifically made.  In relation to the solver, these experiments were performed to exam-

ine the performance changes in relation to carrier density and impurity concentration 

over time. 

For LTS experiments, devices were stressed in an accelerated life tester (see Figure 

23). The ALT consists of an oven, which serves as the heat source and enclosure, that 

is fitted with broad-spectrum LEDs, which provide the light bias and are calibrated for 1 

sun illumination. A LabVIEW program maintains the temperature in addition to an elec-

tronic record of the temperature and humidity of the system. Once the ALT reaches 

stress temperatures (65 ˚C), the relative humidity measures ~0%. An air circulation sys-

tem is incorporated in the enclosure to promote temperature uniformity. During LTS, all 

data was collected at room temperature (~25˚C), which requires removing the cells from 

the stress enclosure and cooling before measurement. 

 

Figure 23. (left) Diagram of the accelerated life tester (ALT). (right) Photo of the experi-
mental set-up of the ALT.  
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Figure 24. Plots of the VOC (a) and FF (b) versus amount of time stressed of a 
CdS/CdTe cell with Cu/C/Ni back contact at 65˚C under illumination at open-circuit and 
short-circuit. 
 

For the stress conditions mentioned above one device was placed in open-circuit (OC) 

and another was put in short-circuit (SC). The OC-stress device has a small internal 

field, while the SC-stressed device has an internal field that is approximately equal to 

the build-in potential of the device. Figure 24 shows the normalized changes in VOC (a) 

and FF (b) over the duration of the stress conditions for each device. The changes in 

these current-voltage parameters for the different stress conditions appear relatively 

similar. However, the Cu depth and carrier density profiles show significant differences 

in the devices over time.  

 

Figure 25 Plots of the carrier density (NCV) versus depletion width (W) of a CdS/CdTe 
cell with Cu/C/Ni back contact at 65˚C under illumination at open-circuit (a) and short-
circuit (b). 
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Figure 25 shows the carrier density (NCV) versus depletion width (W) of the devices 

(extracted from capacitance-voltage (C-V) measurements). The carriers in the OC-

stressed device appear to marginally increase while the SC-stressed device slightly de-

creased. The significant features between the devices were the differences in the size 

and the location of the depletion region over time. The depletion region of the OC-

stressed device became narrower, while the depletion width of the SC-stressed device 

stayed approximately the same size but the region is shifted towards the back of the 

device. 

The SIMS depth profiles for Cu and Cl give insight into changes in concentrations of the 

two primary impurities in the CdTe (Figure 26). Note that the concentration value for 

each element is only valid in the CdTe region. In the region marked as CdS, the magni-

tudes of the curves can be compared but the actual concentration values are not quanti-

tative, due to only having the calibration factors for the CdTe matrix available. Also, note 

that these SIMS measurements were performed to measure bulk concentrations, thus 

100-300 nm of the back surface of the CdTe was removed with mechanical polishing. 

This back layer contained a larger amount of Cu, which would have skewed bulk CdTe 

measurements. 

For the OC-stressed device the bulk concentration of Cu is mostly unchanged, but the 

concentration near the junction is increased along with the magnitude of ion counts in 

the CdS layer. The field in the device is close to zero at open-circuit and Cui would be 

free to diffusion into these areas. CuCd is a p-type dopant in CdS and has also been 

associated with making the CdS photoconductive, which will increase the device resis-

tivity in the dark. Increased series resistance in the circuit can skew the C-V measure-

ment and cause the apparent depletion width to shrink in forward bias. In Figure 26 (b), 

Cl from the junction is diffusing towards the back of the OC-stressed device. The majori-

ty of the Cl that migrated is more likely to be in the more mobile interstitial state, which 

will highly compensate doping at the back of the device by creating the (Cli - CuCd) dou-

ble donor complex [39]. Thus, reducing doping in both the back and front of the device, 

while the middle remains relatively the same or slightly increased, will also cause the 

depletion width to shrink. This compensation of doping is also likely the primary cause 

for the reduction in VOC. 

With the SC-stressed device, there is a decrease in bulk Cu concentration from approx-

imately 1×1018 cm-3 (pre-stress) to 3×1017 cm-3 (post-stress), and the apparent carrier 

density only changes from 9×1013 cm-3 to 7×1013 cm-3. For this to occur without a signif-

icant change in carrier density, both Cui and CuCd would need to migrate out of the bulk 

CdTe. The internal field from the device being at short circuit will tend to push Cui(+) to-

wards the back, which likely reduced the p-type doping in that area. CuCd may also 

move through the exchange reaction proposed by Krasikov et al. [40]. The amount of 

Cu in the CdS layer is also reduced which possibly improved its n-type doping. The 

combination of these could have the effect of shifting the apparent depletion area to-

wards the back of the device with little change in carrier density. There was also Cl loss 

in the CdS and near the junction. The field likely impeded Cli(-) from leaving and assist-
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ed Cli(+) migration from the junction area towards the back, in contrast of the ability for 

diffusion of both ionization states of Cl in the OC-stressed device. 

 

Figure 26. Plots of the SIMS depth profiles of the Cu (a) and Cl (b) concentrations pre- 
and post-stress of a CdS/CdTe cell with Cu/C/Ni back contact at 65˚C under illumination 
at open-circuit and short-circuit. (Performed at First Solar, Inc.) 
 
The OC-stressed device experienced doping compensation at the front of the devices 

from Cu migration and at the back from Cl migration, which caused a decrease in VOC 

and FF. The SC-stressed device showed considerable Cu movement out of the bulk 

and towards the back, which caused the reduction in VOC and FF. Overall, it is very in-

teresting that these two devices experienced very different stress mechanisms and both 

yielded similar performance. However, the duration of the test period was arbitrary and 

it is likely that if the stress was continued their states would have been more distinctly 

different. For the OC-stressed device the main detrimental mechanisms were the accu-

mulation of Cu in the front junction and CdS, and Cl at the back of the device. With the 

SC-stressed device, the migration of Cu in the bulk to the back appeared to be the lead-

ing cause of degradation. 

1.2 Short-term Stress Experiments (Subtask 1.6 and 2.9) 
The short-term stress (STS) experiments were designed to study the changes that 

occur over time periods of hours as opposed to days. These experiments were de-
signed specifically for feedback for the solver. For STS experiments, only J-V data un-
der illumination at 60˚C was measured periodically for ~30 hours of the stress condition. 
All STS data is presented in the form of J-V parameters, which are normalized to the 
measured values at the initialization of the stress condition. 

The STS experimental set-up utilized a temperature-controlled stage and a standard 
solar simulator lamp for illumination. The device was in direct contact with the stage, 
which allowed for precise temperature monitoring and control of each sample. The light 
source for the light bias stress was the same used for J-V measurement and closely re-
sembled the AM1.5 spectrum. This arrangement allowed the in-situ measurements of 
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the stressed device. By measuring the performance at elevated stress temperatures, 
the effects of cyclic heating and cooling the sample for measurement were removed.  

The devices used for stress experiments were standard CdS/CdTe cells with CdCl2 
treatment, ‘low’ Cu treatment (~20% of CSU’s typical treatment time), and a Te/Ni back 
contact.  All the devices were delineated on the same substrate, and thus all had the 
same processing conditions.  They had relatively similar current-voltage curves with JSC 

of ~22.0 mA/cm2, VOC of ~761 mV, fill-factor of ~70.7%, and efficiency of 11.8% at room 
temperature. Since the as-deposited variations in parameters among the cells were sim-
ilar to the relatively small stress-induced variations, the results below are presented in a 
normalized format. 

Before measurement, all devices are pre-stress conditioned in the dark for ~15 hours at 
either 0 V or +0.7 V bias. The purpose of the precondition was to put all devices in the 
same state before stress measurement, and also compare changes during stress for 
different pre-stress states. We used 4 “standard” stress conditions: light at open-circuit 
(OC), light at short-circuit (SC), dark at 0 V bias, and dark at +0.7 V bias. Once the 
measurement period began, the light shutter was opened and a J-V curve was meas-
ured. The individual measurements took ~40 seconds each. If the device was to be 
stressed in the dark, the light shutter was immediately closed after measurement and 
light was only exposed to the sample while the J-V measurement was in progress. If 
light stress was also incorporated, the shutter remained open for the entire stress dura-
tion. For the devices stressed in the light at short-circuit, the device was shorted imme-
diately after each J-V measurement. For the devices stressed in the dark at forward bi-
as, the bias was immediately reapplied after J-V each measurement. The temperature 
for all pre-stress and stress conditions was 60˚C, which had the effect of increasing the 
diffusion coefficient of the impurity atoms. 

The internal field for cells illuminated at open-circuit and held in the dark at +0.7 V bias 
will be approximately the same and significantly less than for cells held at zero bias. 
Similarly, the internal field for cells in the light at short-circuit and for those in the dark at 
0 V bias will be approximately the same as each other and near the built-in voltage.  
Even when the internal fields are the same, there can be differences in the changes 
caused by light stress compared to dark. This is likely due to reactions from photogen-
erated carriers being created throughout the devices under light bias verses carriers on-
ly injected carriers at the back and front (or none at all for 0-V bias) for devices in the 
dark. 
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Zero Voltage Bias Precondition 

 

Figure 27. Normalized VOC (a) and fill-factor (b) over the stress period for devices with 
zero bias precondition. 
 

Figure 27 shows the normalized changes in VOC and FF over the duration of the four 
different stress conditions for the devices that were preconditioned with zero voltage bi-
as in the dark for ~15 hours.  The plots with the same symbol shape have approximately 
the same internal field (squares have a small field and triangles have a large field). For 
the dark at zero bias, there is little or no change in VOC or FF, which is likely because 
the device reached a metastable state during the identical preconditioning. However, we 
see an increase in both VOC and FF for the device that was stressed under forward bias.  
The trend of increase is actually similar to the light OC after the initial decrease ob-
served in the light-stressed device.  This may indicate a fast change in the devices 
caused by defect reactions with photogenerated carriers followed by diffusion-related 
changes that remain dominate over the remaining duration of the stress.  

The likely explanation for the increases in Figure 27 is that under a small internal field, 
interstitial Cui(+) that is pushed out of the depletion region under precondition, is able to 
move back into that area. Doping by CuCd near the junction may become compensated, 
but overall this will create a more uniform carrier density profile throughout the CdTe. 
Also, CuCd has been reported to be a recombination center in CdTe [41] and the pairing 
of Cui and CuCd may passivate the lifetime killing properties of CuCd. The simulation 
suggests that this will increase FF as seen in Figure 27.  

Recent evidence from Krasikov suggests that Cl plays a large role in doping compensa-
tion due the formation of the (Cli-CuCd) complex (a double donor) [39]. Interstitial Cl may 
exist as either a positive and negative ion. It is postulated that during precondition, Cli(+) 
may migrate to the rear of the device and reduce its doping, causing loss in both VOC 
and FF. This process is reversed once the field in reduced.  

 

 



DE-EE0006344  
Unified Numerical Solver for Device Metastabilities in CdTe Thin-Film PV 

Arizona State University 

Page 52 of 76 

Forward (0.7 V) Voltage Bias Precondition 

 

Figure 28  Normalized VOC (a) and fill-factor (b) over the stress period for devices with 
+0.7 V bias precondition. 
 

Figure 28 shows the normalized changes to VOC and FF over the duration of the four 
different stress conditions for the devices that were preconditioned with +0.7 V voltage 
bias in the dark for ~15 hours. The devices and the stress conditions are essentially 
identical to those discussed the previous section except for the different precondition. 
Beginning with the devices with low internal field (squares in Figure 28), the forward-
biased dark-stressed device shows little change in VOC and FF (as expected due to 
identical precondition). The light-stressed device also shows little change in VOC and FF 
after a small initial drop in VOC, which may be induced by photogenerated carriers. For 
the devices that had a large internal field during stress (triangles in Figure 28), both 
showed loss in VOC and FF. For the FF, both showed relatively similar degradation 
trends in FF, which hints that this was due to the migration of ions in the internal field. 
The light-stressed SC device showed an initial drop in VOC, similar to the light-stressed 
OC device, followed by a consistent decrease in VOC.  For the zero V biased device, it 
takes approximately a day for significant changes in VOC to occur, but then the degrada-
tion parallels the light-stressed SC, suggesting it is caused by the internal field pushing 
Cui and Cli ions towards the back. 

The STS data shows that a small internal field (forward bias in the dark or OC in the 
light) stress condition after a large internal field (zero bias in dark) precondition tends to 
improve both voltage and FF, especially for dark stress. It is also found that a large in-
ternal field (zero bias in the dark and SC in the light) stress condition after small internal 
field (forward bias in the dark) precondition tends to reduce both voltage and FF by simi-
lar amount. These findings also suggest a method to recover device performance loss-
es induced from long-term storage. Overall, the internal field appears to be dominant 
mechanism for change for diffusion and drift of atomic species. But, light stress after 
dark preconditions tends to show greater initial change, which is likely due to charge-
defect reactions from the photogenerated carriers. 
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2. Theoretical DFT Calculations Performed at NREL 
 
2.1  Cu and Cl-related defects in bulk CdTe (Subtask 1.2, 1.3 and 2.2) 
Cu and Cl treatments are important for CdTe solar cells to obtain high energy con-

version efficiency. However, the exact role they play is still under debate. Cu and Cl 
have been attributed to improving p-type doping of CdTe by forming shallow acceptor 
defects in bulk CdTe. It is also suggested that Cu and Cl passivate grain boundaries in 
CdTe to suppress non-radiative recombination. Here, using first-principles calculations 
within the more advanced HSE06 functional, we studied the Cu and Cl-related defects 
in bulk CdTe. 

          
 

Figure 29. Left two panels: Cu-related defects in CdTe under Cd rich condition and Cd 
poor conditions. Right two panels: Cl related defects. 

 
Figure 29 shows the defect formation energies versus Fermi levels under both Cd-rich 
and Cd-poor conditions. We see that, under Cd poor conditions, Cui and CuCd do not 
compensate each other. However, the CuCd (0/-) transition energy level is about 0.16 
eV, which is relatively deep, thus limiting the p-type dopability. The binding energy be-

tween   and   is about 0.24 eV and the binding energy between  and    

is about 0.13 eV. The energy cost to separate  to   and  is more than 2.4 

eV. Cl-related defect formation energies versus Fermi levels under both Cd-rich and Cd-
poor conditions. Although the A center (ClTe+VCd) has a relatively shallow transition en-
ergy level, its formation energy is relatively high compared to Cli after most of Cd va-
cancies are consumed. However, Cli will form compensated defects, and ClTe has rela-
tively low formation energy and acts as donor, which are not helpful for p-type doping. 
These findings confirm that Cu doping plays a crucial role for p-type doping, as CuCd it 
is clearly the most soluble acceptor-type defect. However, Cu is limited in its p-type dop-
ing efficiency due to self-compensation by pairing between substitutional CuCd and in-
terstitial Cui defects, as well as its relatively large ionization energy of 0.15 eV. The ef-
fect of Cl treatment on p-type doping is less clear from a point defect model. From the 
calculated formation energies, the equilibrium solubility should be relatively low, but sig-
nificant concentrations may occur due to non-equilibrium effects (see below). While the 
pairs of ClTe donors with Cd vacancies can act as shallow, p-type dopants, interstitial 
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Cli defects are amphoteric. Thus, Cl has only a limited effect on improving p-type doping 
and too much Cl can induce deep traps in bulk CdTe.   

 
2.2  Cu and Cl segregation and passivation at grain boundaries in CdTe (Sub-

tasks 2.2 and 2.4) 
Grain boundaries are very common in polycrystalline CdTe and their existence can 

have large effects on the introductions of impurities and the carrier recombination. 
Knowledge of impurity segregations at the grain boundaries and diffusions along and 
across the grain boundaries are requirement to better understanding of Cu and Cl dop-
ing, passivation effects, and diffusion in CdTe. 

 
Here, we selected two grain boundaries for our study. One is Σ3 (111) without wrong 
bonds and another one is Σ3 (112) with Te-Te wrong bonds (see Figure 30). These two 
grain boundaries are used to study Cu and Cl segregation and passivation and their dif-
fusions along and across grain boundaries. At the Σ3 (111) grain boundary, which is 
very similar to the bulk, the segregation is very weak. At the Σ3 (112) Te-core grain 
boundary, the segregation energy of Cui is fairly large, about 0.9 eV. The segregation is 
caused by Cu interstitial breaking the Te-Te wrong bond. At the Σ3 (112) grain bounda-
ry, the segregation energy of CuCd is about 0.5 eV. For Cl, we found that at the Σ3 (111) 
grain boundary, Cl interstitial prefers to segregate near the core mainly due to strain ef-
fects with a segregation energy of 0.2 eV. At the Σ3 (112) grain boundary, the segrega-
tion energy of Cli is about 0.9 eV because Cl interstitial can passivate two Cd dangling 
bonds. For Cl substitution of Te, our results suggest that ClTe shows no segregation in 
Σ3 (111) grain boundary as expected and ClTe has a segregation energy of about 0.9 eV 
in Σ3 (112) grain boundary because Cl substitution breaks the Te-Te wrong bond. Our 
results suggest that both Cu and Cl treatments can help passivate CdTe grain bounda-
ries, particularly for Σ3 (112). 

Two grain boundaries for our studies 

Σ3 (111) Σ3 (112)  Te core  
Figure 30. Two grain boundaries models used in our studies. 

 
2.3  Intrinsic defect properties of CdS (Subtasks 2.2 and 2.4) 
As the window layer of CdTe solar cells, CdS is expected to be entangled with 

CdTe. As a result, both the defect properties of CdS and diffusion properties in CdS are 
needed to gain full understanding of CdTe solar cells. Here, we studied the intrinsic de-
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fects in CdS using first-principles calculations within the HSE06 functional as above for 
CdTe.  

Figure 31 shows the calculated formation energies under S-rich conditions for intrin-
sic, Cu-related, and Cl-related defects. The Cd vacancy is likely to limit n-type doping in 
CdS, and the S vacancy causes a deep level below the CBM, implying that it could be a 
significant recombination center when occurring close to the CdTe/CdS interface. Cu 
and Cl treatments are important for CdTe solar cells to get high energy conversion effi-
ciencies. During the treatment or during the working process of CdTe solar cells, Cu 
and Cl have the chance to diffuse into the CdS window layer through CdTe/CdS inter-
face. As a result, it is helpful to know what kinds of defects they can form in CdS. We 
see that for n-type CdS with the Fermi energy close to the CBM, Cu would like to form 
substitutional defects rather than interstitials. The CuCd (0/-) transition energy level lies 
very deep at about 1.05 eV above the VBM of CdS, where it could trap holes. Under 
Cd-rich conditions, Cl forms the substitutional ClTe donor, thereby increasing n-type dop-
ing, whereas under S-rich conditions, it forms a defect pair with the Cd vacancy. 

   
Figure 31. Defect formation energies in CdS (S rich condition). Left panel: intrinsic de-
fects, Center panel: Cu-related defects. Right panel: Cl related defects. 

 
2.4  Ion diffusion pathways in CdTe (Subtasks 2.2 and 2.4) 
During the diffusion of Cu in CdTe, Cu interstitial will encounter Cd atoms inevitably. 

As a result, Cu interstitial will have a chance to kick the Cd away from its atomic site, 
forming the substitutional CuCd and Cd interstitials. This process will slow the diffusions 
of Cu and also contribute to the formation of CuCd defects. Figure 32 shows the calcu-
lated diffusion barriers for Cu and Cl. In p-type CdTe, Cui is +1 charged, and a CuCd

-

+Cdi
2+ pair is formed by the knock-off reaction. The barrier is about 0.6 eV, 0.12 eV 

higher than the diffusion barrier of . The back reaction, which makes Cu become 

interstitial again, has a small barrier of only about 0.15-0.20 eV. Similar as Cu, Cl can 
also knock off Te during its diffusions and form substitutional defects ClTe and Te inter-
stitials. ClTe acts as donors and thus will decrease the carrier densities in p-type CdTe. 
Te interstitials have deep levels in CdTe bandgap and thus will act as strong recombina-
tion centers. The Cl interstitial forms a bond with Te and the two atoms share one Te 
site. When the knock-off reaction happens, the Te atom bonded to Cl will be knocked 
directly forward, forming the substitutional defect ClTe and a Te-Te bond. However, an-
other activation is needed to stabilize the ClTe defect with a Te interstitial. For two differ-
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ent possibilities, we calculated similar knock-off barriers of 0.87 and 0.91 eV, respec-
tively. 

 
Figure 32. Knock-off diffusion reactions of Cu and Cl interstitials in CdTe. 

 
2.5  Non-radiative defect recombination due to Cu (Subtask 3.3) 
Due to the important roles that Cu plays in CdTe solar cells, it is of great interest to 

clarify whether and how Cu-related defects can act as both carrier providers and carrier 
killers, in particular since intrinsic CdTe defects generally have much smaller concentra-

tions (usually less than ) compared to the required Cu concentrations in CdTe 
(usually larger than ). First-principles calculation methods were combined with 

thermodynamic simulations to examine the impact of Cu-related defects in bulk CdTe.  
Although the Cui and CuCd defect levels are close to band edges, about 0.15 eV 

from the CBM and VBM, respectively, the in-gap positions indicate that they can still be 
involved in non-radiative recombination. Here, we have quantitatively calculated the 
non-radiative recombination rates of these two defects using the recently developed 
method that takes into account multi-phonon emissions under static approximations. For 
the electron trapping rate, our calculated results are  and 

 for CuCd and Cui, respectively. For the hole trapping rate, the results 

are  and  for CuCd and Cui, respectively. As ex-

pected, Cui traps electrons faster and CuCd traps holes faster. The corresponding SRH 

lifetimes due to CuCd and Cui are  and , with  

and  being the electron and hole trapping rates, respectively. Compared to the trap-

ping rate of the dominant intrinsic recombination center , the trapping rates of CuCd 

and Cui are two or three orders of magnitude smaller, i.e.,  for  versus 

 for these Cu defects. Despite this, Cu defects can still cause significant 

recombination if the concentration of Cu incorporated in CdTe is high.  
   Due to the complex roles of the annealing temperature and the Cd chemical po-
tential in determining the optimal Cu incorporation conditions in CdTe, we perform ther-
modynamic simulations. The defect concentrations are determined by the formation en-

ergies as , where  is the number of possible sites per 

volume for defect   is the degeneracy factor related to possible electron occu-

pations. By determining the self-consistent solution, we can obtain the Cu defect densi-
ties in CdTe at given chemical potentials, as well as carrier densities and Fermi levels 
assuming everything reaches equilibrium at a given incorporation temperature. By solv-
ing for the Fermi level at room temperature using the defect information at the higher 
growth/annealing temperature, we can obtain the room-temperature carrier densities. 
The results are summarized in Figure 33, showing that the defect and dopant densities 
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and the net hole density increase with increasing temperature. The result is a sharp de-
crease of the SHR lifetime at temperatures above 600 K. These results give a guideline 
how to optimize T for Cd-rich and Cd-poor conditions, so to find the best compromise 
between doping and SHR recombination. 
 

 
 
Figure 33.  (a) and (d) Fermi level and hole density, (b) and (e) Cu defect densities, (c) 
and (f) SRH carrier lifetime in annealed CdTe samples. Cd-poor case (left panel) and 
slightly Cd-poor case (right panel). 
 

2.6  The effect of spin-orbit interactions in CdTe (Subtask 3.3) 
Previous studies of defect energies, levels, and recombination rates have not explic-

itly considered the effect of spin orbit interactions. For example, the band gap of CdTe in 
HSE (25% Fock exchange) is about 1.41 eV. However, heavy Te atoms in CdTe experi-
ence strong spin-orbit coupling (SOC) effect, which would bring the valance band max-
imum (VBM) up by 0.26 eV ( 
Figure 34). This reduces the band gap, and implies that the true HSE band gap is only 
1.15 eV, significantly underestimating the experimental band gap (1.606 eV at 4 K, 
about 1.53 at RT). In order to have a band-gap closer to the experimental value, we are 
using for this work a modified hybrid functional by introducing 33% HF exchange energy 
into the standard DFT. This fully band-gap corrected calculation gives a value of band 
gap about 1.56 with the consideration of spin-orbit coupling in Te-p orbital. In addition, 
we also used the GGA-PBEsol function to get a value of lattice constant (6.48 Å) and 
this corrected lattice constant would allow us to accurately predict the structure of de-
fects, especially for defects with large relaxations. Apart from the CdTe host band struc-
ture, SOC can have considerable effects also on the defect levels, thereby having im-
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portant implications on doping and defect recombination.  We have performed SOC cal-
culations for both the modified HSE and an empirically band gap corrected DFT+U func-
tional, considering several defect and dopants, such as CuCd, and the ClTe-VCd defect 
pair (“A-center”). As shown in  

Figure 34, the acceptor ionization energy of CuCd is significantly reduced due to 
the SOC effect, and the SOC corrected value obtained in the DFT+U functional agrees 
well with the experimental value of 0.146 eV. A similar reduction is also observed in the 
HSE functional. However, this finding implies that the HSE acceptor level becomes too 
shallow when SOC is accounted for, and that the seemingly good agreement between 
non-SOC HSE and experiment is coincidental. Thus, our results suggest that future 
HSE studies need to direct more attention to properly including SOC effects in PV mate-
rials with heavy ions, such as Te. 
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Figure 34. (left) Spin-density of the charge neutral CuCd acceptor. (right) Acceptor ioniza-
tion energy in the empirically band gap corrected DFT+U functional without and with 
spin-orbit coupling.  
 

3. Theoretical and experimental investigation of Cu doping for-
mation in CdTe (First Solar) (Subtasks 2.2 and 3.3) 

 
High and stable p-type absorber doping that does not impede carrier lifetimes is one 

of the critical challenges in thin-film CdTe PV. Copper has been used for decades to 
form p-type in CdTe absorbers because of simple introduction, diffusion, and activation 
process. Unfortunately, Cu has been never reported to produce stable p-type concen-
trations above 1e15 cm-3. This raises multiple questions. For example, what are the 
reasons behind poor (~1%) activation of Cu acceptor in CdTe? Why the presence of Cl 
reduces the maximum achievable free-carrier concentration in Cu-doped devices? What 
is the impact of Cu doping on recombination losses? In the following sections, we try to 
address the above questions.  

3.1 Role of cation interstitials byproducts in suppressing p-type doping (Sub-
task 2.2) 

Cd vacancies are known to can act as acceptors in CdTe. In the following discus-
sion, however, we assume that at RT their concentration in thin-film CdTe could be ne-
glected due to unintended Group I impurities that would occupy such vacancies on post-
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deposition cooldown. Therefore, the most basic mechanism of Cu doping formation in 
CdTe could be represented by a set of three reactions summarized in Eq. (39). Reac-
tion (a) in Eq. (39) represents an exchange reaction in which interstitial Cu ion replaces 
Cd atom on cation site.  In (b), interstitial and substitutional Cu form a neutral complex. 
In (c), interstitial Cd byproduct is removed from the system either by segregation or 
evaporation. 
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  (39) 

Due to electrostatic attraction between ionized Cu acceptor and mobile interstitial do-
nors, the balance of reaction (a) in Eq. (39) is strongly shifted toward the left-hand side, 
and the balance of (b) is strongly shifted toward the right-hand side. Moreover, it is easy 
to see that neither (a) and (b) in Eq. (39) can lead to uncompensated p-type doping. It is 
also worth noting that if interstitial Cd byproducts formed in (a) can be removed from the 
system, eventually all the interstitial Cu can be accommodated on cation sites forming 
stable p-type doping. Therefore, efficient removal of Cd byproducts is the crucial com-
ponent in Cu p-type doping formation in CdTe. Abbreviated mechanism given in Eq. 
(39) is illustrated in the diagram shown in Figure 35. 
 

 

 

Figure 35: Abbreviated mechanism of p-type doping formation in Cu-doped CdTe. 

Low-level parameters used to solve corresponding reaction-diffusion system were cal-
culated from the 1st principles using MedeA-VASP (HSE06, 216 atoms). Calculated re-
action barrier of Cu-Cd exchange reaction is shown in Figure 36, and relevant diffusion 
barriers are shown in Figure 37. 
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Figure 36: Abbreviated mechanism of p-type doping formation in Cu-doped CdTe. 
 

 
 

  

Figure 37:  Calculated diffusion barriers of interstitial species participated in mechanism 
given by Eq. (39). 

Proposed mechanism was verified by both numerical simulation using developed 1D 
solver (Figure 38) and experimentally using special treatment that facilitated efficient 
removal of Cd interstitials during Cu diffusion activation anneal (Figure 39). 

 

 

Figure 38: Simulation of Cu doping activation in chlorine-free CdTe using 1D solver 
developed in the project. 
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Figure 39: Experimental Cu doping activation in chlorine-free CdTe. Very high and sta-
ble Cu doping was activated experimentally by facilitating Cdi removal during 30min an-
neal @ 250⁰C. 

 
3.2   Impact of Cu-related complexes on carrier lifetime in CdTe devices (Sub-

task 2.2) 
Possible impact of Cu-related defects and complexes on carrier lifetime in Cl-free 

CdTe was investigated using electronic capture cross-sections calculated for these spe-
cies by Ji-Hui (NREL). Four different Cu-related species have been analyzed in terms of 
their impact on electron lifetime in p-type CdTe: [CuCdCui], CuCd, Cui, and [CuCdCdi]. As 
shown in Figure 40(a), the latter two species may cause significant reduction of electron 
lifetime (down to 1ns for concentrations at 1e17cm-3 level); however, at RT, they tend to 
form a benign [CuCdCui] complex. On the other hand, at field operation in hot climates 
(e.g., film temperature above 55⁰C), the concentrations of free Cui, can grow significant-
ly, limiting the electron lifetime within 20 ns. Concentration dependence of lifetime-
harmful Cu-related defects is shown in Figure 40(b). 

 

(a)      (b)  

 
Figure 40. Analysis of possible carrier lifetime impact of Cu-related species in Cl-free 
CdTe. (a): Electron lifetime in p-type CdTe as a function of defect concentrations; (b): 
Temperature dependence of Cu-related species in Cl-free CdTe. 
 



DE-EE0006344  
Unified Numerical Solver for Device Metastabilities in CdTe Thin-Film PV 

Arizona State University 

Page 62 of 76 

3.3  Role of Cl-related complexes in suppressing p-type doping concentration 
and stability (Subtasks 2.2 and 3.2) 

The most significant, although unexpected challenge in achieving high and stable p-
type doping in CdTe arises from Cl treatment used in thin-film CdTe processing to im-
prove as-deposited film quality by recrystallization and passivation of extended defects. 
The same Cu diffusion/activation process demonstrated in Cl-free CdTe to form a stable 
p-type doping in excess of 1×16 cm-3 resulted in order of magnitude lower p-type con-
centration when applied to chlorinated CdTe films. Moreover, as illustrated in Figure 41, 
the p-type doping formed in chlorinated CdTe films also shows poor stability losing 80% 
of its original value in just 3 days of 95⁰C light soak. 
 

 

Figure 41: Impact of Chlorine on the amount and stability of Cu-based p-type doping in 
CdTe. Same process used to achieve high and stable 1e16cm-3 p-type in Cl-free devic-
es, results in 50x smaller concentrations in chlorinated films. 
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Figure 42: Ionization levels of the most favorable complexes in Cu-doped chlorinated 
CdTe with respect to VBM. The double lines indicate the amphoteric (donor-acceptor) 
levels. The complexes with strong atomic configuration changes are marked in bold, 
and the dashed rectangles indicate the corresponding ionization levels. 
 

 
Figure 43: Sankey diagram qualitatively showing the defect evolution during Cl treat-
ment and Cu doping stages. Exact concentrations and flows of defects depend on ex-
perimental conditions.  

Theoretical investigation that followed up this unanticipated result revealed that due to 
its amphoteric nature, Cl becomes not only the ultimate passivant of lifetime killing de-
fects, but also the major challenge in achieving high and stable p-type doping. High-
temperature Cl treatment of CdTe films facilitates formation of multiple point defects and 
defect complexes, most of which become compensating donors in p-type material. Ioni-
zation levels of the most favorable complexes in Cu-doped chlorinated CdTe system 
calculated over the course of PREDICTS project are summarized in Figure 42. Overall 
defect evolution in Chlorinated Cu-doped CdTe could be schematically illustrated by a 
Sankey diagram shown in Figure 43. 
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3.4  Experimental and theoretical investigation of bulk Cl concentration in thin-
film CdTe and grain boundary segregation (Subtask 2.9) 

From obvious consideration, impact of Cl-related defects and complexes on the 
amount and stability of achievable p-type doping would strongly depend on their con-
centration in the grains of thin-film CdTe. Unfortunately, even ToF SIMS (time-of-flight 
secondary ion mass spectroscopy), the highest resolution technique of measuring vol-
ume concentration of atomic species is unable to provide a reliable value for Cl concen-
tration in the grain bulk. ToF SIMS can operate in two modes: depth profiling and sur-
face mapping. In depth profiling mode, a relatively large surface (thousands of square 
micrometers) is bombarded by heavy ions and sputtered material is analyzed by the de-
tector. This mode can provide the best resolution (parts per billion) in single crystals; 
however, it does not provide sufficient lateral resolution that is critical for thin films with 
the grain size in the order10 µm, and concentration of impurities in the GBs may exceed 
grain bulk concentrations by several orders of magnitude. Therefore, ToF-SIMS meas-
urement in depth profiling mode yields integrated volume concentration dominated by Cl 
segregated at the grain boundaries. In the surface mapping mode, the technique pro-
vides an excellent sub-µm lateral resolution; however, due to low intensity of the probing 
ionic beam, signal intensity is weak, causing much coarser detection limit. In order to 
overcome these limitations and have sufficiently accurate estimate of grain bulk Cl con-
centration in thin-film CdTe, we’ve developed a wet etching technique that allows to re-
move grain boundary together with segregated Cl. After the etching and refilling the ex-
posed boundaries with semiconductor-grade photoresist, we used ToF-SIMS in depth 
profiling mode to measure bulk Cl concentration. This experiment allowed us to estab-
lish the upper limit of the bulk concentration of 1×1017 cm-3. Microscopic images of a 
thin-film CdTe sample after the removal of grain boundaries and refilling them with pho-
to-resist are shown in  

Figure 44. The 1e17cm-3 estimate of the upper limit for the bulk Cl concentration be-
came consistent with our measurements performed in single-crystal CdTe thermody-
namic estimates overlapped with CV doping profiles obtained from Cu-doped chlorinat-
ed thin-film CdTe devices shown in Figure 45. It should be noted, that measured atomic 
concentration of Cl exceeds by orders of magnitude the equilibrium Cl concentration in 
CdTe crystals calculated from the first principles based on the chemical potential of 
CdCl2 (Figure 46a). 
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Figure 44: Areal view (left) and cross-section (right) of thin-film CdTe sample after the 
removal of grain boundaries and refilling them with photo-resist. 

 

Figure 45: Thermodynamic estimate of free carrier concentration in Cu-doped chlorinat-
ed sample at different bulk Cl concentrations overlaid with a region of typical measured 
CV doping in such devices (left), and Cl doping profiles measured in chlorinated SX-
CdTe samples (right). 

We may consider several explanations for such a contradiction between theoretical es-
timate and the experiment. First, the system may be still not in equilibrium after relative-
ly quick CdCl2 treatment at above 400⁰C and even quicker quench down to the RT. In 
addition, after the CdCl2 treatment and following quench, grain boundaries surrounding 
the grains contain significant quantities of Cl-containing solid phases, chemical potential 
of which may exceed that of CdCl2. It only takes 0.7eV difference in chemical potential 
between CdCl2 and frozen Cl-containing phases at GBs for thermodynamic estimate to 
match the experimental data (Figure 46b). 

(a)       (b)  

 
Figure 46: a) Equilibrium Cl concentration in CdTe based on the known chemical poten-
tial of CdCl2 (S. Lany, NREL), and b) equilibrium concentrations in the same system 
with chemical potential of Cl increased by 0.7eV. 
 



DE-EE0006344  
Unified Numerical Solver for Device Metastabilities in CdTe Thin-Film PV 

Arizona State University 

Page 66 of 76 

 

Figure 47: High-resolution TEM image of Cl segregated in phases along CdTe grain 
boundaries after high-temperature chlorination. 
 

3.5 Experimental study of Cu diffusion and segregation in thin-film CdTe (Sub-
task 2.9) 

1D simulation studies performed using developed kinetic solver and low-level pa-
rameters of Cu-related species calculated for from the 1st principles suggest that intersti-
tial Cu ions can diffuse in CdTe crystal even at RT resulting in flat atomic profile in 
minutes. Since a typical processing temperatures required to achieve p-type doping ex-
ceeds 200C, we ran an experiment designed to verify this prediction. Three polished 
undoped thin-film CdTe sample were submerged to CuCl2 solution for 1hr at RT, rinsed, 
and re-polished to remove excess Cu segregated at the film surface. One of the sam-
ples was then measured by ToF-SIMS in depth profile mode. To eliminate possibility 
that Cu has propagated through and segregated at the GBs, the second sample was 
used to remove/refill the GBs (see Figure 47 and description), and measured with ToF-
SIMS. Atomic Cu profiles in both samples virtually overlapped yielding average concen-
tration of 3-4e16cm-3, and suggesting that Cu does not segregate at the GBs. The third 
sample was exposed to a standard Cu activation anneal resulting in CV-measured free 
carrier concentration of 2e15cm-3, meaning that amount of Cu diffused into the film at 
RT was sufficient to achieve desirable p-type concentration. 

 

Conclusions:   

In summary, we have implemented (in MATLAB) self-consistent 1D and 2D numerical 
solvers for simulating defects reactions and migration in CdTe material. We have veri-
fied the 1D solver using the widely used code for solar cell simulation (SCAPS) as well 
as the experimental data on Cu penetration into CdTe. By doing so, we have shown that 
the Cu penetration mechanism based on the Cu-Cd exchange reaction and implement-
ed in 1D reaction-diffusion solver is able to reproduce the experimental dependence of 
Cu profiles in CdTe on the annealing temperature and time. 

Using the developed 1D reaction-diffusion solver, we have revealed the new mech-
anism of a transient response of CdTe-based solar cell to the applied light-bias condi-
tions. According to our simulations, the experimentally observed performance en-
hancement under illumination and/or applied forward bias may be, at least partially, 
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caused by the migration of defects changing the distribution of doping profile in the ab-
sorber. 

 Based on simulation results, we discuss the possible explanations for limited incor-
poration and compensation mechanisms of Cu dopants inside CdTe bulk as well as the 
possible defect migration mechanisms beyond the simple diffusion of interstitials. We 
expect that the discrepancies between simulations and experiments will be reduced by 
inclusion more detailed defect chemistry models with all important defects and interac-
tions between them and making use of more complicated 2D simulation framework that 
includes the effects of grain boundaries. 
 
 

Path Forward:   

Here we propose development of advanced models for CdTe, describing capture/ emis-
sion/recombination phenomena relevant to multivalent dopants, amphoteric centers, 
and donor-acceptor pairs. These models, incorporating grain bulk, grain boundaries, 
and hetero-interface properties, will be implemented in a self-contained simulation tool 
that will drastically reduce interpretation ambiguity and, for the first time, allow for pre-
dictive design of TFPV devices. We envision the proposed solver as a flexible platform 
open for extension beyond the scope of the current project. We envision that upon suc-
cessful demonstration for CdTe, both the advanced models and the implementation of 
the solver could serve as a template to address the needs in similar materials.  Ulti-
mately, the shell of such a solver will be available open-source with an expanded user 
base within TFPV community, promoting reusability and improvements as well as facili-
tating overall progress in photovoltaic power generation by reducing R&D cost. 
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ska, C. Ringhofer and J. Sites, “Cu Migration and its Impact on the Metastable Behavior of 
CdTe Solar Cells”, in Proceedings of the 42nd IEEE Photovoltaic Specialists Conference, 
2015. 

• (best poster award) A. Moore, T. Fang, J. Sites, "Cu profiles in CdTe solar cells," in Pro-
ceedings of the 42nd IEEE Photovoltaic Specialists Conference, 2015. 

• Da Guo, Daniel Brinkman, Richard Akis, Dmitry Krasikov, Igor Sankin, Dragica Vasileska and 
Christian Ringhofer, “Numerical Simulation of Copper Migration in CdTe Solar Cells”, pre-
sented at IMAPS: 12th International Conference and Exhibition on Device Packaging, Pub-
lisher: IMAPS-International Microelectronics and Packaging Society, (3 pages) (2016). 

• Da Guo, Richard Akis, Daniel Brinkman, Dragica Vasileska and A. Moore, “Preditive Simula-
tion of Defect Migration and Metastabilities in CdTe Solar Cells”, presented at the 2016 IEEE 
International Reliability Physics Symposium (IRPS), Reliability Physics Symposium (IRPS), 
2016 IEEE International, 3C-1-1-3C-1-5. 

• D Guo, R Akis, D Brinkman, A. Moore, YH. Yang, D. Krasikov, I. Sankin and D. Vasileska, 
“Using Diffusion-Reaction Simulation to Study the Formation and Self-Compensation Mecha-
nism of Cu Doping in CdTe”, Photovoltaic Specialists Conference (PVSC), 2016 IEEE 43rd, 
1964-1967. 

• R Akis, D Brinkman, D Guo, D. Vasileska and C. Ringhofer, “A 2D diffusion-reaction CdTe 
solar cell simulator that includes active defects and grain boundaries”, Photovoltaic Special-
ists Conference (PVSC), 2016 IEEE 43rd, 2127-2131.   

• D. Guo and D. Vasileska, “Modeling of light soaking effect in CdTe Solar Cells”, In the Pro-
ceedings of the 16th NUSOD Conference, pp. 181-182, 2016. Invited to present a BLOG as 
one of the 10 best papers in the conference. 

• D Guo, A Moore, D Krasikov, I. Sankin and D. Vasileska, “A Comprehensive Study of Light 
Soaking Effect in CdTe Solar Cells”, in Proceedings of the Photovoltaic Specialists Confer-
ence (PVSC), 2017 IEEE 44th. 

 
1.4 Conference Presentations 

 
• (best poster) D. Guo, R. Akis, D. Brinkman, I. Sankin, T. Fang, D. Vasileska and C. Ring-

hofer, “Cu Migration in Polycrystalline CdTe Solar Cells”, IMAPS: 10th International Confer-
ence and Exhibition on Device Packaging, Radisson Fort McDowell Resort and Casino 
Scottsdale/Fountain Hills, Arizona USA, March 11-13, 2014. 

• D. Brinkman, C. Ringhofer, R. Akis, D. Guo, D. Vasileska, T. Fang and I. Sankin, “Grain 
Boundary Diffusion”, presented at the (IMA) Hot Topics Workshop: "Mathematics at the Inter-
face of Partial Differential Equations, the Calculus of Variations, and Materials Science", Min-
neapolis, MN, May 21-23, 2014.  
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• D. Vasileska, I. Sankin, S. Wei, J. Sites and C. Ringhofer, “Unified Numerical Solver for Mod-
eling Metastabilities in CdTe Photovoltaics“, SunShot Grand Challenge Summit and Peer Re-
view 2014, May 19-22, 2014 – Hilton, Anaheim, CA.  

• D. Guo, R. Akis, D. Brinkman, I. Sankin, T. Fang, D. Vasileska and C. Ringhofer, “One-
Dimensional Reaction-Diffusion Simulation of Cu Migration in Polycrystalline CdTe Solar 
Cells”, 40th IEEE Photovoltaic Specialists Conference, June 8-13, 2014, Denver, CO.  

• R. Akis, D. Brinkman, I. Sankin, T. Fang, D. Guo, D. Vasileska, and C. Ringhofer, “Extracting 
Cu Diffusion Parameters in Polycrystalline CdTe”, 40th IEEE Photovoltaic Specialists Confer-
ence, June 8-13, 2014, Denver, CO.  

• R. Akis, D. Brinkman, I. Sankin, T. Fang, D. Guo, D. Vasileska, and C. Ringhofer, “Modeling 
Copper Diffusion in Polycrystalline CdTe Solar Cells”, IWCE 2014, June 6-9th, 2014, Paris, 
France.  

• D. Guo, R. Akis, D. Brinkman, I. Sankin, T. Fang, D. Vasileska and C. Ringhofer, “CdTe Solar 
Cells: The Role of Copper”, IWCE 2014, June 6-9th, 2014, Paris, France.  

• D. Vasileska, “Reliability Modelling of CdTe Photovoltaics”, 2014 Workshop on Innovative 

Nanoscale Devices and Systems (WINDS), November 30-December 5, 2014, Hapuna Beach 

Prince Hotel, Kohala Coast, Hawaii, USA. 

• S.-H. Wei, “Diffusion of Interstitial Defects in Semiconductors: The Case in CdTe”, The Inter-

national Conference on Physics and Chemistry of Surfaces and Interfaces, Salt Lake City, 

UT, January 18-22, 2015 (Invited talk). 

• S.-H. Wei, J. Ma, J.-H. Yang, J. Kang, “Diffusion of Interstitial Defects in CdTe”, The Ameri-

can Physical Society March Meeting, San Antonio, TX, March 2-6, (2015). 

• S.-H. Wei, “First-principles Study of Defects in Solar Cell Absorbers: The Case of CdTe”, The 

2015 MRS Spring Meeting, San Francisco, CA, April 6-10, 2015 (Invited talk). 

• D. Guo, R. Akis, D. Brinkman, A. Moore, T. Fang, I. Sankin, C. Ringhofer, S.-H Wei and D. 

Vasileska, “Cu Migration and its Impacts on the Metastable Behavior of CdTe Solar Cells“, 

The 2015 MRS Spring Meeting, San Francisco, CA, April 6-10, 2015 (Invited talk). 

• D. Vasileska, “Reliability Modeling of CdTe Photovoltaics”, SOLAR-TR3, Ankara, Turkey 

April, 2015. (Invited talk) 

• S.-H. Wei, “First Principles Study of Defect Control in Solar Cell Materials”, International Pho-

tonics and Optoelectronics Meetings, Wuhan, China, June 16-18, 2015 (Invited talk). 

• R. Akis, D. Brinkman, D. Guo, D. Vasileska, and C. Ringhofer, “Simulating Cl Diffusion in 
Polycrystalline CdTe”, 42nd IEEE Photovoltaic Specialists Conference, June 14-19, 2015, 
New Orleans, LA. 

• (best poster award) D. Guo, R. Akis, D. Brinkman, A. Moore, T. Fang, I. Sankin, D. Vasile-
ska, C. Ringhofer and J. Sites, “Cu Migration and its Impact on the Metastable Behavior of 
CdTe Solar Cells”, 42nd IEEE Photovoltaic Specialists Conference, June 14-19, 2015, New 
Orleans, LA. 

• (best poster award) A. Moore, T. Fang, J. Sites, "Cu profiles in CdTe solar cells," 42nd IEEE 

Photovoltaic Specialists Conference, June 14-19, 2015, New Orleans, LA. 

• D. Vasileska, “Modeling Reliability of CdTe Photovoltaics”, DOE/NREL HOPE, Golden, CO, 

July 19-25, 2015. 

• D. Guo, D. Brinkman, T. Fang, R. Akis, I. Sankin, D. Vasileska and C. Ringhofer”, “Diffusion-

Reaction Modeling of Cu Migration in CdTe Solar Cells”, IWCE 2015, West Lafayette, IN, 

Sept. 2-4, 2015. 

• D. Vasileska, “nanoHUB in Research”, 2nd nanoHUB users conference, West Lafayette, IN, 

September 1st, 2015. 

• D. Guo, “Understanding Cu Migration in CdTe Solar Cells”, APS Four Corners Section, Octo-

ber 16-17, 2015. 
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• S.-H. Wei, “Defect Control in CdTe Solar Cells”, The 5th International Workshop on Quantum 

Energy, Hangzhou, China, October 13-16, 2015. 

• D. Vasileska, “Computational Electronics and Optoelectronics”, UFRGS, Porto Alegre, Brazil. 

• (invited talk) D. Vasileska, Metastable behavior of CdTe Solar Cells Due to Coper Migra-

tion”, November 2015, Rutgers University. NJ  

• (invited talk) Da Guo, Richard Akis, Dragica Vasileska, Daniel Brinkman, Christian Ring-
hofer, Andrew Moore and Igor Sankin, “Modeling Reliability and Metastability of CdTe Photo-
voltaics”, presented at the International Symposium on Advanced Nanodevices and Nano-
technology, Nov. 29 - Dec. 4, 2015, Waikoloa, Hawaii. 

• Andrew Moore and James Sites, Dependence of stability for CdTe solar cells,” NREL Photo-
voltaic Module Reliability Workshop, Golden, CO, February 2016. 

• (oral talk) D. Guo and D. Vasileska, “Numerical Simulation of Copper Migration in CdTe So-
lar Cells”, IMAPS Conference, March 2016, Fountain Hills, AZ. 

• (oral talk) D. Guo, R. Akis, D. Brinkman, D. Vasileska, A. Moore, “Predictive Simulation of 
Defect Migration and Metastabilities in CdTe Solar Cells”, in presented at the 2016 IRPS con-
ference, Pasadena, CA, April 2016. 

• R. Akis, D. Brinkman, D. Guo, D. Vasileska, and C. Ringhofer, “A 2D diffusion-reaction CdTe 
solar cell simulator that includes active defects and grain boundaries”, 43rd Photovoltaics 
Specialists Conference, Portland, OR, June 2016.  

• (oral talk) D. Guo, R. Akis, D. Brinkman, A. Moore, D. Krasikov, I. Sankin, C. Ringhofer and 
D. Vasileska, “Using Diffusion-Reaction Model to Study Cu in Single Crystal CdTe”, 43rd Pho-
tovoltaics Specialists Conference, Portland, OR, June 2016. 

• (oral talk) Andrew Moore and James Sites, “Stability of CdTe solar cells with various back 
contact methods,” 43rd Photovoltaics Specialists Conference, Portland, OR, June 2016.  

• (oral talk) D. Guo and D. Vasileska, “Modeling of light soaking effect in CdTe Solar Cells”, 
NUSOD, July 2016, Sydney, Australia. 

(in the top 10 papers out of 114 papers – made a Blog) 
• (keynote talk) D. Vasileska and D. Guo, “Modeling Metastability and Reliability of CdTe So-

lar Cells”, IEEE NANO 2016 Conference, September 2016, Sendai, Japan. 
• (oral talk)  D. Guo and D. Vasileska, “Understanding self-compensation mechanisms of Cu 

doping in CdTe”. PVSEC Singapore (financed from my local account) 
• (invited talk) D. Vasileska and D. Guo, “Predictive Modeling of CdTe Solar Cells for Higher 

Efficiency and Larger Reliability”. WINDS 2016, Kona, HI, December 4-9, 2016. 
• (invited talk at Spring MRS Meeting 2017) Dragica Vasileska, Igor Sankin, Da Guo, Daniel 

Brinkman, Christian Ringhofer, Andrew Moore, James Sites, “Metastability and Reliability of 
CdTe Solar Cells”. 

• (invited talk at Spring MRS Meeting 2017) Igor Sankin, Dmitry Krasikov, Andenet Alemu, 
Christian Ringhofer, Da Guo, Daniel Brinkman, Dragica Vasileska, Markus Gloeckler, “Com-
prehensive Solution for Defect Chemistry in II-VI Photovoltaics”. 

• (contributed talk at Spring MRS Meeting 2017) Dmitry Krasikov, I. Sankin, A. Alemu, “In-
fluence of Defects Interactions on the Properties of CdTe:Cl,Cu Solar Cell Absorber”. 

• (contributed talk at Spring MRS Meeting 2017) Andrew Moore, Tao Song, Christina Mof-
fett, James Sites, “Improved CdTe Solar-Cell Performance with An Evaporated Te Layer be-
fore the Back Contact”. 

• (poster at Spring MRS Meeting 2017) Da Guo, Abdul Shaik and Dragica Vasileska, “Using 
Diffusion-Reaction Simulation to Study Light Soaking Effect in CdTe Solar Cells”. 

• (contributed talk) Jie Pan, W. Matzger, S. Lany, “First principles investigations of defect-
mediated carrier recombination centers in cadmium telluride”, Mar 15, 2017, APS March 
Meeting. 

• (invited lecture at UNSW) D. Vasileska, “Modeling Metastability and Reliability of CdTe So-
lar Cells”, UNSW, Sydney, Australia (sponsored from ASU Alliance PluS funds). 

• D. Vasileska, A. Shaik, D. Guo, C. Ringhofer, D. Brinkman, D. Krasikov and I. Sankin, “Uni-
fied Numerical Solver for Modeling Metastability and Reliability of CdTe Solar Cells”, Interna-
tional Workshop on Computational Nanotechnology (IWCN), 5-9 June 2017, Low Wood Ho-
tel, Windermere, UK. 
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• (poster) D Guo, A Moore, D Krasikov, I. Sankin and D. Vasileska, “A Comprehensive Study of 
Light Soaking Effect in CdTe Solar Cells”, in Proceedings of the Photovoltaic Specialists Con-
ference (PVSC), 2017 IEEE 44th. 

 
 

2. Awards 
 

• Studend Best Poster Awards at the 2014 IMAPS Conference, Fountain Hills, AZ: 
Cu Migration in Polycrystalline CdTe Solar Cells, D. Guo, Arizona State Universi-
ty (R. Akis, D. Brinkman, D. Vasileska, Arizona State University; I. Sankin, T. Fang, 
First Solar) 

• (best poster award) D. Guo, R. Akis, D. Brinkman, A. Moore, T. Fang, I. Sankin, D. 
Vasileska, C. Ringhofer and J. Sites, “Cu Migration and its Impact on the Metastable 
Behavior of CdTe Solar Cells”, 42nd IEEE Photovoltaic Specialists Conference, New 
Orleans, 2015. 

• (best poster award) A. Moore, T. Fang, J. Sites, "Cu profiles in CdTe solar cells," 
42nd IEEE Photovoltaic Specialists Conference, New Orleans, 2015. 

 
• Andrew Moore attended the HOPE Workshop for Summer of 2014. 

 
• Da Guo attended the HOPE Workshop for Summer of 2015. 

 
• 3rd Poster Place: D. Vasileska (Arizona State University), A. Shaik, D. Guo, C. 

Ringhofer, D. Brinkman, D. Krasikov, I. Sankin, “Unified numerical solver for model-
ing metastability and reliability of CdTe solar cells”, NREL/SNL/BNL PV Reliability 
Workshop, February 28-March 2nd, 2017. Lakewood, Colorado. 

 
 

3. Dissemination of Tools on www.nanoHUB.org (Subtasks 1.7, 1.8, 
2.8, 3.6 and 3.7) 

 
During the course of the project, we have disseminated two tools on 
www.nanoHUB.org: 
 

- 1D Unified Solver 
- 2D Unified Solver 

http://www.nanohub.org/
http://www.nanohub.org/
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