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This project aimed to study and map interactions between components of hybrid
nanodevices using a novel scanning probe approach. To enable this work, we
initially constructed a flexible experimental apparatus allowing for simultaneous
scanning probe and confocal optical microscopy measurements. This setup was
first used for all-optical measurements of nanostructures, with the focus then
shifting to hybrid devices in which single coherent electron spins are coupled to
micron-scale ferromagnetic elements, which may prove useful for addressing single
spins, enhanced sensing, or spin-wave-mediated coupling of spins for quantum
information applications. A significant breakthrough was the realization that it is
not necessary to fabricate a magnetic structure on a scanning probe - instead a
ferromagnetic vortex core can act as an integrated, solid state, scanning probe. The
core of the vortex produces a very strong, localized fringe field which can be used
analogously to an MFM tip. Unlike a traditional MFM tip, however, the vortex core is
scanned within an integrated device (eliminating drift), and can be moved on vastly
faster timescales. This approach allows the detailed investigation of interactions
between single spins and complex driven ferromagnetic dynamics.

1. Optical spectroscopy of quantum dots at room temperature

We have used the optical spectroscopy capabilities of our scanning probe/optical
microscopy system to measure photoluminescence (PL) dynamics of individual
semiconductor nanocrystal quantum dots (NCQDs). Because these materials provide
a flexible platform for controllable, room-temperature confinement of individual
electrons, they are of significant interest for opto-electronics and photovoltaics. One
of the significant advantages of the spectroscopy system constructed at the
beginning of this project is that the pulsed excitation source can be automatically
tuned in both energy and power. (This is accomplished by using a broad-spectrum
supercontinuum pulsed light source, in addition to several motorized, graded
neutral density and edge pass filters). This allows us to vary excitation energy and
intensity while studying single quantum dots. This differs from previous
experiments, which typically did not have the capability to scan the excitation
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[1,2]. Furthermore, by repeating
this measurement on a number of
NCQDs, we can learn about the
dot-to-dot variation in these
quantities. Figure 1a shows typical
data from this photoluminescence
excitation measurement. As the
excitation energy is swept, the
emission intensity changes in a
non-monotonic fashion. (Changes

Figure 1. (a) PL counts vs. excitation energy for a single in the blinking rate are also visible
nanocrystal quantum dot. (b) PL-excitation spectrum for a h Wh ..
single QD, compared to ensemble absorption spectrum. (c) ere-) en we extract emission

Single quantum dot blinking at increasing excitation intensity vs. excitation energy we
intensity. can observe several peaks that are

obscured in ensemble absorption
measurements (Fig. 1b). We have analyzed the positions and widths of these peaks
in approximately 40 quantum dots. By comparing the energies of the peaks to
effective mass calculations, we can understand the electronic states involved in
these transitions. We find that the broadening of these transitions arises from
thermal broadening and from spectral diffusion due to the time-dependent
variations in the local charge environment. The dot-to-dot variation in transition
energy is caused by the quantum dot size and shape inhomogeneity within the
ensemble. Interestingly, we have found that the strength of these mechanisms is not
the same for different transitions, nor is it even monotonically increasing with
energy. Instead, it depends on the sensitivity of the transition energy to changes in
the confining potential, which depends on the details of the quantum size levels
involved in the transition.

We have used the ability to sweep excitation intensity while monitoring
single quantum dot emission to study the PL intermittency (blinking) vs. excitation
rate. This effect can be seen in Fig. 1¢, where as the excitation intensity is increased
(and also the excitation rate), the emission turns on and off more rapidly. The
blinking effect has been ascribed to charging and uncharging of the NCQD, which
occurs as the local electrostatic environment fluctuates. The times between blinking
events show power law statistics with an exponential cut-off, which can be
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understood using a model of reaction rate kinetics. These models depend on several
parameters, such as the energy of defect trap states, which are not well understood.
By measuring blinking statistics vs. excitation rate, we can obtain a measurement of
these parameters in an individual quantum dot. This measurement has been
repeated on approximately 100 quantum dots yielding the mean and typical
distribution of these parameters of interest.

We have also studied the coupling of quantum dots to a plasmonic
nanocavity, in collaboration with the Strangi group at CWRU [3]. In this work,
hollow metal nanopillars are fabricated, and with integrated nanocrystal quantum
dots. We found that the excitons in the quantum dots couple to the plasmonic
resonances in a novel way, resulting not in the expected amplified stimulated
emission, but in an enhanced spontaneous emission. This is manifested by a reduced
emission lifetime, in the absence of linewidth narrowing. Such an effect may find
application for switchable photonic devices.

2. Mapping magnetization dynamics
in driven micromagnets

data sim

A major achievement in this project was
the development of a straightforward,
highly sensitive technique for mapping
the response of domain structure in
micromagnets to an applied AC
magnetic field [4]. This was critical for
the ultimate plan of studying coupling
of these driven micromagnets to
confined spins. We have fabricated
micron and sub-micron ferromagnetic
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Figure 2. (a) Optical micrograph of permalloy disks on and the sample is scanned with a nano-

a stripline. (b) Map of 3-D magnetization response of a

2nm disk to an AC magnetic field in the y-direction. (c)
Amplitude of central x-component signal vs. AC field
strength. Insets show magnetization response map at
selected driving voltages.

positioning stage, resulting in spatial
resolution of approximately 300 nm.
Typical data is shown in Fig. 2b. These
experiments have uncovered new
behavior of the magnetization dynamics



in these structures.

An important factor in magnetization dynamics is the tendency for a domain
wall or vortex core to be pinned at defects. Instead of translating the vortex
continuously, an applied field causes the vortex core to jump from one pinning site
to another. The standard assumption is that the magnetic texture is completely rigid
while pinned between jumps. Our dynamic differential probing technique results in
a very sensitive measurement of the magnetization, and reveals the response of the
magnetization while a vortex core is pinned. Away from the core, we see a rotation
of the in-plane magnetization. We also observe a tilting of the out-of-plane core
magnetization while it is pinned.

Our measurements have also allowed us to map out the pinning dynamics as
the vortex is translated across the sample. As we increase the strength of the driving
magnetic field, we see a strongly nonlinear response in the measured images (Fig.
2c¢), with a sudden jump corresponding to the depinning of the vortex core. As we
translate the vortex with a bias magnetic field, we can observe the vortex core
switching from one pinning site to the next, and measure the pinning strength.
Additionally, we have been able to measure the effects of thermal fluctuations on the
depinning process. By pushing the system close to a depinning transition, and
varying the dwell time under those conditions, we can measure the probability for a
thermally-activated depinning transition to occur. These results are of key
importance in studying and controlling interactions between these systems and
confined spins.

3. Imaging the pinning potential for ferromagnetic vortices

The sensitive magneto-optical microscopy technique described above was extended
into a method for mapping the effective pinning potential through which a vortex
core moves [5]. While sweeping the amplitude of an applied AC magnetic field up
and down, we can measure the resulting displacement of the vortex core. We see
multiple pinning and depinning events, as well as hysteresis in the different sweep
directions. Fig. 3(a) shows two examples of hysteresis loops with AC field in the y-
direction, and with different static magnetic fields in the x-direction. By identifying
the endpoints of the pinned regions on these plots, we can extract an effective 1-D
vortex pinning potential. Previously this type of hysteresis has only been observed
at low temperature using a complicated micromechanical technique. Here, we are
able to see the same thing at room temperature due the faster effective
measurement time in our AC technique. The increased speed and simplicity of our
technique allows us to repeat these measurements at many values of a static
magnetic field, thereby raster scanning the vortex across the disk, mapping out
successive lines of the pinning potential as we go. Fig. 3(b) shows such a map of the
vortex pinning potential in the central region of a 2-pm-diameter, 30-nm-thick
Permalloy disk. Each line is an effective 1-D pinning potential along the x-direction
extracted from a hysteresis loop at a different static field used to sweep the vortex in
the y-direction. The most surprising result is that instead of just individual localized
pinning “sites,” we also see extended lines of pinning. This suggests that the pinning



occurs at grain boundaries, overturning the typical zero-dimensional picture of
pinning in these materials.
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Figure 3. (a) Two examples of vortex displacement vs. AC magnetic field in the y-direction

with a static field in the x-direction, showing pinning events and hysteresis. (b) Map of vortex
pinning potential extracted from a series of hysteresis loops as in (a).

4. Coupling vortex scanning probe to single NV spins

With the vortex pinning potential mapped, we can then study coupling of the
scanned ferromagnetic vortex to individual nitrogen-vacancy (NV) spins in
diamond. In order to take full advantage of the nanoscale size of NVs for sensing
applications, or to couple two NV spins via their dipole-dipole interaction, we need
to be able to address and control NV spins separated by distances ~10 nm. The
coupled NV /vortex system appears to be a promising avenue to achieve this, in a
room temperature, integrated platform. Our results indicate that this hybrid system
presents new intriguing physics, as the individual spin interacts with the
mesoscopic, dynamic spin texture of the vortex.

Fig. 4a shows the concept of the coupled NV /vortex platform. The grayscale
image shows a simulation of the out-of-plane magnetization of the vortex core. The
arrows indicate the resulting simulated fringe field 20 nm above the surface of the
magnetic disk (on a logarithmic scale). We then place a diamond nanoparticle,
which contains several NVs within the particle’s ~25 nm diameter, atop the disk.
Using small magnetic fields, we then scan the vortex core across the disk. When the
vortex core approaches the NVs, they experience a strong interaction with the
vortex. Figure 4b shows the experimental realization of this platform, with the
permalloy disk visible as the outlined blue circle, and the fluorescence from the NVs



in the nanoparticle
showing up as the
bright red spot. We
then perform
optically-detected
magnetic resonance
(ODMR) and
magneto-optical
microscopy
measurements to
map both the NV
spin resonances
and the vortex
behavior [6].
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Figure 4. Coupling NV spins to a ferromagnetic vortex. (a) Simulation of transitions
vortex core out-of-plane magnetization (grayscale), and magnetic field 20 (revealed by the
nm above surface (arrows). A diamond nanoparticle is then placed atop
this structure. (b) Photoluminescence scan showing a Permalloy disk in a
vortex state, with a diamond nanoparticle containing several NVs on top.

yellow lines in this
ODMR data). At

(c) NV spin resonances vs. applied field. As the applied field drives the zero applied field,
vortex near the NVs, large splitting A is observed, and large magnetic the vortex sits at
field gradient (red line). the center of the

disk. As the field is
increased in the positive direction, the vortex moves away from the NVs and the
spin splitting increases with field, as is typically observed. On the other hand, when
the field is increased in the negative direction, the vortex core approaches the NVs,
and more complex behavior in the spin transitions is seen resulting in large
splitting, and large magnetic field gradients when the vortex makes its closest
approach past the NVs (around B, = —5 mT).

We have found that the coupling of the vortex to NV spins uncovers
interesting physics beyond the large, local fringe field from the vortex core. A
particularly rich facet of this system arises because the vortex as well as the NV spin
can be driven dynamically by a microwave field, and the two then have a dynamic
interaction with each other [7]. In the confined geometry of the permalloy disk, spin
wave excitations have a discrete spectrum of modes. When a microwave field is
applied, these spin wave modes can be excited. These modes then emit some pattern
of microwaves, which can drive transitions in a nearby NV. We have measured this
effect, by studying coherent Rabi oscillations between spin levels in a single NV, as a
function of the relative position of the vortex core. Rabi data for the two spin
transitions in a single NV are shown in Fig. 5a. All conditions other than the
microwave frequency are the same, yet the two traces show dramatically different
Rabi frequency. Further, both Rabi frequencies are higher than would be expected



from the applied
microwave field
alone. We
conclude that the
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Figure 5. Vortex-induced amplification of spin resonance. (a) Rabi

have mapped out
this amplification
as a function of

oscillations from mg = 0 to m; = +1 and m, = -1 states of an NV near the

vortex core, showing significantly different Rabi frequency. (b) Map of

vortex core

Rabi frequency enhancement as a function of vortex core position. position (Fig. 5b)
Enhancement is largest when the vortex core approaches the NVs. and find that
when the NV-

vortex distance is small, we see more than an order of magnitude enhancement.
These results suggest that a vortex can be used as an amplifier to increase the
sensitivity of NV-based sensors. Another intriguing avenue opened by this effect is
to explore spin waves as an intermediary to couple distant NVs.
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Figure 6. Bistable switching of NV resonances. (a) An NV

resonance that is switched on resonance (blue) and off
resonance (red) by moving the vortex between bistable
positions. (b) Success of NV resonance switching vs. pulse
length. (c) Demonstration of reliable, stable switching of
an NV resonance over long timescales using single 50 ns
pulses.

Mapping the vortex
pinning landscape using the
technique described above
allows us to exploit that effective
potential to manipulate the
vortex and the NV spins coupled
to it [8,9]. In particular, we can
find places within the pinning
map where two (or more) stable
minima exist, providing for fast,
low power switching of the
vortex core and hence of
NV resonances. Switching
between one stable point and
another can be accomplished
with magnetic field pulses of just
a few Oersted, with duration
~tens of ns. The displacement of
the vortex from one point to the
other shifts the NV spin
resonances, causing them to
switch in and out of resonance
with an applied microwave field.

Fig. 6a shows two ODMR traces under the same experimental conditions, but with
the vortex residing at two different stable points. At one point, a dip indicates the
presence of a spin resonance, which is not present at the other point. The switching



between these points can be carried out with a pulse of several Oersted - Fig. 6b
shows the switching success vs. pulse time, with reliable switching requiring pulses
with several tens of ns duration. Finally, Fig. 6¢c shows the long-term stability of this
switching with a series of switches carried out with individual 50 ns pulses at each
red dashed line.

The vortex switching success probability shown in Fig. 6b shows a gradual
rise from 20-40 ns, as well as two small but repeatable peaks at shorter time. To
understand this behavior, we have carried out a numerical study of vortex dynamics
in a bistable potential, in the presence of thermal noise [10]. We found that the
dynamics are well described by a set of nonlinear differential equations that can
explain the experimental results. Furthermore, the simulations predict rich behavior
depending on the parameters of the pinning potential and the driving pulses. In
some cases, the peaks at short pulse times can go all the way up to 100% switching
probability, providing a route to faster reliable switching of magnetic vortices, for
applications in magnetic logic, memory, or spin qubit addressability and control.
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Room temperature dynamic control of spontaneous
emission rate in a single plasmonic nano-cavity
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Elisha Haber', Jesse Berezovsky', Francesco De Angelis®, Giuseppe Strangi'”.
1. Department of Physics, Case Western Reserve University, 10600 Euclid Avenue, Cleveland, Ohio
44106, USA.
2. Instituto Italiano di Tecnologia, via Morego 30, 16163 Genova, Italy.
3. CNR-NANOTEC Istituto di Nanotecnologia and Department of Physics, University of Calabria,
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Spontaneous emission (SE) of an emitter arises due to its interaction with the local
electromagnetic environment. Accordingly, changing the environment can modify the
emission rate. Dynamic, real time, modification of SE rate would enable applications in
unconventional optical communication, control of entanglement and dynamic quantum
gate operations " %. Due to the short lifetime of quantum emitters (~1 ns), changing the SE
rate dynamically is challenging as it requires modifying the electromagnetic environment
at the sub-nanosecond timescale. Recently, dynamic control of quantum dots' (QDs) SE
rate was realized in photonic crystal cavities at cryogenic temperatures *. Here, we show
that plasmonic nano-cavities (PNCs) allow for dynamic control of SE rate at room
temperature using a nanoscale integrated platform. We dynamically control the quality
factor of a PNC by compensating its plasmonic losses and observe up to six-fold change in
the SE rate of QDs coupled to a single PNC °. Our results provide basis for novel optical

modulators and opens new avenues for plasmonic cavity quantum electrodynamics.



Spontaneous emission rate of an emitter depends on the emitter’s electromagnetic environment.
In the Wigner-Weisskopf approximation, the SE rate is directly proportional to the
electromagnetic local density of states (LDOS) > ® 7. The LDOS count the electromagnetic
modes per unit frequency and per unit volume available for an emitter to radiate into ® .
Accordingly, the LDOS can be modified by placing an emitter inside a cavity; this is the Purcell
effect ®.The ratio between the modified and free space emission rates is given by the Purcell

factor F, o< Q/V where Q and V are the cavity’s quality factor and modal volume respectively.

Metallic nanostructures with surface features smaller than the incident wavelength support
discrete charge density oscillations called localized surface plasmons (LSPs). At resonance,
LSPs provide subwavelength light confinement which is useful in many applications” '° such as
photovoltaics'', sensing '*, cancer imaging and photothermal therapy'” and directional light
emission™ '*. Because metallic nanostructures can support discrete plasmon modes that form
standing waves defined by the geometry of the plasmonic nanostructure'” they can be described
as leaky cavities'®. The leaky nature of such cavity is because LSPs can decay with the emission
of light. Controlling the LDOS in PNCs is the cornerstone of plasmonic cavity quantum
electrodynamics (PCQED) ' ", The strong spatial field confinement of plasmonic nano-cavities
(PNCs) decreases the cavity effective modal volume and increases the LDOS. Although the O-
factor of PNCs is considerably lower than that of photonic crystal cavities (PCCs) due to strong
optical losses in plasmonic nanostructures'", extreme SE rate enhancement of emitters coupled to
PNCs was recently demonstrated in several works>'*2**!-%2,

In order to dynamically modulate the SE rate of an emitter, the LDOS modulation should take

place within timescales shorter than the emitter lifetime. Consequently, dynamic modulation of

the SE rate of solid state emitters and fluorescent molecules presents a major challenge due to



their short SE lifetime which is in the order of nanoseconds. Recently, real time, sub-nanosecond
modulation of the SE rate of quantum emitters embedded in PCCs was demonstrated. Jin et
al'controlled the lifetime of quantum dots (QDs) placed inside a photonic crystal cavity (target
cavity) by controlling the detuning between the target cavity and an adjacent cavity with a
different quality factor (Q-factor) and modal volume. Minimizing the detuning between the two
cavities redistributes the vacuum field seen by the emitter which corresponded to a change in the
effective modal volume and Q factor. Pagilano et al.’controlled the lifetime of a single QD in a
photonic crystal cavity by tuning the exciton energy via the quantum confined Stark effect which
changes the QD-cavity coupling strength. However, these approaches are technically complex
and were performed at cryogenic temperatures. Furthermore, PNCs outperform PCCs in
overcoming the diffraction limit and providing a broadband SE rate enhancement which is more
suitable for solid state emitters and fluorescent molecules’. In this work, we propose and
demonstrate room temperature ultrafast modulation of the SE rate of QDs coupled to PNCs. The
SE rate control is based on the dynamic modulation of the PNC Q-factor via non-radiative
exciton-plasmon resonant energy transfer (RET). Our method does not require complicated
device fabrication and relies on an ultrafast phenomenon, i.e., RET, that starts taking place at

62 We demonstrate the

timescales orders of magnitudes shorter than the emitter lifetime
proposed effect in CdSe/ZnS QDs coupled to a single, out-of-plane PNC. It is important to study
SE rate modulation on emitters coupled to single plasmonic structure in order to avoid spatial

inhomogeneity that may affect the gain-plasmon interaction as the SE rate can be affected by the

gain location within a plasmonic nanostructure exhibiting various spatial modes **.
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Figure 1|Dynamic SE rate control in PNCs: a, Sketch of the studied system. Some gain is
excited and have a finite dipole moment (indicated by an arrow). The excited gain can decay
into many channels including transferring its energy to create an SP. The SP can then decay
radiatively by creating a photon or non-radiatively due to losses. b, Shows a sketch for the
case where more gain is excited. Due to loss compensation, the losses decrease and the cavity
QO-factor increases. Consequently, the SE rate increases.

Figure la illustrates the physical system under consideration. Placing an emitter in close



proximity to a resonant PNC results in non-radiative RET from the emitter to the PNC °. The
RET condition is satisfied when the emitter emission spectrally overlaps with the PNC surface
plasmon resonance *°. The energy transfer is a dipole-dipole energy transfer, similar to FRET,
where the gain decays and creates a surface plasmon, i.e., the gain is weakly coupled to the
surface plasmon®. The surface plasmon, then, can either decay into a photon or it can be
absorbed” '*'*°. In Fig. 1 we are depicting the PNC as a nano-antenna that radiates to the far field

at a faster rate than the coupled gain®*"**. In addition, gain-plasmon RET is responsible for
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Figure 2| Characterization of integrated plasmonic nano-cavities: a, SEM image of the nano-pillar array (scale bar=
3um). b, a schematic of the nano-pillar PNC, the QDS are spin-coated on a polymeric scaffold, then an Au layer is deposited.
¢, The measured scattering for nano-pillar array; the resonance maximum was determined by fitting the data with a lorentzian
function. The measured resonance closely agrees with the simulated absorption (black dashed line) and scattering (red dashed
line) presented in d. e, Shows the PL of the QD spin coated on an Au film (black spheres) compared to QD incorporated in a
single PNC (red spheres)

compensating the plasmonic losses of the PNC *'®** 2303132334 " Congequently, exciting more
gain necessarily means further compensation of PNC plasmonic losses and increasing its Q-
factor as shown in Fig. 1b. The increase in the Q-factor leads to our proposed mechanism;
increasing the excitation intensity excites more QDs which increases the PNC’s Q-factor and
subsequently the SE rate *’. The ratio between the modified SE rates for a given PNC at two
different pump powers can be derived directly from the Purcell factor ®® to be y; /y5 = Q1/0Q,

Where y;and y; are the SE rate for two different pump intensities and Q; and Q, are the



corresponding PNC Q-factors respectively (See Methods). Accordingly, by changing the pump
intensity, we can dynamically modulate the Q-factor of the PNC and modulate the SE rate.

To experimentally verify this approach, we fabricated three dimensional out-of-plane hollow
PNCs (Nano-pillars). Figure 2a shows an SEM image of an array of the nano-pillars. The nano-
pillars are composed of cylindrical polymeric scaffold, 20 nm thick and 450 nm height, onto
which plasmonic shell is formed by coating a 20nm gold layer. The outer and inner diameters of
the cavity are approximately 120 and 40 nm, respectively. The fabrication procedure is detailed
in the methods section. CdSe/ZnS nanocrystal QDs are used as emitters. The QDs are either
incorporated by infiltrating them inside the nano-cavities via capillary forces (Supplementary
section 1) or by spin-coating the QDs on the polymeric template prior to Au deposition (see Fig.
2b). In order to control for other gain-plasmon interactions that are not related to the modified
LDOS via LSP resonance, we prepared a reference sample where the QDs are spin coated on top

of an Au film (see Methods).
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Figure 3| Intensity dependence of SE rate: a, b Measured time-resolved QD emission for five different excitation
intensities for the PNC (a) and the reference Au film (b). The SE lifetime is intensity dependent for the PNC case only. ¢,
The fitted SE rate fast component (black spheres) and slow component (red spheres) for the PNC and in d, for the reference
Au film.

The measured and calculated LSP resonances of the PNC are in close agreement as shown in
Fig. 2¢ and 2d respectively (See Methods). In Fig. 2e we compare the QD photoluminescence
(PL) collected from a single PNC to PL from the reference sample with excitation pump
intensity 18.5 W. cm™. The excitation wavelength is 490 + 20nm. The PL maximum is blue
shifted from 638 nm (reference) to 631nm (PNC) and is pulled towards the LSP resonance peak
(~628nm). This is because a PNC changes the spectral shape of emission * as it enhances the
collected PL near the LSP resonance frequency (Supplementary section 5).

Using a confocal microscope setup (see Methods), we located a single nano-pillar and measured
the time-resolved emission of the QDs at emission wavelength 630 nm for a range of pump

intensities (3.7 W.cm™>- 74 W.cm?) and 490 + 20nm nm excitation wavelength. Figure 3a and
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3b show the time-resolved emission collected from a single PNC and the reference Au film
respectively. The SE lifetime for the Au film shows no excitation intensity dependence. On the
other hand, the SE lifetime from the PNCs strongly depends on the excitation power confirming
the validity of our approach. We fitted the time trace of the PL decay with a bi-exponential
function and obtained fast and slow SE rate components. By increasing the pump intensity the
SE rate increased up to six-fold and fivefold for the fast and slow components respectively. The
change in the lifetime as a function of pump intensity is reproducible for all PNCs
(Supplementary section 2), however, the extent by which the SE rate changes for a given power
range differs from one pillar to another. Such variation is mainly due to variations in the number
of spin-coated QDs on different pillars. Since our method relies on the RET from QDs to the

PNC, the efficiency of mitigating the PNC losses depends on the number of excited QDs.



To verify the occurrence of loss compensation, we performed confocal pump-probe transient
scattering spectroscopy on a single nano-pillar (see Methods). It is known that mitigating optical

29, 30,31,36,37

losses of a PNC causes an enhancement in its scattering coefficient . Accordingly,
scattering of a probe beam with a wavelength coinciding with the plasmon resonance should
increase transiently, if the excited QDs increase the PNC Q-factor. The difference in the probe
beam scattering (AS) in the case of excited and unexcited QDs 1is given by
AS = Sp_gr — Sp — Sg , where S, is the total collected counts from both the pump and probe

pulses irradiating the PNC with a given delay, Sy is the counts from the probe beam only, and S,

is the counts from the pump beam which includes the emission of excited QDs. Since the pump
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Figure 4| Scattering pump-probe spectroscopy: For positive (black pentagons) and negative (red pentagons) pump-probe
delay. The enhanced scattering of the probe beam centered at 630 nm for the positive delay case proves the existence of loss
compensation and the gain induced enhancement in the PNC Q-factor.
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beam is filtered via a long pass filter (see Methods), we only observe the QD PL for the S,
measurements. One should note that while plasmonic loss mitigation can decrease the transient
absorption of the PNC*, we avoided using transient absorption spectroscopy as it could have led
to experimental artifacts related to plasmon resonance bleaching and QDs absorption bleaching
38.

Figure 4 shows the measured AS when the probe pulse arrives 0.4 ns after (positive delay) or
before (negative delay) the pump pulse. The pump and probe beams are set to 490 + 20nm and
632 + 3nm wavelengths respectively. The actual delay between the pump and the probe beams
for negative 0.4ns delay is ~ 5 us (see Methods). The stronger scattering of the probe pulse with
positive delay indicates an enhanced Q- factor. On the other hand, for the negative delay, the
actual delay between the pump and probe is orders of magnitude longer than the QDs lifetime.
By the time the probe pulse arrives at the PNC, all QDs had relaxed to the ground state and loss

compensation is no longer taking place.
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Figure 5|Reversible tuning of SE rate: for a, the fast and b, slow SE rate components. The excitation intensity is decreasing
in the grey shaded region and increasing in the blue shaded region.

In addition to possible PCQED applications, our method can be used for optical modulation. An
optical modulator is a device used for manipulating a property of light. In our case, we are
interested in the SE rate of an emitter. Figure 5a and 5b show the intensity dependence of the fast
and slow components of the SE from a single PNC. The data were collected for four intensities
(37,14.8,7.4 and 44 W. cm™). The grey shaded regions represent decreasing intensity from 37
to 4.4 W. cm” while the blue shaded regions represent increasing the intensity from 4.4 to 37 W.
cm™. The ability to reversibly tune the SE rate demonstrates complete control on the SE rate
establishing the basis for a novel class of optical modulators. Note that in the fourth region, the
SE rates are slightly lower for all pump intensities. This is due to QDs bleaching over long

exposure times decreasing the RET efficiency.
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Although plasmonic optical losses are considered the major obstacle hindering plasmonics from
reaching its full potential'®, we showed that it is possible to convert this weakness into an
opportunity. Our approach can be considered a first step towards dissipative driven quantum
electrodynamics in PNCs'® *. The simplicity of our approach opens the route for utilizing
plasmonics in CQED applications, quantum information and nano-scale optical communication

40,41 ¢

sources. Future works can utilize the ultrafast tunablity of plasmonic optical properties
achieve single photon SE rate modulation for quantum information applications. In addition, any
emitter coupled to a PNC should exhibit the SE rate dynamic modulation effect providing it
satisfies the RET conditions. Moreover, using emitters that are more stable at higher
temperatures is advantageous, e.g., nitrogen vacancies in nano-diamonds and hexagonal boron
nitrides*’. Furthermore, monitoring the change in the SE rate of a stable emitter, it is possible to
realize an active plasmon sensor where the change in the SE rate at multiple excitation intensities
can be used to reduce the detection sensitivity level. Finally, the ability to dynamically tune the
Q-factor of a PNC can be harnessed in other effects where the Q-factor plays an important role,

e.g., strong exciton-plasmon coupling. Thus, our approach opens a new avenue for various active

plasmonic systems.

Methods

Derivation of the gain permittivity dependence on pump power:

The Q-factor of a PNC embedded in a gain medium is given by33

Wl LEn(@) | En 25(©),
Em €., dw g dw
Q=G0

I
&m & 2&m
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where &, and &y, are the real and imaginary permittivity of the metal and &4 and &/ are the real and imaginary
permittivity of the gain medium and w is the angular frequency of the incident light. Upon increasing &, the
plasmonic O-factor correspondingly increases. The dependence of the gain permittivity on pump power is obtained
by following [34]. The gain permittivity for a four-level emitter is given by

Oq (7-21 - Tlo)rpump -~

£
w? +iAwgw — wZ 1+ (32 + 721 + T10) Dpump 0

g

= &y& +

Where ¢, is the relative permittivity of dielectric material, T;; is the decay time for transitioning from state i to the

state j. Note that here we are modelling the QD following a four-level rate equation model. If one rewrite this

equation taking into account that, I'yymp = Oaps loump/ h fie, Where O,y is the absorption cross section of the emitter

and lpymp is the pump intensity, and h f;;is the energy difference between initial and final energy levels we get:
Oq (T21 — T10) —

N
w?+iAw,w — w2 hfi_f 0

Oabs Ipump

&g

= & +
+ (732 + 721 + T10)

Accordingly, for higher pump intensity, the gain permittivity increases which in turn increase the quality factor of

the PNC.

. i 3Q23
The Purcell factor is given by F, = = =
p Yo 4 2V,

, where y, and y, are the free space and modified SE rate
respectively. Detailed treatment on the effect of PNC on emitters is provided in reference [6]. If the Q factor is

modified dynamically, the Purcell factor will modify as well. The ratio between the modified SE rate for different

!

cavity Q factors is thus y_% = % where y;and y; are the SE rate for two different pump intensities and Q; and Q,
Y2 2

are the corresponding PNC Q-factors respectively.

Sample preparations:

Materials:

The quantum dots are Lumidot CdSe/ZnS purchased from Sigma-Aldrich (Quantum Dots, QDs, 640 nm emission
peak, core-shell type quantum dots, 5 mg/mL in toluene Sigma-Aldrich,Cat No. 680646-2mL).

Fabrication of plasmonic Nano-pillars:

Out-of-plane plasmonic structures have been fabricated by a focused ion beam assisted nanofabrication technique,

described in refs. [42,43] . We herein slightly modified the fabrication process in order to both incorporate the
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emitters in the vertical structures and infiltrate them in the cavity (Supplementary section 1). Shipley S1813 has
been deposited by spin coating onto a 100 nm SiNx membrane. Resist thickness has been adjusted to achieve the
final 450 nm (+50 nm) nano-pillars height. Polymeric cylindrical scaffold (20 nm wall thickness) is defined by ion
milling (Helios Nanolab 620, FEI Co., Hillsboro, OR, USA) to form cylindrical structures. Acceleration voltage was
set to be 30 kV with beam current of 40 pA. CdSe/ZnS nanocrystals have been deposited by spin coating (1000 rpm)
after dilution to obtain 0.5 mg/mL solution in toluene. Gold (20 nm) was deposited by DC sputter coating in tilted
geometry in order to obtain a uniform metal mantel deposited onto gain material. QDs ligands (Hexyldecylamine
(HDA), trioctylphosphine (TOPO)) acted as spacer in between gold and CdSe/ZnS. Scanning Electron Microscopy
(SEM, Helios Nanolab 620, FEI Co., Hillsboro, OR, USA) was employed to characterize the morphology of
fabricated structures. QDs infiltrated structures were prepared by letting diffuse QDs inside nano-pillar cavity. A
droplet (10 ul) of 2.5 mg/ml QDs solution was placed on the backside of the membrane of as-milled nano-pillars.
Top-side membrane was plased upside-down and put in contact with pure toluene. This configuration by separating
QDs-rich toluene solution from the pure toluene solution 11 allowed creating QDs flux and deposition inside nano-
cavities. The samples were kept for 5 minutes in saturated toluene atmosphere, and then washed in pure toluene
(Sigma-Aldrich Co. LLC, St. Louis, MO, USA). Finally, gold was uniformly deposited onto QDs infiltrated
polymeric scaffolds to form 20 nm layer, as previously described. Fabrication of the reference sample: The reference
sample is prepared by first depositing a 5 nm Ti adhesion layer on a glass slide, then we deposited 45 nm Au layer.
QDs were spin-coated with the same concentration and spin coating parameters used for the QDs spin-coated on the
main sample

Fabrication of the reference sample:

The reference sample is prepared by first depositing a 5 nm Ti adhesion layer on a glass slide, then we deposited 45
nm Au layer. QDs were spin-coated with the same concentration and spin coating parameters used for the QDs spin-
coated on the main sample.

Simulating the nano-pillars plasmonic resonance:

All the electromagnetic calculations have been carried out using the commercial software Comsol Multiphysics®
(RF module). The refractive index of gold was taken from [44] and the values for PMMA from [45]. For the
calculations regarding the out-of-plane antennas (Fig. 1d and 1f.), we assumed a TM polarized plane wave with an

angle of incidence of 0°. The simulation domain is enclosed within perfectly matched layers (PML) in order to avoid
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spurious reflections from the boundaries of the simulation box. The surface is determined by the bottom boundaries

of the simulation box and by the metallic bottom-plane.

Experimental setup:

Measuring the LSP resonance of the Nano-pillars:

We used a Leica DM2500P microscope and attached an Ocean Optics HR4000CG optical fiber to turn it to a
spectrometer. By placing the sample under a 100X objective lens with NA 0.75, we were able to collect the scattered
light through the objective off and on the nano-pillar array. By taking the difference in the scattered light we obtain

the distinct scattering of the nano-pillars which corresponds to its plasmon resonance.

Photoluminescence and fluorescence lifetime measurements:

Excitation is provided by a supercontinuum fiber laser (Fianium SC450PP), outputting =25 ps duration pulses at a
repetition rate of 0.2 MHz. The spectrally broad output of the laser is then filtered by a linearly-graded high-pass
and low-pass filter (Edmond optics) mounted on motorized translation stages to tune the cut-on and cut-off
wavelengths. The excitation wavelength for the QDs was 490nm with a bandwidth of 20 nm corresponding to its
full width half maximum. The excitation (pump) beam is passed through short pass filters with cut-off wavelength
of 530 nm. After passing through a 50:50 cube, the beam was then focused on the sample via a 100X objective lens
(0.75 NA). The photoluminescence (PL) and scattering is collected again via the 100X microscope objective where
we place a long pass 550 nm filter to eliminate the excitation beam when necessary. The PL proceeds to an electron-
multiplication CCD (EMCCD) camera/spectrometer to either image the PL or the PL spectrum. By placing the
sample on a 3D automated translation stage, we were able to locate the pillars via their PL image. The PL can also
be sent to a pair of avalanche photodiodes (APD, PDM-50ct) connected to a time-correlated single photon counting
system (TCSPC, Hydraharp 400). The power density was calculated by first measuring the average power before
focusing, then determining the beam spot diameter after focusing using the CCD camera. The calculated diameter is
~0.6 um.

Confocal pump-probe setup:

Using the same setup for the PL setup for the excitation pump beam we add a collinear probe beam set at 630nm

with FWHM 3 nm. The delay was adjusted manually to be (£0.4 ns). The repetition rate was 0.2 MHz which
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means that the actual delay for -0.4s delay is ~ 5 us. The delay value was determined using the time-correlated
single photon counting system as it can provide the difference in arrival time for the pump and probe with high
accuracy. In order to ensure the complete overlap between the pump and probe beams we used the CCD camera
configuration in order to see the exact location of the pump beam, probe beam, and photoluminescence from the
nano-pillars. We noticed that the QDs emission drops over time when they are exposed to the pump beam which is
likely due to photo-thermal plasmonic heating (Supplementary section 3 and 4). Since the magnitudes of SP-R and
SP measurements include the QDs emission, which may decrease over time, we performed the SP measurement ex-
ante. This measurement order is chosen to avoid any bias in the results towards supporting our claim, i.e., that SP-R
magnitude is greater than the sum of SP and SP separately.
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Simulating the room-temperature dynamic motion of a
ferromagnetic vortex in a bistable potential
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Abstract

The ability to precisely and reliably control the dynamics of ferromagnetic (FM)
vortices could lead to novel nonvolatile memory devices and logic gates. Intrinsic
and fabricated defects in the FM material can pin vortices and complicate the
dynamics. Here, we simulated switching a vortex between bistable pinning sites
using magnetic field pulses. The dynamic motion was modeled with the Thiele
equation for a massless, rigid vortex subject to room-temperature thermal noise.
The dynamics were explored both when the system was at zero temperature
and at room-temperature. The probability of switching for different pulses was
calculated, and the major features are explained using the basins of attraction
map of the two pinning sites.

Keywords: magnetic vortex, magnetization switching, thermal noise

1. Introduction

Precise control over the dynamic motion of ferromagnetic (FM) vortices
could be used to create new spin-based memory and quantum computing de-
vices. Quickly and reliably moving a vortex domain wall out of one pinning
site and into another (switching) in magnetic nanowires has been proposed as
a method to build faster non-volatile magnetic memory devices. [1] Similarly,
switching between two bistable pinning sites can be used for logic operations.
[2] Nitrogen-vacancy spins have been used to create potentially scalable room-
temperature quantum registers, [3] and vortices provide a strong, localized mag-
netic field gradient capable of addressing and controlling the individual spins.
[4, 5] Furthermore, much recent attention has focused on vortex-like topolog-
ically stabilized spin textures (e.g. skyrmions) [6], which likely will display
qualitatively similar dynamics to the vortices studied here. In all of these de-
vices, pinning sites that are intrinsic to the fabrication process can impact the
dynamics, and this effect must be understood in order to reliably control the
vortex motion.
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The ground state magnetization distribution of a thin micron-scale FM disk
is a vortex state. [7, 8] The magnetization is in-plane, circularly symmetric, and
tangential to the disk boundary everywhere except at the disk center, where it
is out-of-plane and parallel to the rotation axis of the disk. The core region of
the vortex has a half width ~ 10 nm, which is set by the exchange length. [9] In
the rigid vortex model, changes to the magnetization distribution outside the
core are ignored as the vortex is moved around the disk. [10] This simplifying
assumption allows the displacement of the vortex core from the center of the
disk to be specified using a single parameter x = (x, ).

The motion of the vortex can be controlled with magnetic fields. Applying
an in-plane field shifts the equilibrium position of the vortex. When the vortex is
excited, the core will enter a circular, damped precession around its equilibrium
position at a characteristic frequency. [11] The value of this gyrotropic frequency
is dependent on both the geometry of the disk, as well as the gradient of the
local pinning potential. [12]

For disks with intrinsic or fabricated defects, it has been shown that the
vortex core can become pinned if the widths of the defects are comparable to
that of the vortex core because they lower the vortex’s energy. [13, 14, 15] By
measuring either the hysteretic displacement of the vortex as it is slowly moved
across the disk, [14, 15, 5] or its gyrotropic frequency for small excitations
when it is trapped in a pinning site, [16] the local pinning potential can be
mapped out. Past research has found that approximating the pinning sites
as symmetric Gaussian wells adequately reproduces measured hysteresis in the
pinning potential. [14, 15, 5]

Previously, an experiment was performed to study vortex switching in a
bistable potential. [5] The vortex was initialized in one of the pinning sites,
a magnetic field pulse was used to free it from the initialization site, and the
probability, P, of it ending up in the target site was measured versus the mag-
netic field pulse duration, 7. It was found that P ~ 0 for short 7, there was a
gradual rise centered around 7 ~ 27 ns, and by 7 ~ 50 ns it had saturated at
P ~ 80%. This timescale for saturation was attributed to the vortex settling
into the target site because the expected vortex relaxation time was ~ 50 ns.
It was also observed that there were small bumps in P close to multiples of the
gyrotropic period. Here we look to use a simple model for the vortex dynamics
in a bistable pinning potential under the influence of thermal noise to reveal the
mechanisms behind these features.

The gyrotropic response of the vortex on an ideal disk (no pinning) under
the influence of thermal noise has been previously studied, [17, 18, 19, 20] and
we seek to use a similar stochastic model to simulate the gyrotropic response to
a field pulse in a bistable potential. Experimental data [5] is currently limited to
a highly asymmetric potential where the target site is significantly weaker than
the initialization site. In addition to studying this pinning configuration, we
explored how the switching behavior depends on the relative stability of these
two sites.



2. Model of the system

The dynamics of the vortex during the switching process is modeled by
assuming that the vortex is rigid, massless, and that the dominant source of
noise is thermal. Using the rigid vortex model, and approximating the restoring
force as linear and the pinning sites as symmetric Gaussian wells, the potential
seen by the vortex can be written as

N 2
]_ _ [x—xp |
U= §Ic|x|2 — ckxo(Byx — Byy) — Z dpe  2vn (1)

n=1

where k is the stiffness coefficient, ¢ = £1 is the vortex chirality (the magne-
tization around the vortex core is either clockwise or counter-clockwise), xo is
the displacement susceptibility, B = (B, B,)) is the in-plane applied magnetic
field, d,, is the depth of the n'" pinning site, x,, is the position of the nt" pin-
ning site, w, is the width of the n** pinning site, and N is the total number of
pinning sites.

The first two terms in Eq. 1 model an ideal disk where U is a smooth
paraboloid with only one equilibrium point (ideal potential). For |B| # 0 this
global minimum is linearly displaced from the center of the disk x = (0,0), to
x = cxo(By, —Bz) = (By, —fz) where xo = 90 nm/mT in this case. In the
simulations, B, was always set to 0, and the amplitude of the magnetic field is
given by 8, = § in units of distance. A nonzero § causes the global minimum
of the ideal potential to shift linearly, thus its location is given by x = (8, 0).
In this paper, a potential with two bistable pinning sites is studied (in Eq. 1,
N =2). d, =20 eV, w, = 25 nm, x; = (65 nm,0), and x2 = (—65 nm,0)
were chosen because they are similar to pinning sites that have been examined
experimentally. [5]

When 8 = 0 the two pinning sites have equivalent strengths, and the poten-
tial is symmetric. U(z) along the line y = 0 is plotted in red in Fig. 1(a), which
shows that the two pinning sites are equally deep, wide, and equidistant from
x = 0. If 8 < 0 then the potential becomes tilted towards the initialization site,
causing it to become stronger than the target site. The blue curve in Fig. 1(a)
corresponds to § = —30.5 nm, and it can be seen that the initialization site has
become deeper and wider than the target.

Hysteretic displacement of the vortex core equilibrium position for this pin-
ning potential was observed by initializing the vortex core at x = (£200 nm, 0),
sweeping 5 down or up, and at each value of § measuring the equilibrium posi-
tion of the vortex, z.q(5) (Fig. 1(a) inset). The green curve shows z.q(3) when
the field is swept up, and the purple curve z.,(3) when it is swept down. Hys-
teresis can be seen as there are several ranges of 8 for which the local minimum
of U that the vortex settles into is different depending on the sweep direction.
These regions of 8 for which there are multiple x4 indicate bistability.

The possible amplitudes and offsets for magnetic field pulses that can be used
to study bistable switching can be extracted from the hysteretic displacement
curve. It can be seen in the inset of Fig. 1 (a) that there is a relatively large



region of bistability from 5 = —40 — 40 nm. Choosing the initial value of 5 to
be in this region and then pulsing out of it frees the vortex to precess around a
single equilibrium position as one of the pinning sites is now unstable.

A magnetic field pulse profile used for switching is illustrated in the inset to
Fig. 1(b). The amplitude of the magnetic field is denoted by 5 = By when the
pulse is turned off, where [y lies in the region of bistability. The field is given
by 8 = B, when the pulse is on, where /3, lies outside the bistable region. U for
B = Bo (solid line) and 8 = B, (dashed line) is shown in Fig. 1(b) for the pulse
profile shown in the inset. It can be observed that U is just barely bistable when
B8 = Bo, and when 3 = (3, only the target site is stable with the initialization
site now slightly unstable.

B rises from By to B, with a total rise time ¢, = 2 ns, it remains on for
some length of time 7 — 2¢,., and finally returns to Sy. ¢, was chosen so that
the displacement of the vortex in time during the switching process would be
similar to experimental obervations. In these simulations, 5y = 0 was used for
a symmetric potential, 5y = —30.5 nm was used as the offset for an asymmetric
potential, and 5, = 42 or 51 nm were used for the pulse field, unless otherwise
specified.
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Figure 1: Pinning potentials. (a) U(x) along y = 0 where the red curve corresponds to the
symmetric potential 9 = 0, and the blue curve to the asymmetric potential g = —30.5
nm. The inset shows the equilibrium position of the vortex zq, versus 8o when the vortex is
started to the left of both pinning sites and B¢ is swept up (green), and to the right of both
and By is swept down (purple). (b) U(z) along y = 0 for So = —30.5 nm before the pulse
(blue) and during the pulse (dashed blue), for 8, = 42 nm. The inset displays a pulse used
in the switching measurement. Initially, 8 = Bo, then it rises to 8 = Bp in time ¢, it remains
at Bp for a length of time 7 — 2¢, before falling back to 8y. (c¢) and (d) 3D colormap plots
of U(z,y) calculated from Eq. 1 for 8o = 0 and B9 = —30.5 nm respectively. The red paths
show x(t) calculated from Eq. 2 for the corresponding Sy where the vortex was started from
x0 = (0, 70nm).



The vortex dynamics in a potential given by Eq. 1 can be obtained from the
Landau-Lifshitz equation, [21, 22, 20] and for disks with thicknesses < 50 nm and
micron-scale diameters, the intrinsic vortex mass is negligible. [23, 24, 25, 26]
Also, assuming that the vortex is rigid, its trajectory is given by the Thiele
equation

-Gxx—-—ax+VU+F; =0, (2)

where « is a damping factor, G = =27 LM, puopz/~ is the gyrotropic vector of a
disk with a thickness L, saturation magnetization M, and gyromagnetic ratio
v, p = %1 is the vortex polarity (magnetization at the core is either parallel or
anti-parallel to the unit vector z), o is the vacuum permeability, and Fy is a
stochastic force term that accounts for thermal noise.

The first term in Eq. 2 is the gyroforce, which points in-plane perpendicular
to the vortex’s velocity, and results in circular motion about the equilibrium
point. The second term accounts for damping, which causes the vortex to lose
energy while it precesses. The third term is the force due to U, and the last term
accounts for thermal noise and is given by the fluctuation-dissipation theorem

<Fs)i(t)F57j (t/)> = QOék‘BT(S(t — t’)éij, (4)

where i and j are either of the in-plane Cartesian coordinates, ¢ and ¢’ are any
two times, kg is the Boltzmann constant, T' is the temperature of the system, §
is the Dirac delta function, and d;; is the Kronecker delta. Room-temperature
noise is assumed, and in these simulations /3, is large enough that the vortex’s
gyrotropic response dominates over the thermally driven random motion.

Fig. 1(c) shows a 3D colormap plot of U(x,y) calculated from Eq. 1 for
Bo = 0. The red curve corresponds to x(t) calculated from Eq. 2 for T = 0
(so the equation is deterministic). The vortex was started at xo = (0, 70nm),
and allowed to freely precess until it landed in the target site. Fig. 1(d) shows
a 3D colormap of U(x,y) for Sy = —30.5 nm, along with x(¢) for T = 0 in
red. The vortex was again started from x¢ = (0, 70nm), but in the asymmetric
potential it fell into the initialization site. It can be seen that the two x(¢) are
similar, but for Sy = —30.5 nm the initialization site is large enough to trap the
vortex during its second precession, whereas in the symmetric case the vortex
had enough energy to make it over the barrier and land in the target site during
the second precession.

In the simulations we used parameters for thin Permalloy disks with 2 pm
diameters and L = 40 nm. We set M, = 0.8 A/um, k = 27 f,|G| where the
gyrotropic frequency is f, = 136 MHz, and v = 2.2 x 10° m/A-s. o = 0.03|G]|
was selected to be similar to experimentally observed values.

3. Dynamics at zero temperature

The goal of the simulations was to understand the vortex motion when at-
tempting to switch it from one pinning site to another, and how these dynamics



determine the probability of switching P for different pulse lengths 7. We first
examine the simpler case in the absence of thermal noise. Eq. 2 was solved for
a potential given by Eq. 1 when T'= 0 K, and thus Fy = 0, using the MATLAB
ODE solver. To simulate the switching process, the vortex was started in the
initialization pinning site (8 = fo), a magnetic field pulse was used to tilt the
potential (8 = f,), see Fig. 1(b), and knock the vortex out of the initialization
site so that it precessed around the target site for some time 7. Once the pulse
ended (8 = By) the vortex would eventually fall into one of the two bistable
pinning sites, as shown in Fig. 1(c) and 1(d). A successful switch was defined
as the vortex settling into the target site after the pulse ends.

We denote the deterministic ("= 0 K) trajectory of the vortex over time ¢,
for a given 7 as x4(t;7). The position of the vortex when the pulse turns off,
x4(7;7), completely determines which pinning site the vortex will eventually
fall into because, for T = 0 K, Eq. 2 is deterministic, and the vortex has no
momentum. Regardless of what pulse amplitude and length were used to put
the vortex in some location x4(7;7), or if it was started there, it will always
follow the same path from that point in time since x is determined solely by x
for a given U. By mapping out which starting positions, xg, result in the vortex
falling into which pinning sites the behavior of P(7) can be understood.

If, for a given xq, the vortex landed in the initialization site then that point
was added to the set of points, B;, that feed into the initialization site. If
instead the vortex would eventually settle into the target site, then that xo was
added to the set of points, B;, that result in the vortex falling into the target
site. The sets of initial points B; and B; are the basins of attraction of the
initialization and target sites, respectively. The basins of attraction for Sy = 0
and fp = —30.5 nm are shown in Fig. 2(a) and 2(b). Points that are in B; are
colored white, while those that are in B; are colored gray. To construct each
basins of attraction map, the magnetic field was set to a constant value g = fy,
the vortex was initialized at different positions in the pinning potential, xg, and
then it was allowed to freely precess into one of the two pinning sites.

It can be seen that each basin has a spiral shape. Each pinning site (centered
on x = (£65nm, 0)) lies in a region where the corresponding basin of attraction
is relatively wide. Farther out along the spiral both basins become narrower at
first, and then slowly wider as they continue to spiral away from the pinning
sites. The basins for the asymmetric potential, shown in Fig. 2(b), are similar
to the symmetric basins except that the disparity in strength between the two
pinning sites results in the target basin being significantly more narrow at each
point on the spiral when Sy = —30.5 nm than when Sy = 0.

The behavior of P(7) for T'= 0 K and any pulse amplitude can be read off of
the basins of attraction map and the corresponding x4(7; 7), which, for 8, = 42
nm, is shown by the black curve in Fig. 2(a) and (b). When the vortex is not
subject to thermal fluctuations, and is massless, it must stay in whichever basin
it was in when the pulse finished turning off. Since there is no uncertainty for
T =0 K, P(7) can only be one of two values:
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Figure 2: Basins of attraction and switching for T = 0 K. (a) the basins of attraction for
Bo = 0. Starting positions were colored gray if the vortex landed in the target site, and white
if it settled into the initialization site. The black curve is x4(7; 7) where T was swept from 0
to 50 ns in steps, and Bp = 42 nm. (b) the two basins of attraction for 8o = —30.5 nm. (c)
and (d) P(7) for Bo = 0 and Bp = —30.5 nm respectively, where 7 was again swept from 0 to
50 ns, and B, = 42 nm.

P(r) = 0, xq(r;7) € B;
1, x4(7;7) € By

P(r) for By =0, B, =42 nm, and T = 0 K is given in Fig. 2(c). This plot
can be viewed as an “unwrapped” version of the black spiral in Fig. 2(a), where
P(r) =0 (P(7) = 1) when the black spiral crosses a white (gray) region. For
T < 5 ns, P(r) = 0, which shows that for these short 7 the vortex is unable
to make it into the target’s basin of attraction, B;. For 5 $ 7 < 7.5 ns fast
oscillations in P(7) occur approximately every 0.2 ns. These are due to x4(7;7)
cutting through the basins of attraction on this timescale. At 7 =~ 7.5 ns there is
a wide peak where P(7) = 1. This occurs near the half-period of the precession
because x,4(7;7) can be seen to run along the target’s basin for a relatively large
range of 7. For 7.5 $ 7 < 10 ns fast, 0.2 ns oscillations can again be seen due to
the vortex quickly cutting in and out of the basins once more. For 10 7 5 11
ns a relatively wide trough followed by a relatively wide peak in P(7) can be
observed. In Fig. 2(a), near the first period of the vortex’s precession, x4(7; 7)
initially runs through a wide section of B; immediately followed by a wide
section of B;. Both basins are wide here because near the period of the vortex’s
precession it runs in between the two pinning sites, resulting in a wide trough
followed by a wide peak in P(7).

For longer 7 the pattern in P(7) is similar. In between the half-period and



period of the vortex’s precession fast ~ 0.2 ns oscillations in P(7) can be seen.
Near the half-period of precession the vortex will often run along one of the two
basins, resulting in either a single peak or trough in P(7). For 7 close to the
period of precession there is a relatively wide trough followed immediately by a
peak. As the vortex settles into the target site for longer 7, however, the period
of the precession becomes shorter due to the increased steepness of the potential
in the pinning sites. In P(7), this results in a shorter separation in time between
relatively wide peaks and troughs. Additionally, x4(7;7) spends more time in
B; as the vortex falls into the target site, since B; becomes larger closer to the
target. This leads to more P(7) = 1 as 7 approaches 20 ns. For 7 > 20 ns all
P(7) = 1, which can be seen in Fig. 2(a) as being due to all x4(7; 7) lying in B;
as the vortex settles into the target site while the pulse is still on.

P(7) for By = —30.5 nm is plotted in Fig. 2(d) and has similar features to
P(7) for Bp = 0. In between the half-period and period of precession x4(7; 7)
lies primarily in the initialization site’s basin except when it briefly cuts across
B;. Due to the reduced width of the target basin it only takes ~ 0.1 ns for the
vortex to pass through each segment of B;. Near the half-period of the vortex’s
precession it is again possible for x4(7;7) to run along By, resulting in peaks
in P(7) that exceed 0.1 ns in width. For 7 Z 25 ns wide troughs followed by
increasingly wide peaks become visible in P(7). These correspond to the period
of the vortex’s precession and are due to x4(7; 7) running close to the target site
so that the target’s basin is wide enough for the peaks in P(7) to be significantly
larger than 0.1 ns. For 7 > 43 ns, all P(1) = 1 because the vortex has been
given enough time to settle into the target site during the pulse.

By sweeping both 3, and 7, the entire phase-space of P(/3,, T) can be mapped
out both for By = 0 (Fig. 3(a)) and Sy = —30.5 nm (Fig. 3(b)), quantifying
the general trends illustrated by the basins of attraction maps in Fig. 2. If a
combination of 8, and 7 resulted in a successful switch (P(8,,7) = 1) then
that point was colored gray, if instead P(8,,7) = 0 then the point was colored
white. The horizontal line P(, = 42nm,7) in Fig. 3(a) is identical to P(7)
in Fig. 2(c), as with P(8, = 42nm, 7) in Fig. 3(b) and P(7) in Fig. 2(d). The
different regions of Fig. 3 show all of the possible dynamics in P that result
from different pulses.

The purely white region A in Fig. 3 is comprised of pulses that are too
short or too weak to break the vortex free from the initialization site. The
wide features of region B are due to the vortex running along either the target
or initialization site’s basin at odd integer multiples of the half-period. The
relatively wide vertical stripes in region C shows that at integer multiples of the
gyrotropic period the vortex first passes through a broad region of B; followed
immediately by a broad region of B;. The sharp features of region D indicate
that in between half-periods the vortex quickly cuts into and out of different
basins, resulting in sharp vertical lines. The large, gray region E corresponds to
values of 3, for which the equilibrium position when the pulse is on lies inside
the target site. Thus, for 7 long enough that the vortex has time to settle into
the target site, when the pulse turns off the vortex will remain trapped in the
target site. For 3, and 7 slightly to the left of region E, the features that occur
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Figure 3: Switching windows for 7' = 0 K. Gray points correspond to pulses that result in
successful switching, and white points to pulses that fail to switch. For (a) So = 0, and for
(b) Bo = —30.5 nm.

for larger 3, become distorted for 3, in region E. Features for smaller 3, appear
to be pulled to the left because the increased steepness of the potential within
the pinning sites causes the vortex to precess faster.

Pulses in region G push the vortex beyond the target site so that at long 7
it settles into different outer rings of the basins of attraction depending on the



value of 3, rather than into the target site. The curves are due to the vortex
precessing into and out of one of the rings of either basin. For 7 > 100 ns (not
shown) the vortex would eventually settle while the pulse is still on, and the
curves would become horizontal stripes that extend out to 7 — oco. Finally,
region F is similar to region G except that the curves are disjoint, which occurs
for 170 £ B, < 180 nm. In the inset of Fig. 1(a) it can be seen that for these 3,
there exist two equilibria z.,. One is the target site, the other lies out beyond
the target site at x ~ 180 nm. If the vortex approaches the equilibrium that lies
beyond the target site then it will be located in a different part of the basins
of attraction than if it approaches the target. Thus, in region F, the smooth
curves of G are replaced by short, disjoint curves of different widths (in time)
as a result of the x.,(8,) the vortex settles into varying discontinuously.

From the basins of attraction maps (Fig. 2), and switching windows (Fig. 3),
the deterministic behavior of the vortex during the switching process can be fully
explained. This forms the basis for understanding the switching behavior when
thermal noise is taken into account.

4. Room temperature vortex dynamics

For nonzero temperature, a stochastic term Fg (defined by Egs. 3,4) is
added to the equation of motion, making it non-deterministic. When Fg # 0,
Eq. 2 was solved using the Euler-Maruyama method in MATLAB. [27] In all of
these simulations the system was assumed to be at room-temperature. A single
solution to Eq. 2 for T' > 0 K is denoted x,(¢; 7), where ¢ ranges from 0 to t;.
In order for the solutions to both converge and agree with the ODE solver in the
limit of T'= 0 K, the time step in all simulations was set to 0.001 ns. Note that
ty is long enough that the dynamics have dampened, but short enough that the
vortex is unable to escape from either pinning site due to thermal excitations.
Thus, for an individual stochastic path xg,

(r) 0,xs(tf;7) € By
P,(T) =
1, x5(ts;7) € By

and the probability of switching for a given 7 can be found by averaging
P,(7) over N stochastic paths as N — oo

P(r) = G) S Pa(r).

For convenience we define

Xs(t;7) = {xs1(6;7), %52(t;7), ..., x5 n(t;7)} as a collection of N stochastic
paths x4(¢;7) for some pulse length 7. In Fig. 4 several X (7;7) are plotted
for different 7 and N = 100 as red and blue points over the Sy = 0 basins
of attraction. x(7;7) that will eventually fall into the initialization site are
colored blue, while those that will land in the target site are colored red. The
value of 7 is shown next to each X (7;7), and the black curved lines next to all
7 > 13 ns show which x,(7; 7) belong to which 7.
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Figure 4: X;(7;7) for N = 100 different paths, 8, = 51 nm, and By = 0 is plotted for several
values of 7. Blue points are xs(7;7) that will fall into the initialization site, and red points
are those that will fall into the target site. The inset shows x,(t) over 20 ns when the vortex
is trapped in the initialization site and 8, = 8o = 0.

Before the pulse is turned on the vortex is given 1 ms to explore the initial-
ization site under the influence of thermal noise. One x,(¢) when the vortex was
allowed to move around freely within the initialization site for 20 ns is shown
in the inset of Fig. 4. In agreement with previous studies [20, 17] (without
pinning) it was found that the vortex would undergo spontaneous gyrotropic
motion due to thermal excitations when it was started at equilibrium. With
1 ms to explore the initialization site, the standard deviation of the vortex’s
gyrotropic precession was found to be 1.22 nm given room-temperature thermal
fluctuations. This variance in the possible position of the vortex before the pulse
turned on was found to be too small to have a significant effect on P(7).

From Fig. 4 it can be observed that when the pulse turns off at ¢t = 7 a
majority of the different paths x,(7;7) in each X4(7;7) lie in the basin that
they will stay in. Within each cluster of x4(7;7), the red dots tend to lie in
the target’s basin and the blue dots usually lie in the initialization site’s basin.
The value of P(7) can therefore be approximated by looking at the spread in
X (7;7) over the basins of attraction:

Po(r) 0, Xsn(7;7) € B;
) &
" 1, x5 0(7;7) € By

Thus, to understand the effect of thermal fluctuations on P(7), the most
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important dynamics to consider are those that occur between t = 0 and ¢t = 7.
Fig. 4 shows that as 7 is increased X;(7;7) becomes spread over a larger area,
particularly in the direction of motion. This occurs because although each
stochastic path xs(t;7) closely follows the deterministic path x4(¢;7), at any
given time in the precession (prior to entering the pinning sites, whereupon
the successful and unsuccessful paths diverge) different x4(¢;7) have traveled
different distances along x,4(t; 7). The evolution of X;(¢;7) for two values of T
can be seen as videos in Fig. 5, which shows that each time X(¢;7) crosses in
between the two pinning sites during its precession it becomes more spread out.
This is due to the flatness of the potential in between the two pinning sites (see
—50 < z < 0 nm in Fig. 1(b)). When VU =~ 0 small changes in x due to F;
produce large changes in x. In Fig. 4, the amount of spread in X (7;7) can, for
instance, be observed to sharply increase between 7 = 14.8 ns, where X (7;7)
extends over 4 basin boundaries, and 7 = 22 ns, where it lies across 8. It can be
expected, then, that the deviation of P(7) from the T'= 0 K case will increase
in time as the noise begins to dominate, and X(7;7) spreads out so much that
the basin occupied by x4(7;7) is no longer a good predictor of P(r).

[See videos stochastic_paths_tau7.4ns.avi and stochastic_paths_taul4.8ns.avi]

Figure 5: Videos showing the evolution of X(¢;7) for 7 = 14.8 ns and 7 = 7.4 ns. In both
cases, Bo = 0 and B, = 51 nm. The basins of attraction for 8 = 0 are shown in the background.
A black line indicates the T' = 0 trajectory x4(t;7) with an asterisk marking the point where
the pulse has turned off.

The stochastic paths X (¢;7) for t > 7 become completely dephased as they
settle into the pinning sites. Fig. 6(a) displays X(7;7) for 7 = 14.8 ns as red
and blue points (which are also plotted in Fig. 4), and red and blue lines for
Xs(t;7) for t > 14.8 ns over the gray and white basins of attraction map for
Bo = 0 (see also Fig. 5). Almost every x,(t;7) can be seen to stay in a single
basin as it precesses around and eventually falls into one of the two pinning sites.
As a result of X,(7;7) being spread over multiple basin boundaries, different
Xs(t; 7) enter the pinning sites at different times. This can be observed in the
videos in Fig. 5 as well as in Fig. 6(b) and (c), which show X, (¢;7) for ¢t = 18
and 24 ns respectively. At t = 18 ns, xs(t;7) that were closest to the pinning
sites have already entered them while those that were farther out continue to
precess outside of the pinning sites. At ¢ = 24 ns, all the x4(¢; 7) have entered
the pinning sites and continue to precess around the local minima at different
distances depending on their position at ¢t = 7.

This dephasing can be observed by plotting the mean z,(7;7) versus 7
(black curves in Fig. 7(a) and (b)):

xs(T37) = (N) SN (T3 7).

By 22 ns zs(7;7) has almost completely dephased, while x4(7;7), which is
plotted in red in Fig. 7(a) and (b), does not settle until ~ 40 ns. The spread
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Figure 6: Evolution of X,(¢t > 7;7) over time for N = 100 paths, 8, = 51 nm, 8o = 0, and
7 = 14.8 ns. Blue paths are x; ,(t; 7) that will fall into the initialization site, and red paths
are those that will fall into the target site. In (a) ¢t was iterated from 14.8 ns to 50 ns, and
the dots correspond to the position of each path at 14.8 ns. In (b) the position of each path
at ¢ = 18 ns is plotted, and in (c) the position of each at ¢ = 24 ns is shown.

in X;(7;7) causes z4(7;T) to reach its final value almost 20 ns before x4(7; 7)
does.

5. Simulated switching probability

The probability of switching the vortex between two bistable pinning sites
can now be calculated, and the mechanisms behind the experimentally observed
features understood. The deterministic switching discussed in section 3, com-
bined with the stochastic dynamics described in section 4, provides us with a
model for studying bistable switching. P(7) for T' > 0 K and Sy = 0 is plotted
in blue in Fig. 7(a).

For 7 £ 5 ns, P(7) = 0 because this pulse duration is not long enough
to break the vortex free from the initialization site. Near local maxima of
xs(7,7) (denoted by the vertical dashed lines) there is usually a single peak or
trough in P(7), which occurs because the vortex will often run along a single
basin of attraction for a significant range of 7. Near local minima of z4(7,7)
(denoted by vertical dotted lines) P(7) usually has a trough and then a peak
immediately after for 7 < 15 ns, and a single peak if 7 is greater. This behavior
can be understood from the basins of attraction map (Fig. 2(a)). Minima in
xs(7;7) occur when x4(7;7) passes in between the two pinning sites during its
precession. For the initial passes the vortex first travels through a relatively
wide region of B;, and then immediately after through a wider region of B;.
As 7 increases the radius of precession decreases, and the width of B; that the
vortex passes over when it is in between the two pinning sites narrows, while the
width of B; widens. This causes the troughs in P(7) near minima in z(7;7)
to become narrower and shallower as 7 increases until they are drowned out by
noise completely and only the peaks are left.
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Figure 7: Simulated probability of switching for 5o = 0 and So = —30.5 nm. P(7) for 8, = 42
nm that were averaged over N = 100 trials at each 7 are plotted in blue, and vertical lines
are shown every half-period starting from the first period of the vortex’s precession in each
sub-figure. (a) Bo = 0 and o = 0. The black curve shows zs(7; 7), and the red curve z4(7;T)
for the same Bo, Bp. (b) Bo = —30.5 nm and o = 0. The black curve shows z(7;7), and the
red curve z4(7;7) using the same parameters as were used to simulate P(7). (c) is identical
to (a) except o = 0.2 ns and the inset shows a magnetic field pulse with jitter. It has a height
Bp = 42 nm, and length 7 = 10 ns £0 = 1 ns. (d) is the same as (b) but with o = 0.2 ns.
The inset shows P(7 = 50ns) versus fg.

In addition to the oscillations in P(7) that occur at the gyrotropic frequency,
a steady rise from P(7) = 0.5 at short 7 to P(7) = 1 at long 7 can also be
observed in Fig. 7(a). This rise is due to the vortex settling into the target site
as 7 is increased, because as it settles a greater number of x4(7;7) at each 7
are located in the target’s basin. Once 7 Z 22 ns, all x,(7;7) lie in the target
site and P(7) saturates. Finally, there are also very fast oscillations for 7 5 10
ns that have a half-period of ~ 0.2 ns. These correspond to the vortex quickly
cutting in and out of the two basins in between the half-period and period of
its precession. For 7 Z 10 ns these fast oscillations are smeared out by the
thermal noise, because after one precession X;(7;7) has become spread out
across multiple basin boundaries (see Fig. 4).

P(7) for By = —30.5 nm has dynamics that are similar to the symmetric
case, but more suppressed. In Fig. 7(b) P(7) is again plotted in blue. It can
be observed that the first and third maxima of zs(7;7) are near single peaks in
P(7), while the second maximum is close to a single trough in P(7). This can
also be observed in the basins of attraction map in Fig. 2(b): during the first
and third precession (when the vortex is farthest from the pinning sites) xq(7; 7)
runs along By, while during the second precession it runs along B; instead.

The first minimum of x4(7;7) in Fig. 7(b) corresponds to a relatively wide
trough in P(7). This behavior, as in the symmetric case, can be understood
from the basins of attraction map. Near the vortex’s point of closest approach
to the target site during each precession, it first travels through B;, and then
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through B;. Due to the disparity in size between the two pinning sites, B; along
xs(7; 7) in this region is not large enough for there to be a peak in P(7), unlike
in the symmetric case.

For 7 long enough that the vortex begins to settle into the target site, P(7)
gradually rises for ~ 30 ns until it saturates. The reason for this gradual rise
can be seen in Fig. 4. For long 7, X,(7;7) becomes spread into an approximate
circle whose radius decreases as 7 continues to increase. Consequently, peaks or
troughs in P(7) no longer occur near maxima or minima in z4(7; 7), but instead
the noise dominates. Once T becomes long enough that all x, ,(7; 7) have fallen
into the target site P(7) saturates at ~ 0.8.

In order to better understand why P(7) for the asymmetric potential does
not saturate at 1 we calculated P(7 = 50ns) as Sy was varied. P is plotted in
blue as the inset of Fig. 7(d). 7 = 50 ns was chosen because for 3, = 42 nm this
pulse length is sufficient to ensure that the vortex always settles into the target
site before the pulse turns off. For 5 close to 0 the target site is deep enough
that if the vortex has settled then it lacks sufficient energy to escape when the
pulse turns off. As 3y is made more negative the vortex gains more energy when
the pulse turns off, and at Sy &~ —27 nm the vortex will occasionally break free
and settle into the initialization site. As [y continues to be made more negative
the probability of the vortex remaining in the target site after the pulse turns
off decreases until it approaches 0 at 5y ~ —33 nm.

A second source of uncertainty besides thermal fluctuations was also taken
into account in the simulations. Waveform generators are subject to jitter in the
length of the pulses they output. To account for this, we introduced Gaussian
white noise to the pulse length that had a standard deviation o, as illustrated in
the inset of Fig. 7(c). It was noted in section 4 that the thermal perturbations
can be thought of as adding uncertainty to the position of the vortex on the
basins of attraction map when the pulse turns off. Adding noise to the pulse
length 7 is simply an additional source of uncertainty in the vortex position
when the pulse ends, resulting in a greater spread in X (7;7). Fig. 7(c) is
identical to (a) except with o = 0.2 ns instead of 0. It can be observed that
the peaks and troughs in P(7) that occur near the half-period and period of
the precession remain, but the fast oscillations for 7 5 10 ns have been smeared
out. Jitter was also included when 8y = —30.5 nm, and P(7) for ¢ = 0.2 ns
is shown in blue in Fig. 7(d). It can be seen that for 7 < 20 ns the peaks and
troughs near the half-period and period of the vortex precession stand out more
above the background noise compared to P(7) in Fig. 7(b) where o = 0.

6. Summary

By using the Thiele equation for a massless, rigid vortex we simulated its
dynamic motion in a bistable pinning potential when it was subject to thermal
fluctuations. In order to understand the process of switching the vortex from one
pinning site to the other using a magnetic field pulse, we mapped out the basins
of attraction of the two pinning sites. Two bistable potentials were studied,
one in which the pinning sites were of the same size (symmetric potential), and
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one in which the initialization site was larger than the target site (asymmetric).
Peaks and troughs in the probability of switching in both cases were found
to generally occur near the half-period and period of the vortex’s precession.
This was because for pulses close to these times the vortex would be located
comfortably inside one of the two basins when the pulse turned off. When
thermal noise was added, only pulses with lengths close to the half-period or
period could thus result in consistent switching.

For longer pulse lengths the vortex was found to have sufficient time to
begin to settle into the target site when the pulse was on. This resulted in a
gradual rise in the probability of switching versus pulse length, until the pulse
was left on long enough that the vortex had time to completely settle, at which
point the probability saturated. The simulations for the asymmetric potential
were found to have good qualitative agreement with previous research. [5] Our
work suggests that by mapping out the basins of attraction of two bistable
pinning sites the probability of successfully switching the vortex between the two
sites for different pulse lengths can be well understood. This may prove useful
in identifying methods for quickly and reliably switching the vortex between
fabricated pinning sites in future magnetic memory devices.
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