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Abstract

This report documents the key findings from the Reservoir Maintenance and Development (RM&D) Task
of the U.S. Department of Energy’s (DOE), Geothermal Technologies Office (GTO) Geothermal Vision
Study (GeoVision Study). The GeoVision Study had the objective of conducting analyses of future
geothermal growth based on sets of current and future geothermal technology developments. The
RM&D Task is one of seven tasks within the GeoVision Study with the others being, Exploration and
Confirmation, Potential to Penetration, Institutional Market Barriers, Environmental and Social Impacts,
Thermal Applications, and Hybrid Systems. The full set of findings and the details of the GeoVision Study
can be found in the final GeoVision Study report on the DOE-GTO website. As applied here, RM&D refers
to the activities associated with developing, exploiting, and maintaining a known geothermal resource. It
assumes that the site has already been vetted and that the resource has been evaluated to be of
sufficient quality to move towards full-scale development. It also assumes that the resource is to be
developed for power generation, as opposed to low-temperature or direct use applications. This
document presents the key factors influencing RM&D from both a technological and operational
standpoint and provides a baseline of its current state. It also looks forward to describe areas of
research and development that must be pursued if the development geothermal energy is to reach its
full potential.
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1. INTRODUCTION

In 2016 and 2017, the U.S. Department of Energy (DOE), Geothermal Technologies Office (GTO)
conducted the Geothermal Vision Study (GeoVision Study) with the objective of identifying the
challenges and actions necessary to significantly increase opportunities for U.S. geothermal energy
production. More specifically, the GeoVision Study had the objective of conducting analyses of future
geothermal growth based on sets of current and future geothermal technology developments. Within
the Study, there are seven separate tasks; Exploration and Confirmation, Reservoir Maintenance and
Development (RM&D), Potential to Penetration (P2P), Institutional Market Barriers, Environmental and
Social Impacts, Thermal Applications, and Hybrid Systems. The full set of findings and the details of the
project can be found in the final GeoVision Study report on the DOE-GTO website (DOE 2017).

This report documents the key findings from the RM&D Task that were used to inform the final
GeoVision Study report. For the purpose of the GeoVision Study, RM&D refers to activities associated
with developing, exploiting, and maintaining a known geothermal resource. It assumes that the site has
already been vetted and that the resource has been evaluated to be of sufficient quality to move
towards full-scale development. It also assumes that the resource is to be developed for power
generation, as opposed to low-temperature or direct use applications. There is considerable cross-over
between RM&D and some of the other GeoVision Tasks (particularly the Exploration Task) since many of
the same technologies (e.g. logging tools, geophysical tools, drilling hardware, etc.) are used during
those other phases as during the RM&D phase.

This report discusses the key technologies associated with RM&D and the potential for either reducing
costs and/or increasing reservoir performance. The information herein relies heavily on the published
literature as well as input from several subject matter experts (SME’s). The subjects covered in the
report represent the subjects that have the most potential for improving the current state of RM&D,
which is determined by the impact they have to accelerate and deepen the use of geothermal energy in
the general market. As with the cross-over between RM&D and the other tasks, there is also cross-over
amongst the technologies available for RM&D. An example of this is the importance of high-
temperature electronics, which many other technologies such as logging-while-drilling (LWD) and
monitoring-while-drilling (MWD), rely on. Thus, this report provides a view of these connections to give
the reader a better understanding of the integrated complexity of the technological hurdles that RM&D
faces.

A key objective of the RM&D Task was to supply the default and projected values to the P2P task for use
in the Geothermal Electricity Technology Evaluation Model (GETEM; Entingh, et al. 2006) in support of
their market penetration calculations. Of specific note are the drilling cost curves that represent a range
of technological advances, from today’s current state-of-the art values to an ‘Ideal’ scenario that
assumes we are able to solve all of the technology gaps with respect to drilling.

The initial intent of this task was to look at RM&D from four separate scenarios; 1) hydrothermal in
crystalline rock, 2) hydrothermal in sedimentary rock, 3) enhanced geothermal systems (EGS) in
crystalline rock, and 4) EGS in sedimentary rock. It became quickly apparent that RM&D subject matter
is not easy to categorize due to the fact that there are many more commonalities than there are
differences between the scenarios. Thus, unless specifically called out, the content of this report is
applicable across the full range of RM&D environments. It should also be noted that because
maintenance involves a set of management decisions, the terms ‘maintenance’ and ‘management’ are
sometimes used interchangeably throughout this report.
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This report is broken into seven sections, including this introduction. The second section provides a high-
level description of the challenges to RM&D and the importance of the concept of risk on geothermal
energy development. Sections three and four address material associated with the Development and
Maintenance phases, respectively. The fifth section presents material on other subjects associated with
RM&D that do not fit neatly under the other categories. The sixth section is a discussion that
summarizes the key findings of the RM&D Task and the last section provides a bulleted list of what we
believe are the key take-away messages of this work.
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2. CHALLENGES AND RISK

Two objectives must be met if geothermal energy development is going to meet its full potential; reduce
costs and reduce risk. Underlying those objectives are a set of technical challenges that are conceptually
easy to express but immensely difficult to solve. Those technical challenges include developing
equipment that can withstand harsh geothermal environments, optimizing reservoir operations,
establishing and maintaining flow through a suitable volume of rock between injection and production
wells for EGS systems, and advancing data, modeling, and analysis capabilities. The collective capabilities
from meeting these technical challenges will enhance RM&D, and geothermal energy development in
general, to the point where it can become an integral piece of the U.S. energy generating portfolio.

It is well known that exploration and development costs are a limiting factor in geothermal energy
production. Unique to geothermal energy is the fact that the resource is extremely heterogeneous in its
spatial distribution and ease of access. With the exception of obvious surface features, such as hot
springs, volcanic vents, and the like, gaining access to a geothermal resource is time-consuming and
expensive. In this regard, geothermal energy has much in common with the fossil fuel industry, who
must explore the sub-surface to access the energy source of interest. This is in contrast to other
renewable energy sources (wind, solar, hydro) where the resource is easy to measure and characterize
and the risks are relatively low.

Given the commonalities between geothermal energy and fossil fuels, particularly oil and gas (0&G), it
would seem that O&G technologies could be easily applied to geothermal. However, as is discussed in
detail below, this is not necessarily the case. Besides the differences in the drilling environment between
the two industries, there is a large difference in economics in that the energy density upon accessing
their respective source is smaller for geothermal than it is for O&G.

According to the US Energy Information Administration (EIA 2017), the average production per day of oil
and natural gas for new wells in March 2017 was 700 barrels of oil and 3,500 million cubic feet (mcf) of
natural gas, respectively. Using the standard estimate that a barrel of oil equivalent (BOE) and 6000
cubic feet (6 mcf) of natural gas are equivalent to approximately 1,700 kWh of energy, a new oil well
produces about 50 MW of power and a new natural gas well produces 40 MW of power. Conversely, the
median geothermal well capacity is about 7 MW (Sanyal and Morrow 2012). This makes the initial short-
term cost of developing geothermal energy 6 to 7 times more expensive than O&G. Over the long-term,
this relationship can even itself out or even reverse itself due to the fact that the production rates of
0&G wells usually drop off over time. However, it still remains that the return on investment (ROI) for
drilling O&G wells is much quicker than geothermal, which given the time value of money makes
investment in O&G more attractive, even for wells that are short-lived.

The uncertainty of characterizing the source and in predicting the short- and long-term thermal and
economic performance a priori, contributes significantly to the financial risk of geothermal
development. The classic definition of risk is the probability of an event occurring times the
consequence of the event (Figure 1). The concept of risk underlies the entire insurance industry, who
are able to reduce risk by spreading it out across thousands of clients. For energy extraction, 0&G
companies are able to do this by spreading risk across hundreds or even thousands of wells per year.
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Unfortunately, geothermal energy development is currently done on a project by project basis, so the
opportunity to spread risk across multiple projects is minimal.

From an investment point of view, an investor or developer in geothermal energy needs to know if they
can receive a return on their investment. To illustrate this, assume that we have perfect knowledge of a
_______________________ particular geothermal field; we know the
temperature at depth, the exact fracture
pattern, the injectivity, productivity, and so
on. In this case, an investor or developer
knows exactly how much money they can
spend on developing the resource and still
make a profit. In fact, with this type of
certainty, they can design their system to
optimize their profits. Since the exact

| |
| |
I| Consequence 23 Probability l
: f(costs) f (uncertainty) :
| |
| |
I 1

Figure 1 - Risk is the product of the consequence of an event and

its probability of occurring. In geothermal energy production, performance of the system is known, the exact
consequence is a function of risk and probability is a function of ~ net income is also known (again, assuming we
uncertainty thus overcoming the technological hurdles for have perfect knowledge of future energy
reducing costs and uncertainty also reduces the risk to

markets) and there is no uncertainty and

developers. .
hence no risk.

This is obviously not the case in ‘real life’. With every added uncertainty, the probability of not achieving
a return on a particular investment goes up, as does the risk (Lowry, et al. 2012). This concept holds true
for uncertainties in any process (e.g., success of drilling a well, stimulating a reservoir, maintaining long-
term production, etc.) associated with developing a geothermal energy resource and need not be
applied to just financial investments, although ultimately, that is what RM&D is all about: ensuring a
return on investment.

Uncertainties can have varying degrees of impact depending on the influence of the underlying variable
on the evaluation metric (e.g. LCOE, thermal drawdown, etc.). Within a complex set of integrated
systems such as those that make up a geothermal project, uncertainties in a fundamental parameter can
either magnify, attenuate, or not affect the uncertainty in the evaluation metric as it propagates through
the various systems (e.g., uncertainty in injectivity/productivity impacts pumping requirements, which
impacts O&M costs, which impacts LCOE). Understanding these types of dynamics is of extreme
importance for RM&D because it allows efforts to be targeted on reducing the uncertainties that have
the greatest impact.

Taken together, the challenges of reducing costs and uncertainty are intimately connected through the
concept of risk in that costs control the consequence (lower costs means less money to lose) while
uncertainty controls the probability. As is discussed in the sections below, advancements in technology
and methodology will impact both of these issues.

14



3. DEVELOPMENT

3.1. Drilling

The main well types for geothermal energy production are slimholes, temperature gradient holes, core
holes, and production and injection wells. For the RM&D task, the focus is on production and injection
wells since the other well types are mainly used during the exploratory phases, although there may be
some utility for using slimholes for monitoring and maintenance. There are numerous documents and
studies that provide historical context, technological assessments, and/or cost analyses for geothermal
drilling (e.g., Tester, et al. 2006; Polsky, et al. 2008; Bush and Siega 2010; Finger and Blankenship 2010;
Sanyal and Morrow 2012; Lukawski, et al. 2014; Yost, et al. 2015; DOE 2016; Lukawski, et al. 2016). This
section applies the lessons and data from those and other studies to examine geothermal production
and injection well drilling from a gaps analysis point of view whereby existing engineering problems are
identified and their potential solutions are presented. Since geothermal well drilling is all about
controlling costs, estimates of the economic benefit of solving those problems is also provided.

3.2. Cost Factors

Drilling costs can account for 50% or more of the total capital costs for a geothermal power project
(Tester et al. 2006), which makes reducing drilling costs one of the most important factors for
geothermal energy production to become economically viable across a wide range of geothermal
environments. Controllable factors that affect drilling costs include well design, resource depth, and
drilling efficiency while the uncontrollable factors are external to the drilling process and include O&G
prices, rig availability, and financing and labor costs (Mansure and Blankenship 2013; Lukawski et al.
2014; Yost et al. 2015).

Prior to 2004, well drilling costs were mostly stable, but were also below the levels required to maintain
a sustainable drilling industry (Mansure and Blankenship 2013). Rig rates during that time were actually
below the rate of return required to borrow money from the bank, meaning that banks were leery of
investing in new rigs (Mansure, et al. 2006). Consequently, the drilling industry survived by maintaining
the rig fleet using parts from excess rigs left over from the oil boom in the late 1970’s and early 1980's.
Once the supply of spare parts ran out, along with other factors such as O&G prices, drilling prices
increased exponentially at rates much higher than the consumer price index (CPI). This sudden rise in
costs is shown in Figure 2 where the Bureau of Labor Statistics (BLS) Production Price Index (PPI) serves
as an analog for drilling costs (Mansure and Blankenship 2013) and is compared to the CPI. What is
apparent is that a new, but higher baseline that now reflects an industry sustaining price point has been
established. While it is tempting to look at the O&G industry for analogs to determine geothermal
drilling costs, geothermal drillers usually face one or more challenges that O&G drillers do not (Finger
and Blankenship 2010):

1. High temperature environment
2. Geologic environments that are abrasive, fractured, and have high rock matrix
strength

3. Corrosive groundwater chemistry
4. Larger diameter boreholes

Because of the differences between drilling 0&G and geothermal wells, the costs of each type cannot be
directly compared (Lukawski et al. 2014). However, due to the large number of recorded O&G wells
versus geothermal wells (>100,000 versus < 1000 for wells on public land), O&G drilling data have been
used to develop cost indexes of various complexity to predict geothermal drilling costs as a function of

15



depth (e.g., Augustine, et al. 2006; Mansure et al. 2006; Tester et al. 2006; Polsky et al. 2008; Sanyal and
Morrow 2012; Mansure and Blankenship 2013). Augustine et al. (2006) used the Joint Association
Survey (JAS) drilling cost data to develop a cost index for O&G wells and compare those values to known
EGS and hydrothermal costs showing that the geothermal wells are 2 to 5 times costlier than O&G wells
at similar depths. The results of these indexes are useful for gaining insight into the key factors and
temporal dynamics that drive drilling costs but may be of limited utility when used as predictors of a
particular well because they do not consider the complexity of the drilling environment, the experience
of the drilling crew, nor any other cost factors other than depth (Lukawski et al. 2014). More recent
studies have begun to focus on uncertainties in the cost factors to develop probabilistic estimates of
drilling costs that highlight their variability (Mansure et al. 2006; Lentsch and Schubert 2013; Silverman,
et al. 2014; Yost et al. 2015; Lukawski et al. 2016). In all cases, these studies show that the variability of
drilling cost increases with depth and that the costs can vary by more than £50% of the deterministic
estimates.
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Figure 2 - Bureau of Labor Statistics Production Price Index (PPI) versus consumer price index (CPI).
Dotted lines show the pre- and post-2004 trends. Figure is updated from Mansure and Blankenship
(2013).

3.3. Drilling Cost Curves

A key objective of the drilling cost analyses is to provide drilling cost curves to the P2P task that reflect
various degrees of technological advancements. The first step establishes the current state-of-the-art for
a typical well, which we use as the baseline. The challenge was to condense the complexity in drilling
performance into a tractable set of scenarios. In doing so, for the sake of simplicity, important
parameters and relationships tend to be obscured but despite this limitation, the final results highlight
the significant aspects of well drilling that can drive costs down with further research and development
(R&D).

Thus, the cost curves produced for the P2P analysis are not intended to reflect the current cost of
drilling a particular well but rather are intended to highlight the current state of the art and the
sensitivity of the total well cost to improvements in major aspects of the drilling and completion effort.
They are also general in nature meaning that variables such as rock type, bit type, and drilling
technology are not explicitly accounted for. While considerable effort has gone into ensuring the
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accuracy of significant cost drivers such as rig costs, material pricing, etc., the variability in the numerous
cost factors prevents the curves from being ‘current’. They are however, believed to be representative
of the costs one would encounter across a wide-range of conditions and drilling environments.

To simplify the development of well cost scenarios, costs are grouped into four different categories:

1. Drilling

2. Flat Time

3. Trouble Time
4. Additional Time

The activities included in each category differ somewhat from traditional definitions, but represent more
logical groupings with regards to the well cost input parameters. Material costs are grouped into the
activity with which they are associated. Pairing activity and related material costs simplifies the process
of making modifications to the assumed baseline, as opposed to grouping material costs into a separate
category.

Activities grouped into the ‘Drilling’ category are limited to those related to extending the hole, such as
rotating on the bottom, tripping drill pipe, and handling the bottom hole assembly (BHA) to replace
damaged bits. Also included are drill bit and BHA component costs, directional equipment costs (for
scenarios that include directional wells), and related labor costs.

‘Flat Time’ includes all planned activities and associated costs that do not directly contribute to
extending the hole, such as running casing, cementing, and logging. ‘Trouble Time’ incorporates any
activity and associated costs that arise from adverse hole conditions or unexpected failures. Among the
most prevalent of these is lost circulation.

The ‘Additional Time’ category includes mobilization/demobilization, site preparation, pre-spud
engineering, and wellhead equipment. Since these costs are typically less than 10% of the total well cost
it makes them less impactful targets for R&D and thus the costs in this category are held constant across
all the well scenarios described below.

Baseline values for rate of penetration (ROP) and bit life are based on an analysis of the drilling records
from seven deep (12,000* ft) wells that were drilled in Australia from 2003 to 2010 as part of that
country’s effort to develop EGS. Each of the wells was thoroughly documented, including detailed data
on bit performance (bit life, ROP, and formation being drilled). Six of the wells (Habanero 1, Habanero 2,
Habanero 3, Habanero 4, Jolokia 1, and Savina 1) were drilled in the Cooper Basin of South Australia
while the seventh, Paralana 2, is almost 180 miles away in lithology that is noticeably different.
Habenero 1 and 2 used a smaller-diameter profile with bottom-hole diameters of 6”, whereas the others
have an 8.5” diameter at terminal depth. Each of the wells was targeted to end in a granite basement
formation, although Savina 1 barely reached it before the well was abandoned after severe drilling
problems.

The daily drilling reports for each well were examined to eliminate some of the bits from statistical
analysis because they were used for cleaning junk, for wiper trips, or for other functions that did not
represent ‘normal’ drilling. Each bit analyzed drilled a given interval length in a certain number of hours.
The interval length divided by the number of hours is the ROP for the interval. The number of hours is
taken to be the bit life, although there were a few cases in which the bit was not fully worn and was
pulled for other reasons.
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To determine the baseline ROP, the data are plotted as a cumulative distribution function and the 90"
percentile value was chosen (Figure 3), which produced an ROP of about 30 ft/hr. The 90" percentile
was chosen as an appropriate value for the current state-of-the-art, baseline scenario. After discussions
within the project team the 30 ft/hr was scaled down to 25 ft/hr, which is at the 88" percentile.

The same approach is used to determine the baseline value for the bit life. However because of the
correlation between bit life and ROP (an increase in the ROP correlates to an increase in the bit life with
respect to footage drilled), the baseline value was lowered to the 70%" percentile, which returned a value
of 65 hrs (Figure 3). After discussions within the project team, this value was reduced to 50 hrs, which is
at the 58™ percentile.

With regards to variability with depth and bit size, the Australian data show a slight correlation with bit
size and a stronger correlation with depth (Figure 4). However, because the cost curves are meant to be
representative across all lithology’s and depths as well as the noisiness in the correlations, no
adjustments were made to the ROP as a function of bit size or depth.
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Figure 3 — Cumulative distribution function of the rate of penetration and bit life across all records for seven
EGS wells drilled in Australia from 2003 to 2010 (Habenero 1, 2, 3, & 4, Jolokia 1, Savina 1, and Paralana 2). The
blue dotted lines indicate the location of the baseline values used in the cost curves.

Because of the importance of the ROP and bit life with respect to the drilling cost (Lukawski et al. 2016),
the baseline values were compared to values in the literature to insure that they are reasonable and
representative. Rowley, et al. (2000) report an average ROP of 13.0 — 16.4 ft/hr for geothermal wells
“drilled world-wide” but then show in their study that the use of percussion hammer drilling can
increase those values by 10 to 15 times. During field tests in the hard-rock environment of the Chocolate
Mountains in California, Raymond, et al. (2012) achieved rates of 10-20 ft/hr and an average bit life of
40 hours for roller-cone bits and 20 to 27 ft/hr for polycrystalline-diamond-compact (PDC) bits. Polsky et
al. (2008), in their EGS well technology report, use ROP’s of 12-18 ft/hr, which includes time for making
connections, and bit life’s of 40-120 hours for a hypothetical EGS well in the Clear Lake field in California.
For their ‘steam well’ case study, Finger and Blankenship (2010) indicate ROP’s of 17 to 95 ft/hr and bit
life’s of 10-24 hours. In their study showing the improvement in drilling performance of self-adjusting
PDC bits, Jain, et al. (2015) use numerical simulations to show ROP’s of 90 ft/hr in sandstone and 50
ft/hr in dolomite. Finally, the U.S. Department of Energy state in their production drilling and well
completion report that ROP’s ‘vary tremendously’, with rates in ‘medium’ formations for roller cone and
PDC bits ranging from 5 — 160 ft/hr (DOE 2016). They also indicate an average bit life of 65 hours. Given
these values, we believe that the use of 25 ft/hr and 50 hours as the baseline scenario for the drilling
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cost curves are well justified, especially when one considers that the values are meant to reflect
effective, current state-of-the-art values across all well types and lithology’s.
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Figure 4 - ROP as a function of bit diameter and depth for the seven Australian wells. The depths are based

on the average depth of each interval and are further consolidated into depth bins of 1000 ft. The gray dots
represent the location of the interval data.

The well design model in GETEM was leveraged to determine the casing schedule for each of the wells.
This was done to maintain consistency with the use of GETEM in calculating the LCOE in the P2P task.
The GETEM model uses the following criteria to set the number of cased intervals:

Minimum number of intervals is 3

If depth is between 3-5 kilometers, number of intervals is 4
If depth is greater than 5 kilometers, number of intervals is 5
Number of intervals can be input, but must be >3

PwNE

The only changes made to the GETEM casing schedules was the 30-inch diameter surface casing
recommended on small diameter, deep wells (5000-6000 meters). The initial wall thickness calculated
by GETEM is 1.687 inches, which was manually reduced to a more realistic wall thickness value of 0.687
inches. This is also the thickness recommended by GETEM for the large diameter, deep wells.

Another important assumption is the daily rig rate. GETEM estimates the rig rate from the required hook
load to run casing, with additional provisions for fuel consumption and rig related rentals. These
provisions reflect the nominal size and rig power requirements that in turn affect rig rates and thus the
rig rate varies with depth and well diameter. The rates are given in Table 2 below.

Finally, an effort was made to standardize the construction of the wells regardless of depth, so the
surface casing for all wells is set at 1,000 feet to account for regulations concerning protection of aquifer
zones shallower than the targeted production interval. At the other end of the well, the production zone
is also assumed to be 1,000 feet in length.
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3.4. Well Cost Curve Scenarios

To generate the curves, the proprietary Well Cost Simplified (WCS) model from Sandia National
Laboratories was used to calculate the cost of drilling wells for four scenarios that reflect a range of
technologies from the current state-of-the-art baseline to the highest foreseeable potential. The four
scenarios are named the Baseline, Intermediate 1, Intermediate 2, and the Ideal scenarios. Within each
scenario, wells reflecting small and large completion diameters as well as vertical and horizontal
orientations are considered, resulting in 16 separate scenarios. The model inputs for each scenario are
listed in Table 1.

Table 1 - List of the differentiating inputs to the WCS model for the various scenarios. Where appropriate, (1) = Baseline, (2) =
Intermediate 1, (3) = Intermediate 2, and (4) = Ideal.

Category / Parameter Value
Target Depth [m] 1000 m to 7000 m, at 500 m intervals
Total Depth [m] (Vertical only) 1152.4 m to 7152.4 m, at 500 m intervals
Production Zone Hole Diam. (GETEM defaults) Small (8.50 in), Large (12.25 in)
Production Zone Length [m] 304.8 m (1000 feet)
Completion / Orientation Vertical — Open Hole, Deviated — Perforated Liner
ROP [ft/hr] (1) 25; (2) 50; (3) 75; (4) 100
Drilling Costs Bit Life [hr] (1) 50; (2) 100; (3) 150; (4) 200
CBR* [deg.] (1) 3; (2) 10; (3) 20; (4) 30
# Cased Intervals (1) 3-5 (GETEM default); (2) Reduce by 1; (3) Reduce by 2; (4)
Mono-bore

(1) Default; (2 & 3) Drill half with mud, half with air or water;
(4) Drill all with air or water

(1) Log all except surface interval; (2) Log only production
interval; (3 & 4) No wireline, use logging while drilling (LWD)
Trouble Time Contingency (1) 15%; (2) 10%; (3) 5%; (4) 0%

*Continuous build rate

Flat Time Mud Costs

Wireline Logging

The target depth represents the depth of the target reservoir temperature. The total depth applies only
to the vertically oriented wells and reflects the assumption that the production zone is centered at the
target depth. When comparing vertical to horizontal production zones, specifying the same depth for
both well types is not a direct comparison unless the center of the production zone in the vertical well
coincides with the terminal horizontal depth (Figure 5). Making this distinction ensures that the average
reservoir temperature from both well types is the same, assuming also that production from the vertical
well is uniformly distributed across the production zone.

For the horizontal well configurations, the build angle changes continuously to 90° (horizontal)
beginning from the bottom end of the surface casing (1000 ft), with the production zone liner completed
fully horizontal. While there are several methods to build angle in a deviated well (build and hold, s-
shaped, and continuous), without specific conditions that may dictate one build method over another,
we assume that the angle is built continuously.

Bit costs are determined using equation (1):
C=3775xD — 21750 (1)

where D is the bit diameter in inches and C is the bit cost in dollars. Equation (1) is applicable to a
diameter range of approximately 8-1/2" to 26" and is based on bit cost data from 2010 for roller-cone,
hard formation, journal bearing bits, which are the dominant type used in geothermal and O&G drilling.
The total bit cost for an interval is given by C x (drilling time/bit life), which can lead to a non-integer
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number of bits. However, because bit life is highly variable the use of a non-integer number of bits is still
statistically reasonable. Table 2 lists the default values for the balance of inputs in the WCS model that
are common across all scenarios. These values are based as much as possible on an ‘industry average’
that provides a generic cost and performance for a well of a general type, size, and depth.

Ground Surface

113A% [E21434

Total Depth
Target Depth and Termp.

|3, [E1U0Z Lo

| Production Zone!
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3 ProductionZone:

Increasing Depthand Temperature

A==

Figure 5 - Total depth versus target depth. The
vertical well production zone is centered on the
target depth to provide the vertical well with
the same average production temperature as

the horizontal well.

Figure 6 shows the cost curves for all four cases (small
diameter — vertical orientation, small diameter — horizontal
orientation, large diameter — vertical orientation, and large
diameter — horizontal orientation). The step function change
in costs for the Baseline and Intermediate 1 scenarios are due
to additional intervals added to the design at the specific
depths as per the GETEM criteria discussed above. The dotted
lines represent a best fit to the data and are likely more
representative of the actual costs since the depth at which
additional intervals would be added to the design is highly
dependent on the geologic and hydrogeologic conditions.

Collectively, the added cost of drilling a horizontal well versus
a vertical well declines with depth from about 16% down to
12% of the vertical well cost for the small diameter wells, and
18% down to 8% for the large diameter wells. The added cost
of drilling a large diameter well versus a small diameter well
increases with depth from about 27% to 50% of the small
diameter cost for the vertical wells, and 30% to 46% for the
horizontal wells.

Table 2 - List of default values used in the WCS model that are common to all scenarios.

Input Parameter Description Value
BHA Cost Bottom hole assembly 50% of bit cost
Casing Cost K-55 casing $1.50/1b

Cementing Cost

Material only

$125.00 / ft3

Cementing Time

Running casing 300 ft/hr

Rigging, mixing, pumping, setting | 5 hrs

Tripping In and out of hole 1000 ft/hr
Handling time 6 hrs
Logging Time 300 ft/hr
Service $50,000
Wellhead Time For intervals run to surface 40 hrs
Initial volume $10,000
Mud Cost Make-up volume $4,000 / day
L - Specialized labor $75.00/ hr
Directional Drilling Motor and steering tools $500.00 / hr
Mobilization / de-mobilization $250,000 (total)
Site preparation $250,000
Pre-spud engineering $10,000
Fixed Costs Wellhead equipment $80,000

Rig rental rate

$28,500, $33,500, $38,400 / day
1000-2000’, 2500-4500’, >5000’ — Large Diam.
1000-3500’, 4000-4500’, >5000; - Small Diam.

21



For EGS systems, horizontal wells have been shown to produce less thermal drawdown across a full
range of fracture orientations because it eliminates density flows that can dominate vertical well
orientations (Kalinina, et al. 2014; Chen and Jiang 2015). The consistency of performance for horizontal
wells also reduces the uncertainty and hence the risk. Between the large and small diameter wells the
main performance difference is the higher fluid friction losses in the smaller diameter holes, which for
the values used here (the small diameter hole of 8.5 inches has an inside casing diameter of 6.20 inches
while the large diameter hole of 12.25 inches has an inside casing diameter of 8.825 inches) results in
about a 3% pressure difference at the surface. Small diameter, deep wells may have a thermal
advantage over the large diameter wells since the travel time for the same mass flow rate to the surface
is less, which reduces heat loss to the surrounding formation. The tradeoffs between all these factors
must be considered when designing the well.
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Figure 6 - The cost curves developed for the P2P Task.
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3.5.

The process of drilling a well includes downhole energy transfer, rock reduction, rock removal, borehole
stabilization, formation fluid control, logging, and borehole preservation. Because drilling is such a
complex activity, there are numerous opportunities to reduce costs in all of these processes.
Improvements can come in one of two ways: a new technology is developed that saves time and/or
money or we learn how to drill more efficiently with existing technology (Blankenship, et al. 2007). The
key factors and technologies that control drilling costs can be fit into three broad categories; bits, high
temperature electronics, and avoiding non-drilling time, which is defined below. There are numerous
documents that provide excellent descriptions of each of these areas (e.g., Tester et al. 2006; Finger and
Blankenship 2010; DOE 2016) and thus are not repeated here. Rather, this section looks at the

Drilling Technologies
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implications of drilling technology improvements to identify the key gaps and to prioritize the focus

areas of future research.

Figure 7 shows the time (upper left), time cost (upper right), material cost (lower left) and total cost
(lower right) percentages for different drilling cost components for the Baseline, large diameter (12.25
inch hole size) vertical well with a target depth of 5000 m (the values are listed in Table 3).
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Figure 7 - Cost and time structure breakdown for the Baseline large diameter vertical well at a target depth of 5000 m. The
break-out in the ‘Total Costs’ plot in the lower right are the time dependent costs detailed in the upper two plots. The values
for these plots are listed in Table 3.

Technological improvements are also a function of depth. Figure 8 and Table 4 shows the drilling cost
breakdown for the Baseline large diameter (12.25 inch hole size) vertical well at a target depth of 2500
m. For this well, the material costs are less of a factor (62.9%) and the time-dependent costs are more of
a factor (37.1%) than the 5000 m target depth well. The result is that for the 2500 m target depth well,
technological advances that double the ROP will be more effective from a cost reduction standpoint
(14.4% cost reduction) as compared to the 5000 m target depth well (10.4% cost reduction).
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Table 3 - Cost and time structure breakdown values for the Baseline large diameter vertical well at a target depth of 5000 m.
These data are plotted in Figure 7.

Description Cost Time [hrs] Percer‘lztO(sZ:stegory Percent Time :;::f 2;::2
Time Dependent Costs
Drilling $1,081,852 676.2 30.43% 35.98% 6.60%
Tripping $619,932 387.5 17.44% 20.61% 3.78%
Cementing $212,309 132.7 5.97% 7.06% 1.29%
Logging $477,931 173.7 13.44% 9.24% 2.91%
Wellhead Time $256,000 160.0 7.20% 8.51% 1.56%
Mob / De-Mob $250,000 72.0 7.03% 3.83% 1.52%
Site Prep $250,000 48.0 7.03% 2.55% 1.52%
Engineering $10,000 0.0 0.28% 0.00% 0.06%
Contingency $397,204 229.5 11.17% 12.21% 2.42%
SUB-TOTAL $3,555,227 1879.5 100.00% 100.00% 21.67%
Material Costs
Bits $856,804 NA 6.67% NA 5.22%
BHA $428,402 NA 3.33% NA 2.61%
Mud $265,002 NA 2.06% NA 1.62%
Casing $6,294,161 NA 48.99% NA 38.37%
Cement $3,257,613 NA 25.36% NA 19.86%
Wellhead Equip. $80,000 NA 0.62% NA 0.49%
Contingency $1,665,297 NA 12.96% NA 10.15%
SUB-TOTAL $12,847,280 NA 100.00% NA 78.33%
TOTAL $16,402,507 1764.5 (73.5 days) NA 100.00% 100.00%

Table 4 - Cost and time structure breakdown values for the Baseline large diameter vertical well at a target depth of 2500 m.
These data are plotted in Figure 8.

.. . Percent Catego . Percent of
Description Cost Time [hrs] e gory Percent Time Total Costs
Time Dependent Costs
Drilling $485,862 348.1 28.95% 39.89% 10.75%
Tripping $176,738 126.6 10.53% 14.51% 3.91%
Cementing $59,532 42.6 3.55% 4.71% 1.32%
Logging $181,908 58.7 10.84% 6.72% 4.03%
Wellhead Time $111,667 80.0 6.65% 9.17% 2.47%
Mob / De-Mob $250,000 3.0 14.90% 8.25% 5.53%
Site Prep $250,000 2.0 14.90% 5.50% 5.53%
Engineering $10,000 0.0 0.60% 0.00% 0.22%
Contingency $152,356 98.4 9.08% 11.25% 3.37%
SUB-TOTAL $1,678,062 759.4 100.00% 100.00% 37.14%
Material Costs
Bits $308,181 NA 10.85% NA 6.82%
BHA $154,090 NA 5.42% NA 3.41%
Mud $119,338 NA 4.20% NA 2.64%
Casing $1,052,261 NA 37.04% NA 23.29%
Cement $766,726 NA 26.99% NA 16.97%
Wellhead Equip. $80,000 NA 2.82% NA 1.77%
Contingency $360,089 NA 12.68% NA 7.97%
SUB-TOTAL $2,840,686 NA 100.00% NA 62.86%
TOTAL $4,518,748 759.4 (31.6 days) NA 100.00% 100.00%
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Figure 8 - Cost and time structure breakdown for the Baseline large diameter vertical well at a target depth of 2500 m. The
break-out in the ‘Total Costs’ plot in the lower right are the time dependent costs detailed in the upper two plots. The values
for these plots are listed in Table 4.

From the ‘Total Costs’ plots (lower right) in Figure 7 and Figure 8, it is apparent that the costs attributed
to time-dependent activities are a relatively small part (21.67% and 37.14% for the 5000 m and 2500 m
wells, respectively) of the total drilling costs. However, there are dependencies amongst the cost factors
that must be accounted for when estimating technological advancements. For instance, doubling the
ROP while leaving everything else constant has a larger impact than just cutting the drilling time costs in
half. It also reduces the number of trips and thus the total tripping time, the bit and BHA costs, and the
contingency costs since a fewer number of bits will be used and contingency is based on a percentage of
total drilling activity costs. Figure 9 illustrates this by showing the relative cost of each component at
ROP’s of 25 and 50 ft/hr. The reduction in the bit and BHA, drilling time, and tripping time costs can be
seen. Because the total cost goes down at the higher ROP, we see increases in the percent cost
attributable to wellhead equipment, wellhead time, and casing and cement costs.

There are two important lessons from this example; 1) the relative impact of a new technology is
dependent on the well specification and 2) there is no single technology that can significantly reduce
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Figure 9 - Relative costs of the drilling components showing the effect of doubling the ROP for the Baseline large diameter
vertical well at target depths of 5000 m and 2500 m. As a percentage of the total cost, time costs tend to decline as ROP is
increased while material costs, with the exception of bit and BHA costs, tend to increase.

costs by itself. This means that drilling research efforts must have multiple but coordinated focus areas
that cover the full range of drilling activities.

The literature contains many definitions and descriptions of drilling research focus areas, which for the
purposes of this report are generalized into the following categories:

o Bit Design
o High Temperature Environments
. Non-Drilling Time

3.6. Bit Design

Drill bits come in two general configurations; roller-cone bits that crushes the rock as it turns under-
pressure on the bottom of the hole, and drag bits, which shear the rock in a similar way that machine
tools cut metal. In most applications, drag bits are more efficient than roller-cone bits (Finger and
Blankenship 2010).

Roller-cone bits have been around for over 100 years and are a very mature technology. They currently
dominate geothermal drilling because of their durability in hard, fractured rocks and the fact that they
are less expensive than drag bits (Finger and Blankenship 2010; Blankenship 2016). However, roller-cone
bits contain either roller or journal bearings that require lubricants and seals that are vulnerable to the
high temperatures found in geothermal environments.
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Drag bits are not susceptible to high temperatures due to the fact that they contain no moving parts.
Current drag bit technology uses PDC cutters, which have been widely adopted by the O&G industry due
to their higher ROP and longer bit life over roller-cone bits (Polsky et al. 2008; DOE 2016). Sandia
National Laboratories has been involved with the development of PDC bits for the past three decades
and has pioneered their use in hard-rock environments (Finger and Glowka 1989). It has been estimated
that two-thirds of the worlds O&G footage has been drilled with PDC bits (Blankenship 2016). However,
the adoption of PDC bits in geothermal drilling has been relatively slow as compared to the O&G
industry for three main reasons; 1) cutter wear in hard-rock environments, 2) vibration due to cutter
failure, and 3) absence of service industry (Polsky et al. 2008; Raymond et al. 2012).

Polsky et al. (2008), states that the first two reasons can be attributed to three fundamental lithological
characteristics: rock abrasiveness, rock hardness, and heterogeneity. As the O&G industry begins drilling
more hard rock environments, improvements in PDC bit design have been made. Changes in cutter
design and more experience in using PDC bits in hard rock environments has reached the point where
PDC bits are beginning to outperform roller-cone bits for geothermal applications.

Raymond et al. (2012) demonstrate PDC bit advancements by testing them in the granite formations of
the Chocolate Mountains in Southern California. Their experiment compared two PDC bit designs, one
equipped with torque control components (TCC) and one without, against a roller-cone bit. TCC limits
the ROP by design to keep bit torque below a specified threshold. All three bits are commercially
available. In terms of the ROP, the two PDC bits outperformed the roller-cone bit by over 2:1 (23.42
ft/hr [7.14 m/hr] average for the PDC bits, 10.7 ft/hr [3.26 m/hr] for the roller-cone bit).

More importantly, the Raymond et al. (2012) study estimates the costs associated with drilling a
standardized interval with each of the bits. They set the cost of a PDC bit $4 per foot with a $14,500
minimum (PDC bits are leased, not purchased) and the cost of the roller-cone bit at $3,200. Despite the
higher cost of the PDC bits the estimated cost per foot for the TCC and non-TCC PDC bits was $45 and
$59 ($148 and $194 per meter), respectively, while the roller-cone bit averaged about $74 per foot
(5243 per meter). The savings of using PDC bits is attributed to their higher ROP and extended bit life
(>1000 m for PDC versus 300-400 m for roller-cone).

As a comparison, Baujard, et al. (2017) analyzed drilling data from four sites in the Rhine Graben and five
wells in the Bohemian granite and gneiss in Austria to estimate ROP. While they do not consider the bit
type, their results show that most of the ROP values ranged from about 2 — 7 m/hr (6.5 — 23 ft/hr) and
that the ROP decreases with depth. For wells drilled between 2000 and 3500 m, the ROP ranged from 3
—7 m/hr (10 — 23 ft/hr) but for wells greater than 3500 m, the ROP varied between 2 and 4 m/hr (6.5 —
13 ft/hr). Noticeable peaks to between 15 and 20 m/hr (50 — 65 ft/hr) occurred in narrow zones where
the granite was fractured or altered.

Beyond the traditional drag and roller-cone bit technology, there are other technologies that show
promise but are not currently deployable. The focus has been on technologies that aim to alter the rock
ahead of the bit to make it easier to drill and include chemical enhanced drilling (CED), jet-assisted
drilling (JAD), and laser enhanced drilling (LED). In one form or another, CED and JAD have been around
since at least the early 70’s while LED is a more recent technology (Song, et al. 2017).

CED uses additives to the drilling fluid to alter the rock to make it more susceptible to reduction.
However, despite its conceptual simplicity, CED suffers from several limitations, the most prominent of
which are the rate that a chemical can react with the rock, the toxicity and disposal of some of the
added chemicals, and the cost (Zhang, et al. 2016).
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JAD uses the mechanical force of high-pressure fluid jetting in front of the bit to ‘erase’ the tension in
the rock to make it easier to drill. The main limitation of JAD is the reliability of the downhole super-
charger that is used to create the pressure, and the integration of the jets with the drill bit (Zhang et al.
2016). Compared to CED and LED, JAD is considered to be the closest to market (Baujard et al. 2017),
with testing of state-of-the-art JAD technology on 60 oil wells in China showing an increase in ROP of 11-
831% (Zhang et al. 2016). As an indication of JAD’s promise, the European Union’s Horizon 2020
research and innovation program is currently funding the ThermoDrill Project to advance JAD
technologies with a goal of increasing the ROP by 100% and reducing drilling costs by 30% for drilling in
hard rock, geothermal environments (Eisner 2016; ThermoDrill 2017).

LED (sometimes referred to as laser assisted drilling) uses lasers to break the rocks through thermal
spallation or by melting and vaporization. LED is commonly used for drilling stones, rock, and marble but
has yet to be field tested in deep, hard-rock environments (Khan, et al. 2015). The use of lasers for
drilling was first investigated in 1998 using laser technology from the U.S. StarWars defense program
(O'Brien, et al. 1999; Graves and Batarseh 2002). That program, which was implemented through the
Colorado School of Mines, showed that lasers can destroy rock without damaging formation
permeability and that it can be done with less specific energy than had been previously estimated. Khan
et al. (2015) state that LED is the “ultimate holy-grail” for drilling through hard rock. With regards to
improvements to the ROP, Ezzedine, et al. (2015) use a combination of laboratory experimentation and
numerical modeling to estimate that the ROP could be increased by a factor of three using LED
technology. Despite the promise of LED, it is currently limited by our ability to deliver the laser energy
down the borehole in a reliable manner.

3.7. High-Temperature Environment

It has been stated that for efficient and economically viable power production, geothermal production
temperatures should be greater than 200 °C (Tester et al. 2006) and thus downhole equipment and
materials for geothermal drilling and production must be able to withstand extended periods at and
above that temperature without a degradation in performance and/or reliability. Coupled with these
high temperatures are high pressures, vibration and shocks, and harsh chemical environments that only
add to the unforgiving geothermal environment.

The main failure points within downhole components are the electronics and elastomers and organic
materials. Due to the integrated nature of these systems, the issue must be approached as a whole-
systems problem because there is not a single system solution that can create a sudden step change in
capability (Norman 2006; Sisler, et al. 2015; Watson and Castro 2015). The downhole components that
are vulnerable to these failures control power storage, regulation, and conversion, motor drives, data
acquisition, data storage, monitoring, and pumps. The high temperature environment also accelerates
other failure modes such as intermetallic growth and voiding, materials outgassing, corrosion, hydrogen
darkening of optical fiber, and stress induced failures, all of which can impact long-term borehole
integrity as well as the downhole components (Blankenship 2016).

Work in high temperature electronics has been ongoing for decades but even with the progress over
that time there are relatively few commercial-off-the-shelf (COTS) products that are rated for use above
175 °C, although this situation is starting to improve as high temperature electronics become more
important in other industries such as the avionics, aerospace, and automotive industries (Sisler et al.
2015; Watson and Castro 2015).

In 2015, Baker Hughes completed a project for the DOE Geothermal Technologies Office (GTO) to
develop a prototype directional drilling system that includes the bit, directional motor, and drilling fluid
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that provides at least a 50-hour lifespan in a 300 °C, 10,000 m deep environment (Chatterjee, et al.
2015). The intent was to design the system such that each piece worked cooperatively to produce the
desired performance. Several prototypes and configurations were tested at the Baker Hughes
Experimental Test Area (BETA) in Oklahoma, a site in Celle, Germany, and in a high-temperature test
stand. The report states that they were successful in developing “three prototype drilling systems
capable of drilling directional wells at 300 °C”, although more field testing is needed to establish
durability and lifespans. As of this writing, the current status of these developments is not clear.

Two areas of prime importance for the geothermal industry are in logging and monitoring (Blankenship
2016; DOE 2016). Standard open hole logging tools are used to measure things such as temperature,
pressure, flow (spinner), spontaneous potential, resistivity, total gamma, gamma density, neutron
porosity, nuclear magnetic resonance (NMR), micro-resistivity, and ultrasonic borehole imaging.
Standard logging is typically done as wireline meaning that the logging tools are lowered into the
borehole once drilling is complete. Most open-hole logging tools are available in high-temperature
versions up to 260 °C, making them suitable for the majority of geothermal applications (Blankenship
2016). However, some of these high-temperature logging tools are limited by their minimum hole
diameter that precludes their use in 8.5” casing. As a special application, none of these tools are suitable
for super-critical environments.

Another approach, logging while drilling (LWD), logs the system during the drilling process with sensors
that are integrated into the drill string. Usually, information is transmitted back to the surface via
electromagnetic waves or pressure pulses through the drilling fluid. This method of data transmission is
limited in band width and thus LWD systems must record high-resolution data into memory that can be
retrieved later when the drill-string is withdrawn. More recent advancements involve networked or
wired drilled pipe, which can transmit high density data in real-time. Unfortunately, flash memory for
storing the data to retrieve later as well as networked pipe are not yet suitable for high temperature
environments, although Halliburton states they have a 230 °C system with directional, drill string
dynamics, pressure and gamma information (Blankenship 2016). Work on developing these capabilities
is ongoing with promising results to date (e.g., Cashion 2015; Sisler et al. 2015; Watson and Castro
2015).

Similar to LWD tools are measurement while drilling (MWD) tools. The difference with LWD is that MWD
tools collect real-time data on temperature, pressure, shock and vibration, direction and inclination,
rotational speed, weight on bit (WOB), and torque on bit while LWD tools collect open-hole logging
measurements. MWD tools and the data linkages to the surface are required for directional drilling (DOE
2016), but high temperatures are a challenge for both the instrumentation and the elastomers of the
downhole motor. The issues of high temperature instrumentation for MWD are the same as those for
other logging tools and can be addressed with the same technological advancements. Research in high
temperature elastomers and novel downhole motor designs is helping to clear this hurdle (Redline, et al.
2015; SNL 2016).

A variant of logging and monitoring is drill-stem testing, which isolates and tests the pressure,
permeability, and productive capacity of a geological formation during well drilling. It is primarily used in
O&G to help determine when a well has reached a commercially viable hydrocarbon source. Applied to
geothermal, it can be used for EGS applications to find areas of suitable permeability for stimulation and
in hydrothermal applications to find areas of adequate flow. Like logging and monitoring, the electronics
required to perform drill-stem testing must be able to perform in high-temperature conditions. Current
technology includes Schlumberger’s ‘Quartet HT” downhole reservoir testing system that is rated to 210
°C (Schlumberger 2017), so this gap is closing.
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As is discussed in detail below, LWD and MWD tools are key technologies for reducing drilling costs by
providing the drilling crew with real-time information that allows them to drill more efficiently and avoid
trouble. LWD and MWD tools are perfect examples of the technological dependencies that manifest in
geothermal drilling processes and a reason that research activities need to be integrated and
coordinated.

The use of insulated drill-pipe (IDP) has been shown to keep the temperature around motors and
electronics much cooler than with conventional drill pipe (CDP) (Finger, et al. 2002). The concept of IDP
is to deliver drilling fluid to the bottom of the hole at a much cooler temperature than is otherwise
possible. Finger et al. (2002) describes the theoretical background of IDP and provides results from
laboratory and field testing. Their results show that for a 3050 m deep well with a terminal temperature
of 350 °C, the bottom-hole fluid temperature was reduced from 205 °C with CDP to 75 °C with IDP. The
results also show that the mud return temperature is higher with IDP (91 °C vs 73 °C), which may require
the use of mud coolers. The higher return temperature also indicates that more heat is being removed
from the borehole, which can have benefits for logging and cementing after drilling. Despite the promise
of these results, IDP has not been readily adopted by the geothermal or O&G industries most likely due
to the added cost of IDP versus CDP. An economic tradeoff analysis is needed to explore this issue
further.

It is worth noting that active cooling technologies can be used to keep the relevant components below
the ambient temperature. Active cooling involves the circulation of cooling fluids through the borehole
(e.g., mud coolers) (Blankenship et al. 2007). Pennewitz, et al. (2012) show the importance of insulating
downhole components and the effectiveness of phase-change insulators. Using a liquid to gas phase
change insulator, they show that a component starting at 25 °C can stay below 200 °C for up to 20 hours
when exposed to a 250 °C environment. As an example of the effectiveness of active cooling Saito and
Sakuma (2000) looked at how top drive drilling system cooling impacts the ROP, bit life, and economics
of drilling. Their study examined two wells in the Kakkondo geothermal field north of Tokyo, Japan and
showed that cooling increased bit life three to six times over conventional drilling, mainly due to better
longevity of the O-ring seals.

With regards to the GeoVision Study, the development of tools and materials that can withstand the
high temperature geothermal environment is imperative if geothermal energy is going to ever reach its
potential. Failure of something as simple as an O-ring can force the shutdown of drilling to trip out of
the hole to diagnose and fix the problem. This is both time consuming and expensive. Functional high
temperature electronics for MWD and LWD tools also allows drillers to avoid trouble time by conveying
in real-time when conditions may be leading to lost-circulation or other troubles.

3.8. Non-Drilling Time

Non-drilling time (NDT) is time spent over the drill rig without deepening the hole and encompasses ‘flat
time’, ‘non-productive time’, and ‘trouble time’. Flat time is typically defined as the time spent on
required activities that do not advance the hole, such as running casing, cementing, etc. Non-productive
time usually refers to unplanned time associated with the operation of the rig, such as equipment
breakdown, ill-fitting parts, etc. Trouble time is usually thought of as time associated with correcting
issues within the borehole. Since there is overlap in these terms and different companies and industries
define these terms slightly different, we are defining NDT to include any time or activity that is spent in
not deepening the hole under the premise that there is considerable potential time and cost savings
that can come from reducing NDT, regardless of its source.
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NDT is most commonly caused by lost circulation and stuck pipes (Moazzeni, et al. 2012; Cole, et al.
2017) but also includes other problems such as difficulty cementing, wellbore instability, and equipment
failures (Finger and Blankenship 2010). Lost circulation, is caused when the drilling fluid flows into the
geologic formation instead of returning to the surface and is estimated to cost the O&G drilling industry
a 51 billion per year in rig time, materials, and other financial resources (Ferron, et al. 2014) and adds an
estimated average of $185,000 per well to geothermal rig costs (Cole et al. 2017).

Because geothermal drilling environments tend to be under pressurized with multiple zones of highly
fractured and altered material, lost circulation is more common in geothermal drilling than in other
applications (Finger and Blankenship 2010). The time and material costs for lost circulation can
represent 10% of the total well costs in a mature geothermal field, and often exceeds 20% of the costs
for exploratory wells and reservoir development (Finger and Blankenship 2010; Almagro, et al. 2014). In
many cases, geothermal wells have been abandoned due to lost circulation (Mansure 2002), which can
quickly put a geothermal project into economic difficulty. For those reasons, lost circulation deserves
special attention as a means of reducing NDT.

The implications of lost circulation are many and can sometimes lead to a cascade of events from which
recovery is difficult. If the drilling fluid is unable to clean the hole, cuttings can fall back on the bottom-
hole assembly and stick the drilling assemble. If lost circulation suddenly lowers the fluid level in the
well, hot water, steam, and/or gas can enter the wellbore causing a loss of well control. Furthermore, if
circulation is lost in the production zone, it may be difficult to cure or manage the lost circulation
without compromising the well’s productivity. In addition, lost circulation can result in bad cement jobs
that can lead to further issues down the road.

There are several approaches available for mitigating lost circulation. In the general order from the least
time consuming and expensive to the most they are (there are exceptions that can change this order):
1) drill ahead with lost circulation, 2) drill with a light weight drilling fluid to reduce the static head in the
borehole below the pore pressure in the formation, 3) add fibrous material or particles to the drilling
fluid to plug the lost circulation zone, and 4) seal the loss zones with material that can be drilled out
later (Garcia, et al. 2005; Finger and Blankenship 2010).

Advancements over the last few decades for mitigating lost circulation has focused on newer lost
circulation materials (LCM’s) to plug and/or strengthen the formation (#3 above). Historically, LCM’s
were chosen because they were readily available and inexpensive and have included cottonseed hulls,
shredded leather, sawdust, straw, and ground walnut shells (Almagro et al. 2014). Since then, LCM’s
have advanced considerably and are now fully engineered materials with specific applications based on
formation type, fracture size, cause of lost circulation, etc. Research in the optimization of the use of
LCM’s is ongoing and is increasing our ability to recover from lost circulation events more quickly and/or
recover from events that were unrecoverable a few decades ago (e.g., Ferron et al. 2014; Yili, et al.
2015; Razavi, et al. 2016; Xu, et al. 2016; Alsaba, et al. 2017).

Despite the progress in mitigating NDT, by far the most effect cost reduction technique is to prevent
NDT from happening in the first place. There are three primary pathways for achieving this: 1) Drilling
well on paper (DWOP), 2) MWD and LWD, and 3) Experience.

DWOP is a common practice within the O&G industry and involves analyzing the steps of well
construction to identify areas for improvement and reducing cost. The approach usually involves a panel
of SME’s who share their experience across numerous specialties. With regards to lost circulation and
reducing trouble time, the DWOP process can be scaled back to focus on the mechanical and
operational aspects of well control such as casing design, mud densities, equipment ratings, and other
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operational procedures. Geomechanical models of the drilling process are used to help identify zones of
potential loss so that engineers can select drilling fluids with rheological properties that reduce the risk
of lost circulation (Almagro et al. 2014; Ferron et al. 2014; Mehrabian, et al. 2015). This also allows
drillers to have materials on site that can mitigate the predicted worst case scenario. Preventive
measures to avoid lost circulation can involve adding wellbore strengthening materials such as ground
marble (calcium carbonate) or synthetic, deformable graphite to the drilling fluid, or in extreme cases,
setting casing across the lost circulation zone, although this is expensive compared to other alternatives.

An example of the DWOP concept can be found in Unocal’s geothermal division 1999 project in
Awibengkok, West Java, where they were able to drill wells much faster and cheaper than other
operators in the area who were using the same general technology and tools as Unocal (Melosh 2017).
Unocal saw their drilling time per well drop from 53 days to 20 days over a 15-year period. Melosh
(2017) attributes part of these improvements to Unocal’s team decision process that forecast possible
impacts of decisions and designs by critically looking at detailed data and opinions from SME’s in
advance. In the business community, this is sometimes referred to as agility; being open to ‘outside
eyes’ in a continuous attempt to improve efficiencies and reduce costs. The Unocal operation and the
DWOP process in general, are both examples of the concept of agility being applied to drilling
operations with demonstrable success. While the O&G industry appears to be open to this, it is currently
not as common in geothermal (Melosh 2017).

As discussed above, MWD typically measures concerns associated with the borehole while LWD
measures aspects of the geologic formation. When available in real-time, both of these measurements
provide data that can be useful to the driller to avoid and prevent lost circulation and other potential
problems and increase drilling efficiencies. Besides the current limit of MWD and LWD tools to
temperatures at or below 200 °C, there is also a limit on the data transfer rate to the surface (it should
be noted that the 200 °C limitation is a rough estimate and refers to the temperature of the downhole
component as opposed to the formation temperature). Currently, the majority of MWD and LWD tools
use mud pulse telemetry (MPT), which uses wave propagation through the mud column, to transmit
data to the surface (Shao, et al. 2017). While highly reliable and relatively accurate, data rates are slow.
Typical data transfer rates in the field are around 10 bits per second (bps) although some commercial
products are claiming rates up to 40 bps (Finger and Blankenship 2010; Berro and Reich 2015; MWD
2017; Shao et al. 2017). As an example, modems in the 1970’s that were used for sending and receiving
digital faxes could transfer data at up to 14,400 bps. The limited data rates of MPT also requires that
complex data processing be carried out in the downhole tool, which places a premium on the
development of high temperature electronics.

For MWD and LWD to be truly useful in reducing NDT, better real-time data collection, transmission, and
interpretation is needed, of which the principal barrier is the lack of transmission speed (Finger and
Blankenship 2010). A technology that can meet this need is wired drill pipe (WDP), which can transmit
data at a rate of 1 million bps (1 Mbps). The invention of the WDP technology, known as IntelliServ, was
developed by industry in 2006 with funding from the Department of Energy’s National Energy
Technology Laboratory (NETL).

As of 2013, WDP had been deployed in O&G applications in more than 110 wells worldwide, showing an
ability to reduce overall drilling costs through better well control and drilling management (Pixton 2013).
Field results show that the real-time feedback of the downhole formation and borehole conditions
allowed drillers to achieve ROP’s that were 2-4 times greater and reduce NDT by 50-75% over wells in
the same formation without WDP (Veeningen, et al. 2012; Pixton 2013). This in turn, reduced total
drilling costs by up to 10%. The holy grail of this technology is the development of automated drilling
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coupled with machine learning algorithms whereby the entire drilling process is continually adjusted in
real-time to optimize every aspect of the process. While the promise is there and the technology seems
ready for rapid acceptance in the O&G industry, it lacks the durability and robustness for use in
geothermal environments.

Beyond technological barriers, another major factor in geothermal drilling costs is a lack of long-term
experience. Most discussions on geothermal drilling highlight its differences with O&G but there are
those who believe that those differences are small when compared to their common characteristics
(Janecke 2012) and that the geothermal industry should better leverage the decades of experience in
O&G. The experience gap in geothermal drilling makes it more difficult to establish and use standardized
approaches and limits the availability of specialized equipment (e.g., high temperature electronics), both
of which reduce NDT and costs. The WDP technology is a case in point to this fact.

The International Finance Corporations’ study (IFC 2013) of geothermal well success and a companion
study using most of the same data (Sanyal and Morrow 2012) provides some foundation to the ‘learning
curve effect’ in geothermal drilling. The IFC (2013) study gathered geothermal drilling data for 2,613
wells (2,528 for (Sanyal and Morrow)) from 57 fields in 14 countries, representing about 71 percent of
the global installed geothermal power capacity. Overall, for the wells for which their status could be
confirmed, 78 percent of the wells were deemed ‘successful’. In both studies, success was defined as
any production well with an ending power-generating capacity of 3 MWe or more.

The IFC (2013) study states that there is a strong learning curve effect. On average, the success rate for
the first well in a field is 50% while the average success rate for the first five wells is 59%. The success
rate rises to 74% during the development phase and to 83% for wells drilled during the operational
stage. The IFC (2013) study also shows that the geology of the field has an effect on the success of a
well, with fields in sedimentary basins having higher success rates than other environments. This may or
may not be attributable to the preponderance of experience in the O&G industry in drilling in
sedimentary systems.

The Sanyal and Morrow (2012) study looked more closely at the learning curve effect by using the
average MW capacity per well as compared to the total number of wells drilled on a field by field basis.
For the large steam dominated fields, (Kamojang in Indonesia, and The Geysers in California), there was
almost no change in the average capacity between wells drilled early in the fields existence and later
(The Geysers showed a slight reduction due to reservoir pressure depletion). For the 19 liquid
dominated fields that were analyzed, their analysis showed unpredictable step changes in well capacity,
which they attribute to changes in the conceptual model of the field that affects well siting and/or
design. Sanyal and Morrow (2012) also compare the drilling success rate in the exploration phase
(defined as the first five wells) to those beyond, showing that during the exploration phase, the success
rate varies wildly and then stabilizes after about 40 wells are drilled. The success rate data for the 52
fields they analyzed is normally distributed with a mean of about 68%. They conclude that there appears
to be no continuous learning curve effect with respect to increases in average well production or drilling
success but also state that if there is a continuous learning effect, it could be masked by the statistically
small sample sizes.

Wall and Dobson (2016), as part of their work on the Exploration Task of this GeoVision Study, point out
the limitations of the definition of success as used in the Sanyal and Morrow (2012) and IFC (2013)
studies, implying that the learning curve effect is dependent on the metric by which success is defined.
This is supported by Sanyal and Morrow (2012), who end their study showing that there is a learning
effect with regards to the ROP, showing that ROP approximately doubles from the exploration to the
operational stage at the Kamojang Field (they did not report changes in ROP for other fields). Since the
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goal is to reduce the cost of drilling, we suggest that the definition of success reflect the average drilling
cost in dollars per foot per MW. Unfortunately, cost data for geothermal wells are usually proprietary
and difficult to come by (Lukawski et al. 2014) and thus a metric based on dollars per foot is not
currently possible in a way that would be statistically valid. This will hopefully change as more
geothermal wells are drilled and more data on drilling costs are gathered.

Estimates of the potential improvements associated with the learning curve effect can be found in the
O&G literature. Lukawski et al. (2014) use the cost ratio of development wells to the first exploration
well in an oil or gas field using JAS data from 1989 to 2009 and show that on average, development wells
are 8% less expensive than exploratory wells and can be up to 18% less expensive in deep wells (2000-
5000 m). They state that these estimates are likely to be conservative since they do not account for
differences in drilling technology between exploratory and development wells nor do they account for
the fact that most exploratory wells are vertical while many development wells are horizontal.

Lukawski et al. (2014) extend their analysis to geothermal wells by utilizing the power-law drilling
performance estimate reported by Brett and Millheim (1986) and converting them to well costs by
adjusting the time-dependent costs components of geothermal wells. Their results show that the fifth
and tenth well of a geothermal development project should cost no more than 80% and 75% of the first
well, respectively (20% - 25% reduction). This clearly indicates the possibility of a learning curve affect
but more data are needed to be able to quantify it with certainty. Nevertheless, this points to the
importance of geothermal development companies maintaining consistency over time with regards to
drill rig experience.

The lack of publically available geothermal drilling data is hurting the advancement of the industry by
slowing the learning curve and preventing the deployment of targeted research efforts that can provide
the greatest benefit. This issue has been identified as a problem in the European geothermal community
where a call for developing a European drilling project database has been made (Dumas, et al. 2013).
Through its National Laboratory system, which has extensive infrastructure in place for the protection of
proprietary and classified data, the DOE could provide a similar platform in the US where operators can
share this information with the incentive that the collective information is provided anonymously to
industrial and research communities with the incentive of accelerating the learning curve and
technology development to lower overall drilling costs. Considering the relatively small size of the
geothermal community, the benefits of this type of collaborative thinking could be significant.

3.9. Stimulation

Stimulation is used to enhance the natural permeability of a reservoir to a point where fluid flow and
heat extraction can be achieved in an economical manner. While stimulation is used in the maintenance
and management of hydrothermal systems to rejuvenate underperforming systems or extend them to
increase overall capacity (DOE 2016), this section focuses on stimulation and its use in developing EGS
systems, due to the importance of stimulation on the future of EGS.

It can be argued that the two most important obstacles to the economic success of EGS are our inability
to achieve adequate flow due to lower than expected permeability after stimulation, and thermal short-
circuiting (EGSRMO 2007; Jung 2013; McClure and Horne 2014; DOE 2016). An optimal EGS reservoir
should have a large network of flow paths that is complex enough to sample a large volume of rock,
permeable enough to allow the circulation of economically exploitable amounts of fluid and heat, and
uniform enough to avoid preferential pathways that can lead to short-circuiting. To date, this has not
been achieved, although a path forward for achieving this is becoming clearer as time goes on (Kalinina,
et al. 2012; McClure and Horne 2014). It is worth noting that the upcoming Phase 3 portion of the DOE
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Frontier Observatory for Research in Geothermal Energy (FORGE) program will develop an underground
laboratory to conduct cutting-edge EGS research to address these issues.

There have been approximately three dozen field-scale stimulations and stimulation experiments in the
geothermal industry as compared to the millions of stimulations conducted in O&G (DOE 2016). While
there are important lessons to learn from the O&G experience, there are important distinctions that
make the direct transfer of O&G stimulation technology to geothermal challenging: 1) an EGS well is
usually completed with long open intervals of tens to hundreds of meters, 2) the ability to use isolation
packers is very limited, and 3) a large volume of fluid is injected with the expectation of forming a
permeable fracture network (Xie and Min 2016). Outside of that, the same issues that plague
geothermal drilling such high temperatures and pressures also effect stimulation.

3.10. Stimulation Methods

The most common method for permeability enhancement in geothermal reservoirs is hydraulic
stimulation. While it can be argued that thermal stimulation is a separate stimulation technique,
thermal effects play a major role in hydraulic stimulations’ design and success and thus for this
discussion, thermal stimulation is considered a subset of the larger hydraulic stimulation category (DOE
2016). Hydraulic stimulation can be applied in one of two modes depending on the project or
operational objectives; 1) hydraulic fracturing, and 2) hydraulic shearing (Xie et al. 2015; DOE 2016).
Hydraulic fracturing (HF) is commonly applied in the O&G industry to create new fractures for the
purpose of increasing access to a higher volume of rock as opposed to altering the formation
permeability between two wells. Hydraulic shearing (HS) on the other hand is used to activate shear in
existing fractures with the purpose of enhancing reservoir permeability. HF is accomplished using
injected fluid pressures that are higher than the minimum in-situ stress to create new fractures by
overcoming the tensile forces of the rock. The goal of HS is to increase the pore pressure in existing
fractures such that the existing in situ stresses create shear failure along existing fractures. HS uses
injections pressures that are somewhat below the minimum in situ stress (Gandossi and Von Estorff
2015; DOE 2016).

Other stimulation methods include thermal, chemical, and dynamic loading (Gandossi and Von Estorff
2015). Thermal stimulation (TS) uses the injection of relatively cool water to initiate fracturing or
shearing through several thermodynamic mechanisms: mismatched expansion of minerals, anisotropic
thermal expansion of minerals, heterogeneous temperature gradients, and thermo-chemical reactions
(Siratovich, et al. 2015). TS is a large and sometimes dominant component in HS (DOE 2016) and can
occur during drilling or during the normal operational injection process as a function of the temperature
difference between the reservoir and the injected fluid (Grant, et al. 2013). Chemical stimulation
involves the use of biological and/or chemical agents that causes fracturing or shearing by changing the
in situ stresses through gas production, heat production, and/or mineral dissolution.

Dynamic loading involves the use of an explosive or propellant to create fracturing and shearing
(Grubelich and Thoma 2012; Gandossi and Von Estorff 2015). The number and extent of fractures
produced by dynamic loading is a function of the loading rate, which is the ratio of the maximum
pressure to the rise time to maximum pressure (Panchadhara, et al. 2017). Generally, low loading rates
produce fewer but longer fractures and high loading rates produce numerous fractures localized around
the borehole. Explosive detonation has a high loading rate that produces a shockwave in the
surrounding reservoir resulting in local damage with little propagation away from the borehole.
Conversely, propellant deflagration has a relatively low loading rate that proceeds without generating a
shock wave, producing fewer but longer fractures. Due to their slow burn rates, propellants are not
energetic enough to create adequate fracturing and shearing in hard-rock EGS environments (Grubelich
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and Thoma 2012; Grubelich 2015) but have shown some success in high-enthalpy hydrothermal systems
in Iceland (Sigurdsson 2015). Materials that have reaction rates somewhere between detonation and
deflagration are needed for widespread adoption of dynamic loading stimulation (Grubelich 2015).

Proppants are used as part of the stimulation process to help create and maintain reservoir permeability
by holding fractures open after the stimulation conditions (pressure and/or temperature) are removed.
Proppants are usually made of sand, bauxite, or glass, and are sometimes covered with a hardening
resin. In 1979, the DOE sponsored ten stimulation experiments as part of their Geothermal Reservoir
Well Stimulation Program (GRWSP) where seven of the experiments used proppants (Sinclair 1980;
Entingh 2000). Post evaluation of these experiments showed that a majority of wells showed little or no
increase in the productivity index, suggesting that the proppants used in the experiments may degrade
over time due to the high temperature and saline environment (Mattson, et al. 2016).

There are three primary processes that reduce the effectiveness of proppants in geothermal
environments (Sinclair 1980). First is that proppants such as sand and glass are brittle and subject to
point-to-point loading that causes failure. Second is that chemical processes can cause stress corrosion
cracking that can weaken the particle. Finally, for natural proppants such as sand, the proppants contain
micro-fractures that are subject to failure under stress. Another issue associated with corrosion of
proppants is that the material may dissolve over time and lead to the subsequent precipitation of
secondary minerals that can plug the fracture system downstream of the proppant (Mattson et al.
2016). Studies have confirmed that there is still much uncertainty in how various proppants behave
under different geothermal environments but there is a general consensus that sintered bauxite is the
best performer to date (Sinclair 1980; Brinton, et al. 2011; Shiozawa and McClure 2014; Mattson et al.
2016) . Better understanding of the tradeoffs between increases in productivity and costs associated
with the use of different proppants is a major gap in understanding (Mattson et al. 2016) and should be
pursued through both laboratory experimentation and numerical modeling.

3.11. Stimulation Mechanism

The success of EGS is contingent upon the ability of the industry to predictably and reliably stimulate
economic reservoir volumes from down-hole points of access. Thus the knowledge gaps in stimulation
mechanisms as they apply to geothermal is a key issue. Currently, there are large gaps in our knowledge
of the mechanism by which stimulation occurs; that is, is it from the creation of new fractures, from
shearing existing fractures, or a combination of both (McClure and Horne 2014). Without this
understanding, stimulation is a hit or miss activity with little or no guarantee of success (Jung 2013; DOE
2016). Prior to Fenton Hill, the ‘hot dry rock’ (HDR) concept was based on the idea that deep basement
rock was mostly intact and virtually impermeable and that two wells could be drilled and then a series of
fractures could be created using thermal stimulation to hydraulically connect the two wells (Jung 2013).
However, results at Fenton Hill showed that basement rock contains a naturally occurring low-
permeability fracture network (Kelkar, et al. 2016) to which many trace the genesis of EGS. In an EGS,
the naturally occurring fractures need only to be hydraulically sheared to ‘enhance’ the permeability
enough to make the system exploitable.

For decades, the hydro-shearing mechanism worked well to describe what was being seen in the field,
although as more data have become available, the conceptualization of pure shear-based stimulation is
being challenged. Jung (2013) examined injected fluid volumes, seismic cloud dimensions, and fracture
characteristics of 21 stimulation experiments at 8 different sites (Falkenberg, Fenton Hill, Camborne,
Hijiori, Ogachi, Soultz, Cooper Basin, and Basel) to conclude that there is ‘no doubt’ that the stimulation
mechanism is best described using the ‘wing-crack’ model. The wing-crack model is used to describe
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material failure for inelastic, brittle materials under pressure where large dominant shear fractures do
not propagate along their own plane but rather form tensile wing-fractures.

Using the results of 12 stimulation experiments from 10 different sites (Cooper Basin, Soultz, Fenton Hill,
Hijiori, Ogachi, Desert Peak, Rosemanowes, Basel, Le Mayet, and Fjallback), McClure and Horne (2014)
show that typically, flow from the wellbores is from pre-existing fractures, suggesting a high level of
shearing, but that bottom-hole pressure exceeds the minimum principal stress and thus pressure-
limiting behavior occurs, both of which suggests the formation of new fractures. They reconcile these
conflicting observations by suggesting a mixed-mechanism stimulation (MMS) model whereby natural
fractures are activated at the borehole and new fractures form away from the wellbore, through the
concentrations of stress caused by the natural fractures opening and sliding. Using discrete fracture
modeling, they conclude that certain conditions must exist for the MMS model to work, with pure shear
stimulation becoming more dominant in locations near thick fault zones, and MMS more dominant in
other locations.

In an attempt to further our understanding of the stimulation mechanism, Xie et al. (2015) reviewed
hydraulic stimulation results from seven EGS projects (Fenton Hill, Rosemanowes, Soultz, Ogachi, Hijiori,
Cooper Basin, Gros Schdonebeck, and Basel), noting that the stress regimes are wide ranging from
normal faulting to reverse faulting. They also found no correlation between stimulation success and the
type of stress regime but do show that the in-situ stress conditions have an influence on the stimulated
rock regions and the migration of induced seismicity. In a following paper, (Xie and Min 2016) create a
hydro-shear model to predict the shear activation pressure and migration direction and compare those
to stimulations done at Soultz, Basel, Rosemanowes, and Cooper Basin. Their results are generally
consistent with observation although there are deviations with respect to the pressure loss along the
fracture and wellbore, which might suggest that the pure shear model is missing the effect of new
fracture formation at the sites.

Collectively, the studies summarized above suggest that the stimulation mechanism is not a singular
model of shear or fracture but rather a combination of the two where the dominant mechanism is a
function of the rock type, stress regime, temperature, depth, and stimulation method. Understanding
the conditions and thresholds under which the various stimulation mechanisms occur will allow
developers to optimize reservoir heat extraction through better well placement and orientation, and
through more efficient and effective reservoir stimulation.

3.12. Hydraulic Performance

The ultimate goal of any geothermal stimulation effort is to enhance the permeability between the
injection and production wells to extract heat in a manner that is economically viable and sustainable.
Within the literature, changes in permeability are usually expressed as an injectivity/productivity index,
which reflect the flow rate at a well per unit head differential. Injectivity and productivity are functions
of the reservoir permeability, the radius of the borehole, and the length of the injection/production
zone(s). Mathematically, they are equivalent in that for saturated systems where the pressure gradient
between the well and the reservoir is less than the minimum principle stress, the governing equations
do not care if the flow rate is positive or negative (above that level, injection will further enhance the
permeability, which ends the equivalency with productivity).

It is important to note that injectivity and productivity reflect the permeability around a single borehole
and do not indicate the potential to circulate fluid between an injection and production well nor do they
speak of the quality of the fracture network that was created. From a circulation standpoint, the inverse
of the injectivity/productivity index describes the resistance to moving fluid between two or more wells
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the injectivity was improved by 15 to 20 times,
except in GPK-3, which improved by 1.5 times but also had significant permeability prior to stimulation
(Baria, et al. 2006; Genter, et al. 2010; Held, et al. 2014). Chemical stimulation further improved
injectivity another 1.15 to 2.5 times with final values reaching 4-5.0 I/s/MPa (Genter et al. 2010). The
experience at Soultz clearly shows that stimulation can add significant permeability to the system,
although the final values still fall short by about 50% of the target value.

In addition to investigating the stimulation mechanism, Xie et al. (2015) also examined the hydraulic
performance of the seven EGS projects in their study showing that in all but one of the sites
(Rosemanowes), the post stimulation hydraulic performance fell well short of the 10 |/sec/MPa target
value (Figure 10). Their estimates are based on the pressure at the maximum injection rate during
stimulation under the assumption that the stimulated permeability was maintained over the long-term.

3.13. Stimulation Costs

Unfortunately, there are very few data detailing stimulation costs for geothermal applications. For
hydrothermal systems, Flores, et al. (2005) conducted an economic analysis for stimulation that
determines the needed improvement in steam output to make stimulation worthwhile. Looking at the
Las Tres Virgenes geothermal field in Southern California, they state a cost for acid stimulation of $2033
/ m? of acid, which depending on how their numbers are interpreted, results in a total cost per well for
acid stimulation ranging from $82,000 to $630,000. They also state that for wells in Iceland, acidizing
runs about $20,000 per well.

Brown (1983) states that the typical cost for a hydraulic fracturing job ranges from $100,000 to
$500,000, which are based on references he cites from 1982. Converting those costs to 2017 dollars
(http://www.usinflationcalculator.com/) gives a range of $250,000 to $1,250,000 per stimulation.
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Tester and Herzog (1991) examine the economics of EGS to develop a breakeven price for EGS by using
data from six different EGS sites developed from 1979 to 1988 to estimate the stimulation cost per kWe
installed as a function of the initial reservoir temperature. Their results show a linear trend ranging from
~$825 / kWe at 160 °C to ~$150 / kWe at 280 °C. Using the median installed value of 7 MW per well
from Sanyal and Morrow (2012), this translates to stimulation costs of $10.4 million to $1.9 million per
well at 160 °C and 280 °C, respectively (2017 dollars).

In their estimations of the cost of electricity for EGS and using stimulation costs at Soultz and Cooper
Basin, Sanyal, et al. (2007) determine a minimum, most likely, and maximum stimulation cost per well of
$500,000, $750,000, and $1,000,000, respectively.

Within the O&G industry, the U.S. Energy Information Administration (USEIA 2016) states that for
onshore oil and natural gas wells, completion costs are estimated to be $2,900,000 to $5,600,000 per
well (~¥55-70% of their total stated well cost), which includes fracking/stimulation costs. Unfortunately,
the explicit cost of fracking/stimulation is not given. A news article on the CNBC website (DiChristopher
2017) refers to the Denver-based energy company, Lilis Energy, who recently solicited quotes for
fracking that ranged from $2.2 to $3.2 million per well.

Given these results a baseline stimulation cost of $1,250,000 / well was passed to the P2P team for their
analysis. While this is on the lower end of the values cited above, there are several key observations that
led to this value. First is that the value is meant to represent a generic value across all rock types and
energy sources (EGS and hydrothermal). Secondly is that like the drilling cost curves, the Baseline values
are meant to reflect the current state-of-the-art and not the current average. Thirdly is that for the two
studies that used actual geothermal stimulation cost data, the Sanyal et al. (2007) study provides the
most direct estimate of stimulation costs and quotes a maximum value that is less than our Baseline
cost. The other study to use geothermal stimulation cost data was Tester and Herzog (1991), who gave
the costs in terms of stimulation cost per kWe. This likely over states the per well cost because the value
is a function of the power output, which for the EGS systems used in the study were fairly small.

Another point of consideration is that estimations of water use for hydraulic fracturing range from 4,000
to 35,000 m3 (1 — 9.2 million gallons) (Engler, et al. 2012; Scanlon, et al. 2014; Xie et al. 2015), which has
its own purchase and disposal costs. It is impossible to tell if the stimulation costs referenced above
include the cost of water, although for our Baseline value, it is assumed that the cost of water is
included. Nevertheless, using the water-use rates and a water cost of $3 / bbl (AP 2013), water costs can
range from $70,000 to $650,000 per well.
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4, MAINTENANCE / MANAGEMENT

4.1. Introduction

The primary goal of reservoir management is to maintain a rate of enthalpy production that is within the
projects’ design parameters over the life of the project. Reservoir management can be thought of as an
extension of project engineering in that the latter addresses issues such as heat in place, permeability,
well design, water injection and the like, while reservoir management is about optimizing those
processes to match the goals of the project (Ungemach, et al. 2005).

There is considerable debate about whether or not geothermal energy is a renewable energy source
(Ungemach et al. 2005; Rybach 2007; O'Sullivan, et al. 2010; Shortall, et al. 2015). The argument for or
against this definition involves the time-scale in question. Estimates show that the rate of heat
extraction at most geothermal energy fields exceeds the pre-development rate of heat inflow from
depth (O'Sullivan et al. 2010), implying that geothermal energy is not a renewable resource. However, it
can also be argued that geothermal heat replacement “will always take place, albeit sometimes at slow
rates” (Rybach 2007) or be made “exploitable again in about a century” (Sanyal 2010), implying that
geothermal energy is a renewable resource. While the argument is somewhat immaterial, the
‘renewability’ of the resource in terms of its productive life and the ability to regenerate itself is a direct
function of how the resource is managed.

Axelsson, et al. (2001) make a distinction between renewable and sustainable energy stating that the
renewability of an energy source is a function of the nature of the resource while its sustainability
applies to how the resource is exploited. They also define a maximum sustainable energy production
rate, Eo, below which it is possible to maintain energy production for an extended period of time, which
they define as 100-300 years and for which in hydrothermal systems anyways, there is ample evidence
to support (Stefansson and Axelsson 2005; Steingrimsson, et al. 2006; Axelsson 2011). Establishing the
value of E, for a given system is difficult since the capacity of the system is usually not well known during
exploration and initial production, although it can be expected to increase over time as knowledge
about the resource grows and technology advances (Axelsson 2012).

Furthermore, geothermal reservoir sustainability does not necessarily have to mean that the mode of
operation is the most profitable. In fact, for target lifetimes greater than 30-50 years, the importance of
economics as compared to thermal sustainability diminishes due to the effects of inflation on the value
of future earnings (Stefansson and Axelsson 2005). As an example, at an inflation rate of 5%, the present
value of a dollar that will be earned in 50 years is 9 cents, at 75 years is 2.5 cents, and in 100 years it is
less than 1 cent. This implies that as a projects forecasted lifetime increases, estimates of sustainability
transition from an economics problem at short time spans to more of an engineering and physics
problem at long time spans. It should be noted that the present value as used here is based on the
compounded inflation/discount rate and does not take into account the value of re-negotiating power
purchase agreements at future rates. While it would seem prudent from a developer’s point of view to
maximize the economic return on investment, many governing bodies, such as in Iceland and New
Zealand have policies in place to insure multi-generational sustainability of their geothermal systems
(Steingrimsson et al. 2006; WRC 2016).

Figure 11 illustrates this tradeoff by showing the physical and economic performance of a hypothetical
EGS system as a function of its long-term mass flow rate. The EGS system was simulated assuming an
injection/production doublet, 500 m apart, accessing a total reservoir volume of 0.125 km3 (500 m per
side). The initial reservoir temperature is 200 °C and is at a depth of 4000 m. The plots were generated
using the Gringarten solution (Gringarten, et al. 1975) assuming an injection temperature of 82.7 °C and
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a fracture spacing of 50 m. The calculations assume a wholesale energy price of $29.85 / MW-hr, a
reservoir permeability of 2.86x10™*> m?, and an inflation rate of 5%. Headlosses and temperature
changes in the boreholes are ignored thus the only pumping requirements are those to offset the
density difference between the injection and production wells and the headloss through the reservoir.
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Figure 11 — Top: Physical performance. The ending
production temperature after 30 years (blue), the percent of
the initial heat in place extracted after 30 years (red), time to
reach a production temperature of 170.2 °C (the lifespan -
green), and the percent of the initial heat extracted after the
lifespan (dashed read).

Bottom: Economic performance. Total earnings over the
project lifespan (purple), present value of the total earnings
(blue), and average yearly power generation (red). The
operating conditions to maximize the present value of the
total earnings (blue dashed) and the average power
generation (red dashed) are also shown.

The top plot in Figure 11 shows the tradeoffs
between the mass flow rate and the physical
performance metrics of the system: the ending
production temperature after 30 years (blue
line), the percent extracted of the heat in place
after thirty years (red line), the lifespan of the
project (green line), and the percent extracted of
the heat in place after the projects lifespan (red
dashed line). The project lifetime was calculated
as the time for the production temperature to
drop to 170.2 °C, which is the default value used
in GETEM for a reservoir with an initial
temperature of 200 °C. The blue temperature
plot shows a breakpoint at about 30 kg/s where
the ending production temperature begins to
drop off rapidly due to the interaction of the
cooling fronts between the fractures.
Conversely, the red total heat extracted plot
(expressed as the sum of the heat extracted
divided by the initial heat in the reservoir) is
linear until about 40 kg/s at which point it
declines as a first order function of the mass flow
rate.

The heat extracted after 30 years (red dashed
line) is shown as a comparison against the
lifespan calculations. At the lower mass flow
rates, the total heat extracted is less than 25%,
meaning that assuming a 30 year lifespan for a
system without optimizing the operations will
severely under predict the systems performance.

With regards to the lifespan, we see that it varies
from 135 years at 15 kg/s to 20.4 years at 70
kg/s. However, the total heat extracted as a
percentage of the heat in place ranges from 47%
at 15 kg/s down to 32% at 70 kg/s. From a
management point of view, it is difficult to know
if it is better to extract 47% over 135 years or

32% over 20 years. This is in contrast to the O&G industry where the payback times for a single well are
extremely fast and thus O&G extraction rarely needs to account for this type of tradeoff.

The bottom plot in Figure 11 shows the tradeoffs between the mass flow rate and the economic
performance metrics: the present value of the total earnings (blue line), the average yearly power
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generation (red line), and the total earnings (purple line). All metrics are relative to the 170.2 °C lifespan
of the project. The plot also shows the mass flow rate required to maximize the present value of the
total earnings (blue dashed line) and to maximize the average yearly power generation (red dashed
line). Comparing the earnings line (blue line) in the bottom plot to the lifespan percent heat extracted
line (red dashed line) in the top plot shows the effect of the declining value of future earnings. The 15
kg/s mass flow rate extracts more heat (47%) and has the highest lifespan earnings (517.4 million) than
the higher mass flow rates, but the declining present value of future earnings results in the least present
value of the lifespan earnings (52.3 million). The average yearly power generation is the smallest at 15
kg/s (0.15 MW), peaks at about 61 kg/s (1.04 MW) and is slightly less at 70 kg/s (1.02 MW). The peak at
61 kg/s is a result of the increased pumping requirements at the higher mass flow rates. The peak in the
present value of total earnings at about 45 kg/s is also a function of the increased pumping
requirements as well as the relationship between the lifespan of the reservoir, the total earnings, and
the inflation rate.

Figure 11 is meant to illustrate the complex dynamics between the various economic and physical
processes of a simple EGS system. One would expect a developer to manage the reservoir to maximize
their return on investment (operating at the peak of the present value of total earnings curve) by
extracting at 45 kg/s for 37 years (Gallup 2009). However, from a sustainability perspective, it is difficult
to know if that is the best option. For instance, operating at 25 kg/s results in 80% of the present value
of earnings at 45 kg/s ($3.4 million versus $4.2 million) but doubles the lifespan of the reservoir (75
years versus 37 years). Alternatively, one may choose to produce at the maximum power (61 kg/s),
which reduces the project earnings by 8% (to $3.8 million) and the lifespan by 30% (to 25 years), but has
more certainty in the outcome due to the shorter lifespan. It is at this level that the decision makers
must consider the uncertainties associated with their projections and weigh the probabilistic risk of
various future scenarios (Lowry et al. 2012; Kalinina et al. 2014).

Furthermore, when evaluating the sustainability and tradeoffs of geothermal system operations, the
focus need not be on a single system or even a single project. The combined production from several
systems controlled by a single power company can be operated in a cyclical manner over time whereby
one system is ‘recovering’ while another system is performing at rates higher than what would be
considered sustainable if it was evaluated individually (Axelsson 2012). This concept also holds true for
power companies that have diversified portfolios such as geothermal and hydroelectric. Having
geothermal as a baseload source with a high utilization factor provides considerable flexibility with
regards to how other energy sources are operated.

A unique attribute of geothermal energy production is that a geothermal reservoir has dual
characteristics: energy flow and energy storage (Axelsson 2010). Energy storage represents the heat
stored in the rock while energy flow represents the energy recharge from ‘outside’ the reservoir as well
as the energy extraction via the production wells. The closest analogy is hydroelectric power generation
where river inflows to a reservoir represent energy inflow, the reservoir represents the stored energy,
and releases through the dam represent production outflow. The energy of hydroelectric power is the
gravitational potential energy of a unit mass of water whereas the energy in geothermal is heat.
Continuing with the hydroelectric reservoir analogy, it is easy to see that if the average water release
exceeds the average inflows over time, the reservoir will eventually empty and energy production will
need to decrease or stop until the reservoir fills again. The time scale for when the reservoir empties is a
function of the difference between the average inflow and average outflow and the amount of storage
in the reservoir. This dynamic is the same for a geothermal reservoir except that the mechanism of
‘refilling’ the reservoir is through heat conduction, convection, and/or advection, which by some
estimates can take centuries (Sanyal 2010). Depending on the system, advection and/or convection can
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maintain heat in the system for centuries, while conduction is orders of magnitudes smaller. As an
example, the time for the EGS example in Figure 11 to recharge itself to 97% of its original capacity is on
the order of 500-700 years via conduction only.

This dual flow and storage characteristic allows
| geothermal reservoirs to be defined on a scale
from ‘open’ to ‘closed’ (Axelsson 2011) as a
function of the boundary conditions of the
reservoir (Figure 12). When production starts,
open systems will experience an initial decline
in reservoir pressure that stabilize over time
while closed systems will experience a
continuous decline. The pressure stabilizes in an
open system due to recharge equilibrating with
the mass extraction. Closed systems on the
other hand will require reinjection to stabilize
the pressure. Examples of open and closed
systems are the Laugarnes field in SW Iceland

and The Geysers in California, respectively
Figure 12 - Comparison of the pressure decline over time

between an open and closed system. Recreated from Axelsson (Stelngrlms§on (_et al. 2006). In the.5|xt|es, the
(2008). Laugarnes field increased production by an

order of magnitude due to the addition of
downhole pumps that resulted in a pressure drop of about 120 m of water. However, since that initial
drop, the pressure has stabilized and the field has maintained production at or near the new level ever
since. The Geysers on the other hand had an era of rapid development that over extended the field and
from about 1985 to 1995 the field experienced dramatic pressure drops that could only be mitigated
through re-injection and a drop in the peak production rate. EGS is considered a special case of a closed
system since it includes reinjection into the reservoir as part of its standard operating procedure.

Pressure

Time

The distinction between closed and open is important because it highlights the importance of
understanding the hydro-thermal characteristics of a reservoir before production occurs so that the
reservoir can be properly managed. However, the only method to develop this understanding is by
monitoring the pressure response of the reservoir from long-term production. A development and
management method that would have served The Geysers well and that has since become common
practice is the stepwise approach. The premise of the stepwise approach is to initiate production from
the field as soon as possible after the first successful wells are drilled (Stefansson and Axelsson 2005).
The production-response history of the reservoir during the first development step is used to estimate
the size of the next development step. The method has several key advantages:

1. It keeps the time between drilling and production short, allowing the return on
investment to begin immediately.

2. The reservoir response is tested with actual production from the field, meaning that
the testing phase is an incoming-producing phase as opposed to an expense phase.

3. Over investment is more easily avoided.

4. Surface and field equipment will be better matched as enthalpy changes over time.

A technology that can facilitate the stepwise approach is the use of wellhead generators, which can be
attached directly to the wellhead to begin generating power prior to the completion of a centralized
power plant. These have been deployed in limited areas (Sutter, et al. 2012) but can allow developers

44



the ability to start producing power and begin paying back capital expenditures as soon as possible. At
least as important is the ability to gather key reservoir engineering data early on while drilling
development wells (even pseudo interference testing) that can pay back dividends in terms of the
conceptualization of the field and its long-term operation.

The balance of this section describes three required elements for the successful management of a
reservoir (Stefansson and Axelsson 2005; Axelsson 2010, 2012):

1. Characterizing the system, especially the permeability structure and boundary

conditions.
2. Monitoring the response of the reservoir to long-term energy production.
3. Modeling the reservoir to match the historical response and to make predictions of

future conditions under different scenarios.

4.2. Characterization

Characterization determines the underlying nature of a system. For a geothermal reservoir,
characterization includes quantifying the parameters that determine the likely level of success (or
failure) that can be achieved at a site. Initial characterization of a geothermal field is carried out during
the exploration, development, and initial production phases, and then should be continuously updated
with new data as production continues over time. Four methodologies are used to characterize a
reservoir: geophysics, geology, geochemistry, and remote sensing (DOE 2012). A fifth exploration
method, called cross-cutting, combines the four methods to develop more complex and complete
characterizations. The underlying technologies in these areas are covered by the Exploration Task and
are not described again here.

The type and quality of the characterization can have a large impact on how a reservoir is
conceptualized and managed. For hydrothermal systems, the focus should lean more towards effective
properties of the reservoir, such as the productivity/injectivity index and regional hydrogeological
parameters, especially boundary conditions. EGS on the other hand requires a higher level of detail such
as the facture and aperture distribution and the reservoirs impedance to flow between wells (EGSRMO
2007; Li, et al. 2015). More than the classification of EGS or hydrothermal, the distinction should be
based on the degree to which a system is open or closed, the temperature of the recharge fluid (either
natural or injected), and the degree to which the recharge fluid is in chemical equilibrium with the
surrounding rock. In open systems, the general assumption is that groundwater is entering the reservoir
as part of the regional groundwater flow or through injection of water that was previously in contact
with the reservoir for an extended period of time (i.e., production water) and thus is in thermal and
chemical equilibrium with the rock. In closed systems, the production fluid enters the reservoir via
injection and in most cases is not in thermal or chemical equilibrium with the rock (EGSRMO 2007),
which in turn brings about thermal, hydrologic, mechanical, and chemical (THMC) effects that must be
considered for long-term management. In reality, the actual field response lies between these two
extremes.

4.3. Monitoring

Monitoring serves two purposes in reservoir management; 1) it provides the current status of the
system, and 2) it creates a record of reservoir responses over time that can, through the use of inverse
modeling, aid in better characterization and hence better management of the system. Monitoring allows
for optimizing mass flow rates, adjusting to meet changing thermal and chemical conditions, and
identifying issues with premature thermal breakthrough. Monitoring has also been pointed to as a
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mechanism for adjusting to non-operational stressors, both natural and man-made (Heasler, et al.
2009). Natural stressors include changing weather patterns, climate change, or earthquake activity.
Man-made stressors can include development of nearby O&G reserves, geothermal energy, or pumping
water wells. Thus, continuous long-term monitoring and selective periodic monitoring should be central
to any reservoir management program.

To be effective, a monitoring program should involve continuous monitoring of production and injection
wells for mass flow rate, wellhead pressure and temperature (or enthalpy in the case of 2-phase flow),
and chemistry (Haizlip 2016). Observation wells should also be included to monitor spatial and temporal
variability in reservoir temperature and pressure. An often overlooked piece is to begin continuous
monitoring as early in the project as possible to provide a pre-development baseline from which trends
can be established (Heasler et al. 2009). Periodic monitoring should also be conducted that includes PTS
(pressure-temperature-spinner) surveys to examine flow rates along the borehole, interference and
pump testing, gravity, caliper logs, and tracer tests (Drenick 1986; Plummer, et al. 2010; Haizlip 2016;
Nishijima, et al. 2016). Periodic monitoring should be used for early detection of problems such as
localized changes in permeability or thermal breakthrough, that would be detected later or not at all
through the continuously monitored attributes.

Reactive tracers have been long recognized as a means of measuring a wide range of reservoir and
hydraulic conditions that could not otherwise be measured and have been called out as a priority
development area to maximize the economic potential of geothermal energy production (EGSRMO
2007). “Smart” tracers can be used for determining sub-surface flow patterns, measuring heat-exchange
surface area, and finding the extent of the thermal front. Despite their great promise, numerical and
field studies have shown that current capabilities only allow for the estimation of effective or average
parameters (Plummer et al. 2010; Hawkins, et al. 2016). One approach to overcome this limitation is the
use of tagged nanoparticles that places chemical ‘tags’ into proppants to provide detailed information
on subsurface flow patterns for EGS systems (SNL 2014). Another approach being investigated is the use
of threshold reactive tracers that uses designed nanoparticles with encapsulated reactants that react at
a threshold temperature to determine the location of a thermal front (Ames, et al. 2015).

As is pointed out in the literature with regards to tracers (EGSRMO 2007; Ames et al. 2015; Hawkins et
al. 2016) and as is discussed in general below, the use of tracers requires a simultaneous advancement
in thermal-hydraulic-mechanical-chemical (THMC) modeling that can inversely recreate the subsurface
conditions that reproduce the tracer signal. While this capability exists for shallow groundwater
applications, the ability to do this in complex geothermal environments is not yet available.

44. Modeling

It is difficult to manage a reservoir over time without a working conceptual model of the system. It is
preferable, especially through exploration and into early stage development and operations to have
multiple conceptual models that can serve as multiple working hypothesis of what the fluid flow and
reservoir physics are likely to be. Conceptual models allow an analyst to make better sense of data
anomalies and are ideally constructed by stacking different data sets in the context of a physical model
to bound and constrain target parameters (Cumming 2009). These can be tested as data are acquired
and the verifiable elements of those multiple models which emerge help the operator to progressively
converge to a singular and very robust conceptual model of the system. This is an invaluable tool for
field management and improved well targeting success. Models are used to define the reservoir
requirements, aid in design of the stimulation and characterization of the reservoir, help plan reservoir
operations, calibrate injection water chemistry, and explore the potential of alternative scenarios
(EGSRMO 2007). An equally important role is that models are necessary for eliminating physical
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conceptualizations and management options that are physically and/or practically not possible, which
allows managers to focus on the most likely scenarios.

Characterization and monitoring programs and numerical simulation should be used together and
evolve collectively over time. In the geosciences, the process usually starts with forming simple models
based on the initial data, and then adding layers of complexity over time as the modeling and
monitoring results add to the understanding of the system (EGSRMO 2007; Axelsson 2012; Kiihn and
Altmannsberger 2016). This allows for both the monitoring program and the modeling effort to
continuously improve over time. It also means that expectations of the reliability of early model
predictions should be kept low (EGSRMO 2007).

Modeling requirements between hydrothermal and EGS are somewhat different although there are
many more similarities than differences (Xing, et al. 2015). It has been presented that the effective
management of hydrothermal systems can be achieved with models that simulate only pressure and
temperature with spatial resolutions that are relatively course (Stefansson and Axelsson 2005; Axelsson
2012; Shortall, et al. 2015). On the other hand, models of EGS systems require the simulation of complex
and coupled THMC processes that are both data intensive and computationally costly to simulate. Xing
et al. (2015) list the following challenges for EGS models that are not required in hydrothermal systems:

1. The full coupling of geomechanical deformation and rock stress with multiphase
thermal-fluid flow and chemicals

2. The ability to simulate detailed chemical interactions between aqueous fluids, gases,
and mineral assemblages in fully-coupled, three-dimensional flow and mass transport
models

3. Meshing is difficult and time consuming in fractured dominated systems and
especially for systems that will experience fracture propagation over time

4, There is no mechanism for evaluating rupture and permeability distributions over time

5. Inability to automatically convert complicated fracture patterns to the computational
model

6. Lack of multi-scale or parallel computing tools

In our opinion, the challenges described above are somewhat over-stated and while they are almost
essential to get the EGS industry off the ground, they can be just as important for optimizing
conventional hydrothermal systems. The payback to the industry in meeting these challenges and
applying them to hydrothermal systems can be realized nearly instantaneously in the form of increased
power production without any other major technology advancement and thus should be of high priority
for research investment.

As implied above, numerical models come in a wide range of complexities, from simple analytical
expressions that can be solved with a calculator, to highly detailed, three-dimensional representations
that must be solved on a super-computer. The choice of model is dependent on the system being
modeled, the application (discovery, forecasting, decision support, etc.), the time scale, and the
available data. Generally, simpler models have smaller data requirements than more complex models
and are quicker to set-up and execute. For that reason, models should only be as complex as needed.
Simpler models can be used to test sensitivities before incorporating specific processes and/or
parameter values into more complex models, which is common practice in most modeling applications,
including geothermal.

In the end however, the goal of modeling for reservoir management is to ‘turn information into insight’
such that the responses of the reservoir to different operational scenarios are understood in metrics
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that are meaningful to the decision maker. For instance, while it is important to understand fracture
propagation in an EGS system over time, its importance in reservoir management is based solely on how
that understanding translates into the socio-economic metrics from which management decisions can
be made. Thus, the benefit of modeling lies in the ability to optimize the system to allow decision
makers to make their own determination of how they want to balance the tradeoffs, such as those
illustrated in Figure 11. In simpler terms, decision makers do not care so much about the physical details
of the system but rather how those details impact their ability to generate power and manage the
system over time.

Another important application of modeling is the ability to propagate and quantify uncertainty (Lowry et
al. 2012; Scholtysik 2015). By incorporating uncertainty into the input parameters of a model, the
outputs can be
- @ expressed ina
e - probabilistic manner that
. shows the most probable
’ outcome within the
’ range of possible
outcomes given the
’ uncertainty (Figure 13).
’ This approach has been
. tested for management
L of hydroelectric power
=6 LCOE [¢/kcW-hr] systems where
ensembles of future
climatic conditions are
Uncertain Inputs Probabilistic Output used to manage the
system within an
acceptable level of risk
(Lowry, et al. 2014) and
for applications to model
prediction and input uncertainty in EGS (Lowry, et al. 2010; Lowry et al. 2012). Improving upon this
capability is imperative if risk-based reservoir management is going to be exercised.

c7 2

Figure 13 — Models are used to ‘translate’ uncertainty in modeling parameters into
probabilistic output that shows the most probable outcome within the range of
possibilities.

Another important aspect of uncertainty modeling is the capability to produce Pareto optimal solutions
that show the tradeoff between multiple objectives as a function of uncertainty, operating scenarios, or
both. A Pareto ‘front’ is defined as the demarcation where an improvement in one objective can only be
made with a decline in at least one of the other objectives (Figure 14). Reservoir management is
inherently multi-objective in that managers are continuously balancing multiple objectives all of which
have varying degrees of integration and correlation. When used to examine uncertainty, Pareto optimal
solutions quantify how uncertainty influences the dynamics between the decision objectives. This
provides managers with the ability to focus efforts on reducing uncertainties that have the largest
influence on the decision space. When used for scenario testing, Pareto optimal solutions show the
tradeoffs between multiple objectives as a function of a variety of different scenarios. This allows
managers to choose scenarios that best fit their ‘real-world’ experience, which might not necessarily be
the scenario that is the most mathematically optimal. The application of the Pareto concept has been
successfully applied in the design of geothermal power plants (Gerber and Maréchal 2012; Clarke 2014;
Feng, et al. 2015) but has not been adopted in reservoir management. We believe that reservoir
management could benefit from tools that provide a more rigorous treatment of uncertainty.
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From a ‘blue-sky’ perspective, the
02 holy-grail of geothermal modeling
is a fully integrated reservoir,
power plant, and economics model
that includes the full suite of THMC
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brings together data management,
Objective 1 drilling, geology, geophysics, and
Figure 14 - Pareto optimal solutions show the tradeoff between multiple reservoir engineering models in a
objectives as a function of input uncertainty and/or scenario testing. The
Pareto Front is the line where an improvement in one objective can only be
achieved by a decrease in one or more other objectives.

single platform to more efficiently
identify and access petroleum
reserves (Petrel 2017). Within the
groundwater community, the Joint Universal Parameter Identification and Evaluation of Reliability
Application Programming Interface for model analysis (Jupiter-APl) was created as a platform to bring
together disparate numerical models of sub-surface and surface flow, transport, and water quality
models to analyze their collective dynamics and sensitivities (Banta, et al. 2009). For the geothermal
industry to develop this capability, they would first determine the set of systems and processes to be
modeled, inventory the available models, develop models that are not available, and then integrate the
suite of models within a single platform. While this is a steep hill to climb, the benefits to the industry
could be significant and long lasting.
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5. OTHER CONSIDERATIONS
5.1. Thermal-Hydrologic-Mechanical and Chemical Processes

5.1.1. Introduction

‘THMC' represents the Thermal-Hydrologic-Mechanical and Chemical cross coupling of processes
associated with the flow of fluids in a geothermal system. The rate of energy production in a geothermal
system is dependent on this complex and long-term interlinking of processes, which may significantly
influence a projects’ economics during its usable lifetime.

In most geothermal systems, the distribution of fracture permeability, natural or created, determines
the pathways for fluid flow between an injection and production well. In the absence of any thermo-
physical or chemical processes, the lifetime of a low-porosity, hard rock reservoir is determined by how
long heat can be efficiently conducted to heating geothermal fluids flowing along the fracture networks
connecting the injection and production wells. However, what may be considered an ideal distribution
of fracture permeability for extracting heat at the beginning of a reservoir’s lifetime is eventually subject
to significant modification by THMC processes. These modifications result in changes in both
permeability and porosity and are a function of the degree to which the injected water is in chemical
and thermal disequilibrium with the formation. Computer simulations are now beginning to
demonstrate how different facets or aspects of THMC can affect heat production over time beyond
those decreases associated with simply depleting the thermal regime.

The example shown in Figure 15 illustrates how THMC can influence the production temperature
drawdown in the geothermal system. Without considering coupling between the thermal and
mechanical or stress regimes (i.e., THM), production temperatures were found in this example to be
virtually constant out to about 12 years and then only falls off gradually after that time. However, when
coupling between the thermal and mechanical regimes is considered, the thermal plateau is significantly
shorter, only about 6 years, followed by a steep fall off of production temperature. This THM behavior is
the result of more rapid cooling of the higher flow rate portions of the fracture network. The lower
temperatures cause thermal contraction, which increases the fracture apertures and further channelizes
the flow into these cooler zones creating even higher cooling rates of the rock mass.

This is a simple model considering only the thermal and mechanical regimes and does not take into
account the addition of new fractures that may occur due to changes in the stress field from cooling.
Additionally, THC processes are associated with chemical and thermal differences or disequilibrium
between geothermal fluids and the host regime through which they flow. It is anticipated that a better
understanding of the cross-coupled processes of THMC (e.g., THM and THC) will be useful for modifying
or managing the undesirable flow-channeling aspects of pure thermo-mechanical coupling alone.

Seismicity has received a lot of attention in conjunction with injecting and extracting fluids during
geothermal energy production (e.g., Sewell, et al. 2015). Thermal stresses resulting from the injection of
cool fluids can build to the point where thermal-stress-induced fracturing and micro-seismicity occur. In
addition, pumping fluids into fractures can reduce normal stresses on the walls of the fractures causing
shear stresses that are already present to lengthen the fractures by sliding or tearing (e.g., shearing
induced) or alternatively open fracture apertures sufficiently to propagate over-pressured fractures
(e.g., tension induced). While seismicity may represent a concern regarding stakeholders’ response to
the presence of a producing geothermal system, the presence of seismicity interpreted in the context of
THMC processes can provide an enlightening window into the response of a geothermal regime to the
pumping and heat transfer operations associated with energy production.

51



160 Ultimately, THMC introduces dynamics into
the operation of a geothermal system,
whether EGS or hydrothermal, that cannot

-é’i 140 be ignored, especially over the long term.

g Predictive and diagnostic tools, such as

= computer simulators, which include the

g 120 w0 THM Coupling most important effects of THMC are

= needed for both the design of a producing

lq—‘: 100 ——w/ THM Coupling geothermal system as well as its

o management during the operating years.

E As part of the management component, it

B8 80 will be very beneficial for ensuring the long

o term thermal output to better understand,
co through simulations supported by lab and

field -based experiments, how different
0 10 20 30 facets of THMC might be manipulated or
managed to reduce or eliminate some of its
negative effects (e.g., using chemical

. . . . precipitation (THC) to offset the
Figure 15 - Production temperature versus time for two different desirabl hof f
cases assuming the same initial fracture network. The simulation undesirable growth of fracture apertures

resulting in the red line results from thermal depletion only and does ~ (THM) due to cooling or manipulating the
not include thermo-mechanical coupling. The blue line considers the production of additional fractures through

effect of thermo-mechanical coupling in the hydrologic regime or thermal stimulation). Additionally, a variety
THM. Recreated from Fu, et al. (2015). !

Production Time [yrs]

of methods have been proposed for the
manipulation of the flow and temperature regimes once a path forward for extending the lifetime of the
system has been determined.

Because the realistic characterization of a geothermal regime, which is needed by any predictive or
diagnostic modeling effort, necessarily involves either introducing unknown or poorly determined
parameters into the calculations, the effect of parametric uncertainty on the results should always be
considered. Current uncertainty quantification (UQ) methods (e.g., Lawrence Livermore National
Laboratory's (LLNL) PSUADE program by Tong 2011) have resulted in the capability to provide a
probabilistic context for evaluating the likelihood of a diagnosis or prediction of a system’s response.

5.1.2.  EGS /Hydrothermal Regimes and THMC

Significant induced flow and heat production in hydrothermal systems may cause sufficient deviations
from the near-equilibrium thermo-mechanical-chemical state of the system that the influence of THMC
on productivity eventually becomes apparent. On the other hand, EGS represents a geologically short-
term and more extreme perturbation of a subsurface fracture-dominated regime and begins its life in
thermo-mechanical and thermo-chemical disequilibrium, raising the possibility that strong THMC
responses may occur to drive the modified system towards a new equilibrium. Answering how THMC
responses to introduced disequilibrium are most likely to affect the efficiency of output in both EGS and
hydrothermal energy production is needed for any meaningful prediction concerning time-dependent
changes in the long-term behavior of a commercial geothermal site.

At present, any EGS design engineer or manager is faced with the multiple challenges of having 1) only
very limited access to parameters defining a geothermal regime, often only through information from
well-head sensors or responses to changes in production, 2) a less than complete understanding of how
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THMC processes are likely to affect production during the life of the system and 3) the intuition and
practical ability to manipulate or manage the evolving system to enhance long-term output. We
consider how we can address the first two challenges by using computer simulations constrained by
data obtained from constantly improving monitoring techniques, to estimate the likelihood of a certain
system response. To meet the third challenge, we provide a brief example to illustrate a possible
approach of evaluating changes in a producing system along with application of flow-management
methods that have been suggested to maintain output.

For EGS development, the most important objective is permeability enhancement in a large volume of
rock that is amenable to long-term fluid circulation without significant thermal or production decline. As
Figure 15 illustrates, our current understanding of THM processes suggests that thermo-mechanical
coupling will tend to reduce the production life of EGS in the absence of other mitigating effects. Figure
16 illustrates the cooling caused by flow-channeling in a fracture regime that might occur between an
EGS injection and production well over a period of 30 years. Simulations show that localized cooling,
resulting from always present preferential flow in the network of fractures at early times, modifies the
stress field such that more flow is channeled into the coolest regions of the system while being shut off
from the hottest parts by compressive stresses that shut down fracture flow there. The figure further
demonstrates how sophisticated computer simulations can serve as a “window” showing what is
happening in complicated THM situations between injection and production wells addressing challenges
1) and 2) above.

The flow channeling simulation described here considers only one type of coupling — the thermo-
mechanical, which is not necessarily the whole picture. Only detailed THMC simulations that consider
the simultaneous cross-linking of thermal, mechanical and chemical regimes can provide a meaningful
view into the processes that future EGS design engineers and managers need to understand to optimize
the design and long-term operation of an EGS site. This type of modeling is a prerequisite to mastering
the 3™ category of challenges.

5.1.3. Need for Detailed THMC Simulations Using Observations

Important design considerations such as planning the well depth and well orientation during the design
process require knowledge of the stress field as a function of depth and temperature, the permeability
structure, fracture orientations/densities, temperature gradients, etc. Because these data are
necessarily collected at discrete points through borehole imaging, analysis of fracture breakouts, and
flow testing, there is often much uncertainty as to their spatial extent outside the wellbore. Since a well
must be drilled to determine this information, it is not possible to have direct measurements at each
point desired. Fortunately, THMC models can incorporate discrete data (e.g., pressure, temperature,
permeability, fracture aperture and density, etc.) and represent the geologic structure in 3-D, to more
efficiently predict the larger scale reservoir response to stimulation of wells having different
orientations, pressurized intervals, and pressure increase scenarios. Furthermore, the models can
directly capture the effects of thermal versus pressure stimulation, as well as the influences of fluid
chemistry on physical properties of the fluid (e.g., viscosity and density) and potential effects of mineral
dissolution or precipitation in fractures around the wellbore. Reactive, isotopic, and conservative tracer
tests can be modeled concomitantly with fracture stimulation so that a fully consistent analysis can be
made (rather than employing simpler analytical models), clearly addressing challenges 1) and 2).
Alternative and/or stochastic models can be used to improve confidence prior to drilling new wells, and
planning stimulation strategies.

For example, at the DOE Newberry Volcano EGS Demonstration Site, Lawrence Berkeley National
Laboratory simulated the THMC response during the 2014 stimulation and matched the early increase in
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Figure 16 - Forced flow from the injection well (bottom) through the fracture network causes a cooling front to migrate
towards the production well (top) with breakthrough between 5 and 10 years. Cooling opens fracture apertures which
enhances flow through the regime which is already cooler. Cooling increases compressive stresses outside cooled zone which
shuts down flow in fractures at the warmer periphery of the zone. The resulting flow channeling produces cooler water
sooner at the production well as shown in Figure 15. Simulations performed with LLNL GEOS. From Fu et al. (2015).

injectivity (3-4x) owing to a combination of thermal and shear stimulation around the well. After about
8-9 days of injection, although microseismicity continued to increase over a radius of about 200 meters
from the wellbore, the injectivity did not increase, which was also captured by the THMC code
(Sonnenthal et al. 2015, Figure 17). The take-home point is that THMC modeling supported by wellhead
data can be used in designing and optimizing drilling and stimulation programs.

5.1.4. Managing THMC Processes to Optimize EGS Production

Assuming the ability to perform full THMC simulations that address cross-linked THM and THC
processes, we suggest how borehole-monitoring methods and permeability manipulation might be used
in the future to prolong the life of an EGS site as an example of confronting the 3™ challenge above. It
has been observed in fracture dominated systems that as the production temperature declines, the
resistance to pumping for a given injection rate also falls off, which is consistent with the flow
channeling effects observed by Fu et al. (2015). A periodic survey of the EGS flow regime, using particle
tracers injected into the production well and capable of indicating temperature ranges characteristic of
their flow paths (Redden, et al. 2010), could be used to support the operator’s estimates of the rate of
channeling at the site. A simple model suggests that the rate of decline with time in the ratio of high
temperature (restricted flow in zone of compression) to low temperature (channeled flow) tracers
recovered might be used to estimate production longevity as well as the best time to intervene in the
THMC evolution. Changing fracture permeability to eliminate channeling by mineral dissolution and
precipitation has been considered by the enhanced oil and gas recovery literature and is now being
evaluated for geothermal applications (Plummer et al. 2010; Rose, et al. 2010). It is within the purview
of THMC models to determine if and how an EGS site chemistry can be modified to allow chemical
precipitation to be “played” against flow channeling. Plummer et al. (2010) lists different techniques for
partially plugging a site with injected material including silicates to stop channeling or “short circuiting”
of flows.

5.1.5. THMC Models for Hydrothermal Systems

Geothermal reservoirs sited in hydrothermal systems have different issues than low permeability, low
water content, EGS reservoirs. In particular, finding and predicting the response of permeable zones that
remain permeable over decades of pumping and reinjection requires prediction of the pressure and
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Figure 17 - (Left) Wellhead pressure (measured and model boundary condition), measured flow rates (green), TH
model with no change in permeability (pale blue), THM model (purple), and continuation of THM assuming no
further permeability increase (red). (Right) THM model compares seismicity with stress field. Thermal contraction is
blue zone while compression is red. Most of the micro-earthquake (MEQ) activity appears to be correlated with the
zone of thermal contraction dying out with distance into the zone of compression from this cooler zone (Sonnenthal,
et al. 2015). As discussed above, MEQ activity can be understood in terms of THM simulations providing a means of
understanding the dynamics of an EGS site.

mechanical response during production, whether pressure declines are reversible due to mineral scaling
effects on permeability around and in wells. Environmental effects such as micro-seismicity, ground
subsidence, wellbore failure are important issues involving THMC processes that require quantitative
management.

Whereas, pressure declines and mechanical effects on producing geothermal reservoirs are well-known,
as well as wellbore scaling, the chemical effects on permeability far into the reservoir are difficult to
characterize using standard reservoir modeling tools. An example of THMC modeling of a
heterogeneous injection and production over 2 years showing regions of calcite dissolution and
precipitation in a rhyolitic tuff host rock is shown in Figure 18 (Sonnenthal et al., unpublished work from
EGS Validation project). Using new parallel simulation tools such as TOUGHREACT-ROCMECH, we can
finally treat these problems that were primarily in the area of fundamental research to practical
reservoir modeling. In this regard, such sophisticated THMC models represent a stochastic view of the
situation beyond the wellbore.

5.1.6. The Future of THMC Analysis

In conclusion, we have attempted to “look ahead” within the context of geothermal reservoir design and
management to identify challenges that exist for EGS/hydrothermal as well as possible paths forward for
developing and operating an efficient long-term geothermal heat extraction system. Research to date
indicates that THMC processes make up many of the challenges confronting long-term and efficient
operation of a geothermal system. We find that computer programs or simulators such as TOUGH-
REACT, NUFT and GEOS provide a “window” for designers and managers to aid in diagnosing or
predicting the system response between sometimes widely-spaced wellheads where information about
the system’s state is obtained. Because of parametric errors and uncertainty in parameter values that
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Figure 18 - Plan view of 2-D THMC model of a geothermal reservoir after injection/production (80 kg/s) over 2 years. Initial
permeability field (upper left), temperature field (upper right), tracer distribution (lower left), regions of calcite dissolution
(dark brown) and precipitation (blue) (lower right). Colors in the other plots are relative to the maximum and minimum
values and are meant to be illustrative of the changes.

define the system, we suggest that uncertain simulation results should be viewed probabilistically. There
are tools available (e.g., LLNL's PSUADE for uncertainty quantification) that currently allow us to take
this approach. Finally, we are approaching the capability of modeling the complex nature of THMC and
propose that solutions to some of the challenges, such as flow channeling (THM) in an EGS fracture
network, may be found in manipulating other aspects of THMC, such as mineral precipitation (THC) to
offset the growing fracture aperture. In addition, new research is beginning to focus on how formation
permeability can be selectively modified by other approaches to give geothermal operators the control
they need to extend production life. With the aid of simulators, uncertainty quantification tools,
geothermal flow tracers and other methods of geothermal system characterization, we anticipate
significant progress will be achieved towards the predictive and diagnhostic quantification of THMC
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processes during the next decade that will support EGS/hydrothermal operational decisions as well as
the development of new methods for extending the lifetimes of producing systems.

5.2. Geopressured Resources

5.2.1. Overview

The DOE report, A History of Geothermal Energy Research and Development in the United States
(Kennedy, et al. 2010), defines geopressured-geothermal reservoirs as subsurface reservoirs that
contain hot pressurized brine saturated with dissolved methane at the pressure, temperature, and
salinity of the reservoir formation. Geopressured reservoirs can potentially provide three sources of
energy: 1) chemical energy in the form of dissolved methane, 2) thermal energy from the hot brines
(temperature over 93°C [200°F]), and 3) mechanical energy from high brine flow rates (over 20,000
barrels per day) and high well head pressures.

Although, geopressured reservoirs might occur in several areas of the U.S. (Wallace, et al. 1979; Strongin
1980, 1981), programs to evaluate and test geopressured resources have focused on the Gulf Coast
region, where the extent and basic characteristics of geopressured reservoirs is well known from
petroleum exploration and production activities (Kennedy et al. 2010) and the estimated recoverable
reserves are large (Wallace et al. 1979).

Production wells tapping geopressured reservoirs flow at sufficiently high rates and pressures can
directly drive turbines connected to electric generators. Methane that comes out of solution is
expanded to drive the turbines and then be captured to be either be sold or used in a hybrid system to
generate additional electricity. Brines produced from geopressured reservoirs in the Gulf of Mexico
basin are not hot enough to directly flash water to steam to drive a turbine (Bassiouni 1980) but are hot
enough to drive a binary cycle plant. The processed brine, now cooler, depleted of dissolved methane,
and at lower fluid pressure, can then be disposed by injection into subsurface reservoirs.

The DOE’s Geopressured-Geothermal Energy Program investigated geopressured reservoirs in Louisiana
and Texas from 1976 to 1992. The total budget over this time was about $194 million dollars (Kennedy
et al. 2010). The program tested 11 existing petroleum wells (Wells of Opportunity) that were converted
into test wells. Five additional wells were designed and drilled specifically to evaluate the feasibility of
long-term production from geopressured reservoirs. In addition, a 1 MW demonstration plant was
developed to produce power from the Pleasant Bayou 2 designed well. The Pleasant Bayou plant went
online in October 1989 and operated until May 1990 when it was shut down because the injection well
required expensive reworking (Mines 2010).

Sanyal and Butler (2010) estimated the initial electric power that could be produced from the Pleasant
Bayou demonstration well assuming a flow rate of 20,000 barrels per day to be 3.89 MW. Of this total,
the thermal energy of the brine provides 37 percent, methane provides 49 percent, and the mechanical
energy (pressure) provides 14 percent. Although the pressure of the brine provided a relatively small
percentage of the power generated, it also contributed to the net power generated by lifting the brine
to the surface, thereby eliminating the need to consume power to pump the brine. A simple calculation
using the bottom-hole and well-head pressures, average production rates, and reservoir depths for the
three DOE test wells suggest that this saves approximately 1MW per well.

At the time of the research program, prevailing economic conditions limited the continued development
of geopressured-geothermal reservoirs. However, the program laid the foundation for all aspects of
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future development of this extensive resource (Kennedy et al. 2010). The significant accomplishments of
the Geopressured-Geothermal Energy program include (Kennedy et al. 2010):

. Identified geopressured-geothermal onshore fairways in Louisiana and Texas (which
comprise the vast majority of this resource in the US)

° Determined that high brine flow rates (20,000 to 40,000 barrels per day) could be
sustained for long periods of time using appropriate scale inhibition protocols

. Brine, after gas extraction, could be successfully injected into shallower aquifers
without affecting surface waters or subsurface fresh water aquifers

. No observable subsidence or microseismic activity was induced by subsurface
withdrawal and injection of brine, and no detrimental environmental effects
attributed to well testing were observed

° Corrosion, sanding and scaling could be controlled with chemical inhibitors and by
reducing flow rates

° Demonstrated that the production of gas from saturated brines under pressure was
viable
° A hybrid power generation system could be installed and operated

5.2.2. Geopressured Resources in the United States

The term geopressured has been used in the petroleum industry to mean subsurface fluid pressures that
exceed hydrostatic pressure at their depth. Pressures approaching lithostatic (equal to the weight of the
overlying rocks and sediments) have long been known to occur in the Gulf of Mexico and were an early
focus of DOE investigations into Geopressured-Geothermal energy.

The two most recent surveys of occurrences of geopressured energy sources in the U.S. (Wallace et al.
1979; Strongin 1980) were performed independently. Wallace et al. (1979) note that the geopressured
basins other than the Gulf of Mexico basin might contain viable geopressured-geothermal resources, but
that the brines in these basins differ in temperature, methane content, pressure, and volume. In
contrast to the Gulf of Mexico basin, these basins lack vertical loading by sediment deposition as the
dominant mechanism for generating pressure. Vertical loading is the mechanism for generating large
volumes of geopressured sedimentary rocks in the Gulf of Mexico basin. Strongin (1981) performed
preliminary assessments of two other geopressured basins, parts of the Appalachian Basin in West
Virginia, Kentucky, and Pennsylvania, and in the Great Valley region of California. Of these, California
seemed to have the most potential as a geopressured-geothermal resource due to relatively shallow
depths, high temperatures, low brine salinity, and potentially high levels of dissolved methane.

5.2.3. Resource Estimate

Wallace et al. (1979) updated a previous U.S. Geological Survey estimate of the geopressured-
geothermal resources of the onshore and offshore portions of the northern Gulf of Mexico basin to a
depth of 6.86 km. Assuming a conversion efficiency of 8 percent, the recoverable thermal energy could
generate 23 to 240 GW of electricity. The range represents the extent to which the reservoir is de-
pressured during the resource extraction. The lower value represents a controlled development in which
pressure reduction is limited to prevent land subsidence. The estimated energy of the recoverable
methane is 75-770 billion MWh (44-457 billion BOE), with the range again representing the degree of
pressure reduction in the reservoir.
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More recently, spatial analysis was used to update estimates of the total recoverable energy from
geopressured reservoirs in Texas and Louisiana (Esposito and Augustine 2011, 2012). This work was an
advance on previous estimation methods in that it used reservoir modeling to provide insight on
geothermal brine and natural gas flow rate profiles over a long-term time frame, reservoir pressure and
temperature changes with time, and potential recovery factors. These studies estimated the total
recoverable electricity generation potential from the thermal energy to be about 5.1 GWe plus 1.25 x
10 standard cubic feet of methane (35 billion MWh, or 21 billion BOE).

In comparing these two estimates of the geopressured-geothermal resources, it is necessary to consider
that the Wallace et al. (1979) estimate includes both onshore and offshore reserves, while the Esposito
and Augustine (2011, 2012) estimates includes only the onshore portion of the basin. Neither estimate
includes the mechanical energy of the pressurized brine because previous studies indicate that it would
contribute less than 1 percent of the total energy. However, as noted above, Sanyal and Butler (2010)
estimate that mechanical energy could contribute 14 percent of the power generated at the Pleasant
Bayou site.

5.2.4. Economics

Plum, et al. (1989) calculated the breakeven price for electric power generated from a geopressured-
geothermal resource based on the results of field testing of three wells (Gladys McCall, Pleasant Bayou,
and Hulin) from the DOE Geopressured-Geothermal Program. This study considered several scenarios to
calculate a range of breakeven prices given different assumptions about production costs, reservoir
properties, and the specific combinations of thermal, mechanical, methane energy extracted. Estimated
breakeven prices, in 1990 dollars, were $0.13 to $0.27 per kWh. These prices were not competitive with
conventional energy sources at that time.

In addition, the Plum et al. (1989) estimates of breakeven prices were calculated from a higher
temperature reservoir in the Wilcox Formation in south Texas. Assuming the reservoir properties in this
part of the Wilcox formation (not tested to date) are similar to those indicated by tests on the Hulin
well, and conventional conversion technology is used, the estimated breakeven price is a more
competitive $0.09 per kWh. This price estimate indicates the potential benefit of research to identify
higher-quality resources. This study also highlighted projections of reservoir productivity and life as an
important, but highly uncertain, input to the economic calculations. These analyses used operating lives
of 5 or 10 years to represent what the authors thought was reasonable give the results of the well
testing program.
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6. DISCUSSION

At the highest level, there are two hurdles that must be cleared before geothermal energy production
can become a significant contributor to the US energy market; reducing costs and reducing uncertainty.
The good news is that these objectives are not exclusive of each other and in fact are tightly connected
through the technological advancements that will be needed to solve them. For example, developing
high-temperature electronics that allow for monitoring while drilling (MWD) can reduce drilling costs by
avoiding non-drilling time and by reducing uncertainty through better understanding and
characterization of the system.

From a business value proposition point of view, the objective is to reduce risk, which is defined as the
product of the consequence of an event and its probability of occurring (Figure 1). In geothermal energy
development, the consequence is monetary and is primarily a function of the upfront capital costs of
exploring and developing a site. The ‘event’ is developing a field that performs at or below a pre-
determined level, such as the long-term breakeven point or an acceptable level of profit. Risk can be
reduced in one of three ways: 1) reduce the consequence, 2) reduce the probability, or 3) reduce both.
Understanding that reducing costs reduces the consequence and reducing uncertainty reduces the
probability of underperforming, we can see that by clearing the technological hurdles of reducing costs
and uncertainty that we are also reducing the risk of investment and development.

The largest costs of RM&D are drilling the production and injection wells and stimulation. Reducing
those costs for a given drilling project is accomplished by doing them more quickly and/or by reducing
material costs. During the planning stage, drilling costs can be reduced with better well siting and field
management by developing improved subsurface characterization and data, modeling, and analysis
(DMA) tools. Potential cost reductions during the process of drilling are reflected in the drill cost curves
discussed above (Figure 6). Depending on the depth, the cost savings between the Ideal scenario and
the Baseline scenario ranged from 50% at shallower depths to 75% at deeper depths. What is evident is
that there still remains tremendous opportunities to reduce drilling costs within both the process of
drilling and in better characterization and planning.

To get a sense of the sensitivity of drilling costs to reductions in time and/or material costs, Figure 19
shows the savings that halving the total drilling time and/or the material costs would have on the total
drilling costs for the Baseline and Ideal scenarios (vertical, large diameter hole). Things like mobilization,
de-mobilization, daily rig rental rates, site preparation, engineering, and logging fees are kept the same.
This reflects data shown in Figure 7 and Figure 8 but shows the savings as a percentage of the non-
adjusted scenario cost across all depths. For the Baseline scenario, the savings from halving the total
drilling time is about 20% (red solid line) while for the Ideal scenario it is about 7% (red dashed line). The
upside for reducing material costs is higher and is more dependent on depth due to the higher material
requirements at depth. Halving material costs saves about 30-45% for the Baseline scenario (solid blue
line) and 21-38% for the Ideal scenario (blue dashed line). By halving both the total drilling time and
material costs the savings are 43-56% and 28-45% for the Baseline (solid green line) and Ideal (dashed
green line) scenarios, respectively. As a point of comparison, the Ideal scenario drilling costs for this well
configuration is equivalent to reducing the drilling time and material costs by 75% in the Baseline
scenario. More importantly, what this shows is that game-changing improvements to drilling costs must
include a reduction in material costs.
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Material costs are comprised of costs for
cement, casing, wellhead equipment, drill bits,
bottom hole assemblies, and mud, with cement
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Figure 19 - Cost savings of halving drilling time, material temperature, corrosive, and pressure
costs, or both of a vertically oriented large diameter well for requirements found in geothermal wells;
the Baseline and Ideal scenarios. something that cannot be accomplished using
low-grade materials. To this end, Ekasari and
Marbun (2015) have shown some cost benefit through optimizing casing material based on the corrosive
and pressure environment within a borehole to allow developers to use the least expensive grade
allowable for their specific conditions. While this is definitely a good business practice, optimizing the
use of currently available materials will only have a small effect on the total drilling costs.
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Another technology that can aid in reducing material costs is the use of expandable casing (including
folding casing technology). Used correctly, expandable casing has shown to reduce rig costs, the number
of bits, and the volume of cement and casing (Teodoriu 2015) by eliminating one or more casing strings
and/or allowing for the use of smaller bit diameters in the upper part of the hole. Expandable casing is
gaining use in the O&G industry although it is used more as a means to mitigate problems and to extend
holes than as a common drilling practice (Dupal, et al. 2001; Noel 2013).

The use of expandable casing reduces the need to telescope the borehole diameter with depth since
strings of the same casing can be successively inserted into the hole below the lowest emplaced casing
and then expanded to the appropriate size, opening the door to mono-bore drilling, which has been
cited for the O&G industry as the next technological evolution of drilling (Teodoriu 2015). While the
promise of expandable casing is high, it still suffers from reduced strength and higher costs than
standard casing and still has issues in high-temperature, high-pressure environments (Gau, et al. 2015;
Tao 2015).

The benefits of mono-bore drilling means that smaller diameter bits can be used in the upper parts of
the hole, which reduces casing, cement, bit, and BHA costs as well as time costs associated with
cementing, tripping, etc. To quantify this benefit, consider that for a 2500 m, large diameter, vertical
well, 38% of the cost savings between the Ideal (which assumes a mono-bore design) and Baseline
scenarios is from the mono-bore design, while the other differences (ROP, bit life, etc.) make up the
other 62% of the savings. For a 5000 m deep well, the benefit of the mono-bore design increases,
accounting for 78% of the difference between the two scenarios. Taken to the full extent, expandable
casing can ultimately lead to cement-less drilling, which will reduce costs even further (Finger and
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Blankenship 2010). It should be noted that these savings figures assume the expandable technology can
be obtained and deployed at the same rate and cost as standard casing, which is currently not the case.

The use of expandable casing can also help with optimizing the production zone diameter to increase
the productivity of the well. Looking at 43 producing wells in the Hengill area of Iceland, Sveinbjornsson
and Thorhallsson (2014) show that on average the 29 large diameter holes (13 3/8” / 9 5/8” hole/liner)
have a power output that is close to 40% higher than the 14 small diameter holes (9 5/8” / 7.0”
hole/liner). The optimal diameter is a complex function of the well depth, length of the production
interval, resource temperature, and reservoir geology. The use of expandable casing adds flexibility to
the optimization by allowing drillers the ability to maintain larger diameters at deeper depths. Thus,
development of expandable casing for geothermal drilling can have a significant impact on reducing the
overall cost of drilling and increasing average well productivity.

While the technologies involved in drilling more quickly reduces both the time associated costs like labor
and equipment rental, it can also reduce the material costs. For instance, increasing bit life reduces
drilling time as well as material costs in the form of a lower total bit cost. Similarly, technologies
developed for reducing material costs can also help reduce drilling time. Expandable casing technologies
will reduce material costs as discussed above and the drilling time by reducing cementing and casing
time and potentially drilling time if employed with casing while drilling (Finger and Blankenship 2010).
This is yet another example of the complex interplay across cost categories and cost efficiencies that can
have multiple benefits.

While Figure 19 shows the relevant material cost savings from the various time reductions, it only
reflects the costs for a single well drilled in isolation and does not reflect the increased efficiency and
the time value of money associated with developing an entire field. The implication of this is important.
If we assume a per well power generation of 7 MW (the median value from Sanyal and Morrow 2012)
and a production to injection well ratio of 2:1, it would take 11 wells to develop a 50 MW field (4
injectors and 7 producers). Using the average daily penetration rate of 77 and 226 m/day at 4000 m for
the Baseline and Ideal scenarios (vertical orientation, large diameter) respectively, and assuming the
availability of a single drilling rig, it would take about 1 year and 7 months to develop the field using the
Baseline technology and just 6.5 months with the Ideal technology. In other words, the field is
developed in about one-third of the time using the Ideal scenario technology, which is time that the
power plant can be online and the field can be generating revenue for the developer. What this
indicates is that the value of drilling time-saving technologies is far reaching and must be assessed at the
project scale as opposed to the an individual well.

One of the most important categories of technology development for reducing drilling costs concerns
downhole equipment that can withstand geothermal drilling environments. Without this capability,
most of the technologies that address the reduction of material costs and drilling time will either be
unable to be implemented in the geothermal environment, or will be less reliable if they are
implemented. While some of these technologies exist, especially for temperatures below 200 °C, there
are still issues with reliability and longevity as one passes that threshold. In addition, the costs of these
component are usually much higher than their non-high temperature counterpart. The downhole
components that are most vulnerable control power storage, regulation, and conversion, motor drives,
data acquisition, data storage, monitoring, and pumps but due to the integrated nature of these systems
a single system solution does not exist that can create a step change in capability and thus technology
development in this area must be approached and evaluated as a whole-systems engineering problem
(Norman 2006; Sisler et al. 2015; Watson and Castro 2015). Enabling this technology allows for better
monitoring and logging while drilling which in turn allows for better well control and a reduction in NPT
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and drilling time. It also improves the ability to characterize the downhole geologic conditions (stress
field, fracture network, etc.) and the ability to steer a borehole to align with the fracture or stress field.
Thus, the development of affordable electronics and equipment that can withstand the extreme
downhole geothermal drilling environments should be a research priority for the DOE and the rest of the
geothermal community.

Besides technology improvements, significant improvements for RM&D can be obtained through better
data, modeling, and analysis (DMA) tools. The characterization and maintenance of a geothermal
reservoir is dependent on large sets of data that are either directly measured at a single point (i.e.,
within a borehole) or remotely sensed across a broad area (e.g., seismic monitoring, MT, etc.). This
requires data processing and interpretation methods that can reliably convert these data into three-
dimensional geologic models of the system that reflect the key operating metrics for geothermal energy
production such as the stress field and the fracture network. Improving data analysis capabilities will
allow for better reservoir characterization, increased drilling efficiency, more effective stimulation
programs, and better long-term maintenance of the system. Highly capable analysis tools exist within
the O&G and mining industries but their application to geothermal environments is limited and their
usefulness across the scale of a geothermal reservoir has yet to be determined. The development and
use of these types of tools for geothermal applications will have a significant impact. The play fairway
analysis program funded by the DOE (DOE 2017) is addressing this issue at the exploration phase but
more work needs to be done with respect to verifying these tools against known field data across a
broader range of geothermal environments for RM&D.

Numerical modeling is used in all phases of geothermal energy development including exploration,
characterization, planning, managing, and closure. There are three general types of numerical modeling
tools required in geothermal; geologic modeling, THMC modeling, and systems analysis modeling.
Geologic modeling integrates the collected field data to form a three-dimensional representation of the
target reservoir. They are almost always static models with no temporal dynamics and are the data
supported ‘backbone’ of the conceptual model that is the working foundation for most RM&D activities.
Geologic models can also serve as a three-dimensional ‘repository’ of the relevant sub-surface
parameters that are used in the THMC and systems models. THMC modeling simulates changes in
reservoir properties over time and are used to evaluate the long-term performance of the reservoir as
well as for planning drilling and stimulation activities. Depending on the application, a THMC model can
vary from highly-detailed and complex models to lumped-parameter flow and transport models to
simple analytical models. Systems analysis models connect reservoir performance with the surface
infrastructure to simulate the coupled-performance of the entire geologic and power generating system.
They frequently include economic assessments and are used for system engineering and optimization,
reservoir maintenance, and risk management. Systems models can also address the interaction with
outside factors like grid connectivity, environmental impacts, and local and regional economic benefits.

The state of DMA with respect to geothermal development has advanced considerably over the last
decade however there are two high level gaps that must still be addressed; computational efficiency and
parameterization. Computational efficiency refers to the speed of execution of the model and is focused
mainly on the THMC models. There are two approaches to reduce simulation times; decrease the model
resolution and/or develop more efficient solvers. Decreasing model resolution requires a tradeoff
between numerical accuracy and simulation time and thus research should focus on examining these
tradeoffs across a range of geologic and operational conditions and modeling applications to determine
when and why the model resolution can be refined or relaxed. White, et al. (2017) have already
completed a foundational step in this direction but more needs to be done. Advanced numerical
methods such as model linearization and finite-analytic hybrid methods should be developed and tested
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for specific application to geothermal problems. Both of these approaches have the potential to
significantly cut simulation times while maintaining a high level of numerical accuracy (Lowry and Li
2005).

From a model development point of view, the ability to integrate and couple models from reservoir, to
wellbore, to surface production equipment, to plant, and back to injection is critical in geothermal since
the loop represents a dynamic system with constant feedback between the parts. The GT-Mod system
dynamics model (Lowry et al. 2010) provides this capability at the systems level, but a more integrated
platform that brings together all three model types should be developed that allows for data storage,
multiple model simulation, analysis, and visualization. An approach for development would be to
determine the set of systems and processes to be modeled, inventory the available models, develop
models that are not available, and then integrate the suite of models within a single platform. While this
is a steep hill to climb, the benefits to the industry will be significant and long lasting.
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7. TAKE AWAYS

The list below, grouped by subject area and in no particular order, reflect what we believe are the key
take away messages from this work. The objective is to provide entry points for larger discussions that
involve prioritizing and funding future research and development activities with the goal of advancing
geothermal energy production. Despite the amount of time and thought that has gone into this work,
we understand that the subject area of RM&D is extremely broad and encompasses a wide range of
technologies and disciplines. Because of that, we are certain that some readers will disagree with some
of the items in the list and/or think that the list is incomplete. We welcome any comments or

suggestions.

There are two high-level challenges that must be met to forward RM&D; reduce costs
and reduce uncertainty.

Reducing costs and reducing uncertainty reduces the risk of investment and
development. By reducing costs, we are reducing the consequence of
underperforming or failing and by reducing uncertainty we are reducing the
probability of underperforming or failing.

Drilling costs are the major contributor to the total costs of a geothermal project and
provides the greatest potential for improvement.

Drilling costs can be reduced in one of two ways; 1) reduce the time it takes to drill a
well, and 2) reduce the material costs to drill a well. These objectives are integrated in
that technologies that help reduce drilling time can also reduce material costs and vice
versa.

Material costs are the major cost factor for drilling wells and become more important
the deeper one drills. Thus game-changing technologies must involve a focused effort
to reduce material costs.

Non-drilling time is a major contributor to field drilling costs and its reduction is also
an opportunity for considerable improvement.

When prioritizing R&D investment, improvements in any single technology must be
assessed at the field or project scale and must consider its integration in the entire
system.

Small reductions in drilling time and material costs for a single well can have a major
impact on the total time and costs to develop the field.

Technologies like high-temperature electronics can have wider applications than their
initial intended use. Because of this, their development should be a priority.

The reduction in uncertainty must also be part of the assessment.

The geothermal industry is being hurt by the lack of publically available data on
drilling and drilling costs.

This slows the learning curve and prevents the deployment of targeted research
efforts that can provide the greatest benefit.

The DOE-GTO should develop a platform where operators can share proprietary
information with the incentive that the collective information is provided
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anonymously to the public. This should be administered through the DOE National
Laboratory system, which has a long and successful history of protecting proprietary
and classified information. The platform should be aligned with the European effort.

The incentive for sharing these types of data is the potential to reduce drilling costs
faster than would otherwise be possible.

Better data, modeling, and analysis (DMA) tools are required at all phases of
geothermal energy development.

Geothermal reservoirs are controlled by THMC processes. Better understanding of
these processes and better modeling tools are needed to avoid their deleterious
effects and to potentially control their effects for better performance (e.g., use
chemical precipitation to offset thermal expansion).

THMC modeling improvements should focus on more accurate algorithms for THM
and THC process integration, improved gridding techniques, improving computational
efficiency, and parameterization (i.e. how to represent the reservoir in a numerical
model).

Developing integrated systems models that are capable of simulating complex field
scale dynamics of the entire surface and sub-surface system, including economics will
greatly advance our ability to conduct full system performance assessment and
optimization. This will enhance RM&D as well as provide a mechanism for assessing
technology advancements at the project level.

Tools that provide rigorous and meaningful treatment of uncertainty are needed.

68



8. REFERENCES

Almagro, S. P. B., C. Frates, J. Garand and A. Meyer, 2014. "Sealing Fractures: Advances in Lost Circulation
Control Treatments." Oilfield Review 3: 4-13.

Alsaba, M., M. F. Al Dushaishi, R. Nygaard and O.-M. Nes, 2017. "Updated Criterion to Select Particle Size
Distribution of Lost Circulation Materials for an Effective Fracture Sealing." Journal of Petroleum
Science and Engineering 149: 641-648.

Ames, M., K. Li and R. Horne, 2015. "The Utility of Threshold Reactive Tracers for Characterizing
Tempeature Distributions in Geothermal Reservoirs." Mathematical Geosciences 47: 51-62.

AP, 2013. "NM Farmers Selling Water to Oil and Gas Developers." Retrieved June 6, 2017, from
https://www.abgjournal.com/216332/nm-farmers-selling-water-to-oil-and-gas-developers-
2.html.

Augustine, C., J. W. Tester, B. J. Anderson, S. Petty and B. Livesay, 2006. A Comparison of Geothermal with
Oil and Gas Well Drilling Costs. Thirty-First Workshop on Geothermal Reservoir Engineering,
Stanford, CA.

Axelsson, G., 2008. Production Capacity of Geothermal Systems. Workshop for Decision Makers on the
Direct Heating Use of Geothermal Resources in Asia, Tianjin, China.

Axelsson, G., 2010. "Sustainable Geothermal Utilization - Case Histories; Definitions; Research Issues and
Modelling." Geothermics 39: 283-291.

Axelsson, G., 2011. "Using Long Case Histories to Study Hydrothermal Renewability and Sustainable
Utilization." GRC Transactions 35: 139301400.

Axelsson, G., 2012. Modelling Sustainable Geothermal Energy Utilization. SIMS 2012, The 53rd
Scandinavian Simulation and Modelling Society Conference, Reykjavik, Iceland.

Axelsson, G., 2012. Sustainable Geothermal Utilization. Short Course on Geothermal Development and
Geothermal Wells. Santa Tecla, El Salvador: 18 pp.

Axelsson, G., A. Gudmundsson, B. Steingrimsson, G. Palmason, H. Armannsson, H. Tulinius, O. G. Flovenz,
S. Bjornsson and V. Stefansson, 2001. "Sustainable Production of Geothermal Energy: Suggested
Definition." IGA-News Quarterly 43: 2 pp.

Banta, E. R, E. P. Poeter, J. E. Doherty and M. C. Hill, 2009, "JUPITER: Joint Universal Parameter
Identification and Evaluation of Reliability - An Application Programming Interface (API) for Model
Analysis", U.S. Geological Survey, Techniques and Methods 6-E1, 284 pp.

Baria, R., R. Jung, T. Tischner, J. Nicholls, S. Michelet, B. Sanjuan, N. Soma, H. Asanuma, B. C. Dyer and J.
Garnish, 2006. Creation of an HDR Reservoir at 5000 m Depth at the European HDR Project. Thirty-
First Workshop on Geothermal Reservoir Engineering. Stanford, CA: 9 pp.

Baria, R. and S. Petty, 2008. Economic and Technical Case for Commercial Exploitation of EGS. Thirty-Third
Workshop on Geothermal Reservoir Engineering. Stanford University, Stanford, CA: 5 pp.
Bassiouni, Z., 1980, "Evaluation of potential geopressure geothermal test sites in southern Louisiana", ;

Louisiana State Univ., Baton Rouge (USA). Dept. of Petroleum Engineering, DOE/ET/28465-T1;
Other: ON: DE81028753 United States 10.2172/6309447 Other: ON: DE81028753 NTIS, PC
A09/MF AO1. HEDB English, Medium: ED; Size: Pages: 180,

http://www.osti.gov/scitech/servlets/purl/6309447.

Baujard, C., R. Hehn, A. Genter, D. Teza, J. Baumgartner, F. Guinot, A. Martin and S. Steinlechner, 2017.
Rate of Penetration of Geothermal Wells: A Key Challenge in Hard Rocks. 42nd Workshop on
Geothermal Reservoir Engineering, Stanford, CA.

Berro, M. J. and M. Reich, 2015. Innovative Concepts to Increase the Data Rate of Downhole Hydraulic
Data Transmission Systems. Oil Gas European Magazine. 41: 126-128.

Blankenship, D. A., 2016. Drilling Challenges in Geothermal Reservoirs. ARMA-AAPG-SEDHEAT Workshop,
Houston, TX.

69


https://www.abqjournal.com/216332/nm-farmers-selling-water-to-oil-and-gas-developers-2.html
https://www.abqjournal.com/216332/nm-farmers-selling-water-to-oil-and-gas-developers-2.html
http://www.osti.gov/scitech/servlets/purl/6309447

Blankenship, D. A., A. J. Mansure and J. T. Finger, 2007. "Drilling and Completions Technology for
Geothermal Wells." GRC Transactions 31: 3-8.

Brett, J. F. and K. K. Millheim, 1986. The Drilling Performance Curve: A Yardstick for Judging Drilling
Performance. 61st Annual Technical Conference and Exhibition of the Society of Petroleum
Engineers. New Orleans, LA: 12 pp.

Brinton, D., K. McLin and J. Moore, 2011. The Chemical Stability of Bauxite and Quartz Sand Proppants
Under Geothermal Conditions. Thirty-Sixth Workshop on Geothermal Reservoir Engineering.
Stanford, CA: 9 pp.

Brown, G. L., 1983, "Geothermal Wells - The Cost Benefit of Fracture Stimulation Estimated by the
GEOCOM Code", Sandia National Laboratories, Albuquerque, NM, SAND83-7440, 44.

Bush, J. and C. Siega, 2010. Big Bore Well Drilling in New Zealand - A Case Study. World Geothermal
Congress. Bali, Indonesia: 7 pp.

Cashion, A. T., 2015. Evaluation of High Temperature Components for Use in Geothermal Tools.
Geothermal Technologies Office 2015 Peer Review. Westminster, CO.

Chatterjee, K., A. Dick and J. Macpherson, 2015, "High Temperature 300 °C Directional Drilling system,
Including Drill Bit, Steerable Motor and Drilling Fluid, for Enhanced Geothermal Systems", Bakher
Hughes Qilfield Operations, Inc., Houston, TX, DE-EE002782, 33 pp.

Chen, J. and F. Jiang, 2015. "Designing multi-well layout for enhanced geothermal system to better exploit
hot dry rock geothermal energy." Renewable Energy 74: 34-48.

Clarke, J. G., 2014. Optimal Design of Geothermal Power Plants. Ph.D., Virginia Commonwealth University.

Cole, P., K. Young, C. Doke, N. Duncan and B. Eustes, 2017. Geothermal Drilling: A Baseline Study of
Nonproductive Time Related to Lost Circulation. 42nd Workshop on Geothermal Reservoir
Engineering. Stanford, CA: 13 pp.

Cumming, W., 2009. Geothermal Resource Conceptual Models Using Surface Exploration Data. Thirty-
Fourth Workshop on Geothermal Reservoir Engineering. Stanford, CA: 6 pp.

DiChristopher, T., 2017. "Some Qil Drillers Feel the Crunch as Well Costs Rise in the Hottest US Fields."
Retrieved June 6, 2017, from http://www.cnbc.com/2017/02/07/some-oil-drillers-feel-the-
crunch-as-well-costs-rise-in-the-hottest-us-fields.html.

DOE, 2012. Hydrothermal Factsheet. U.S. Deparement of Energy Geothermal Technologies Office.
DOE/EE-0769.

DOE, 2016, "Geothermal Technical Working Paper No. 2: Production Drilling and Well Completion." Energy
Efficiency & Renewable Energy, Geothermal Technologies Office, DOE/EE-1396.2, June 2016, 90
pp

DOE, 2016, "Geothermal Technical Working Paper No. 4: Hydraulic Stimulation." Energy Efficiency &
Renewable Energy, Geothermal Technologies Office, DOE/EE-1396.4, June 2016, 87 pp

DOE, 2017. "Department of Energy Geothermal Technologies Office Play Fairway Analysis Program."
Retrieved April 3,2017, 2017, from https://energy.gov/eere/geothermal/play-fairway-analysis.

DOE, 2017. "Department of Energy, Geothermal Technologies Office." Retrieved June 21,, 2017, from
https://energy.gov/eere/geothermal/geothermal-energy-us-department-energy.

Drenick, A., 1986. Pressure-Temperature-Spinner Survey in a Well at the Geysers. Eleventh Workshop on
Geothermal Reservoir Engineering. Stanford, CA: 197-206.

Dumas, P., M. Antics and P. Ungemach, 2013, "Report on Geothermal Drilling", Geo-Elec, 36 pp.

Dupal, K. K., D. B. Campo, J. E. Lofton, D. Weisinger, R. L. Cook, M. D. Bullock, T. P. Grant and P. L. York,
2001. Solid Expandable Tubular Technology - A Year of Case Histories in the Drilling Environment.
SPE/IADC Drilling Conference. Amsterdam, The Netherlands: 16 pp.

EGSRMO, 2007. Summary Report. Enhanced Geothermal Systems Reservoir Management and Operations
Workshop, San Francisco, CA.

EIA, 2017, "Drilling Productivity Report, March 2017", U.S. Energy Information Administration.

70


http://www.cnbc.com/2017/02/07/some-oil-drillers-feel-the-crunch-as-well-costs-rise-in-the-hottest-us-fields.html
http://www.cnbc.com/2017/02/07/some-oil-drillers-feel-the-crunch-as-well-costs-rise-in-the-hottest-us-fields.html
https://energy.gov/eere/geothermal/play-fairway-analysis
https://energy.gov/eere/geothermal/geothermal-energy-us-department-energy

Eisner, P., 2016. Simulation of a High-Velocity Jet to Predict Its Influence on Crack Initiation and
Propagation in Jet-Assisted Drilling. EAGE - 15th European Conference on the Mathematics of Oil
Recovery (ECMOR XV). Amsterdam, Netherlands.

Ekasari, N. and B. T. H. Marbun, 2015. Integrated Analysis of Optimizing Casing Materials Selection of
Geothermal Well by Using a Model for Calculating Corrosion Rates. World Geothermal Congress.
Melbourne, Australia: 14 pp.

Engler, T. W., R. Balch and M. Cather, 2012, "Reasonable Foreseeable Development (RFD) Scenario for the
B.L.M. New Mexico Pecos District", New Mexico Institute of Mining and Technology, Socorro, NM,
226.

Entingh, D. J., 2000. Geothermal Well Stimulation Experiments in the United States. World Geothermal
Congress. Kyushu-Tohoku, Japan: 6 pp.

Entingh, D. J., G. L. Mines, G. Nix, A. J. Mansure, S. J. Bauer, S. Petty and B. Livesay, 2006. DOE Geothermal
Electricity Technology Evaluation Model (GETEM): | - Technical Reference Manual.

Esposito, A. and C. Augustine, 2011. Geopressured Geothermal Resource and Recoverable Energy
Estimate for the Wilcox and Frio Formations, Texas. Geothermal Resource Council Annual
Meeting. San Diego, California.

Esposito, A. and C. Augustine, 2012. Recoverable Resource Estimate of Identified Onshore Geopressured
Geothermal Energy in Texas and Louisiana. AAPG 2012 Annual Convention and Exhibition.
Ezzedine, S. M., A. Rubenchik and R. Yamamoto, 2015. Laser-Enhanced Drilling and Laser Assisted
Fracturing for Subsurface EGS Applications. Fourtieth Workshop on Geothermal Reservoir

Engineering, Stanford, CA.

Feng, Y., Y. Zhang, B. Li, J. Yang and Y. Shi, 2015. "Comparison Between Regenerative Organic Rankine
Cycle (RORC) and Basic Organic Rankine Cycle (BORC) Based on Thermoeconomic Multi-Objective
Optimization Considering Exergy Efficiency and Levelized Energy Cost (LEC)." Energy Conversion
and Management 96: 58-71.

Ferron, D. J.,, B. E. Smiley, W. P. Reneau, S. B. Ledbetter, M. L. Stephens, D. Murray, J. Griggs, C. Esparza
and D. S. Goldwood, 2014, "Lost Circulation Guide", Drilling Specialties Company, Chevron Phillips
Chemical Company LP, 82 pp, http://www.cpchem.com/bl/drilling/en-
us/Documents/LOSS%200F%20CIRCULATION%20Guide.pdf.

Finger, J. and D. Blankenship, 2010, "Handbook of Best Practices for Geothermal Drilling", Sandia National
Laboratories, N. M. Sandia National Laboratories Albuquerque, Albuquerque, NM, SAND2010-
6048, 84.

Finger, J. T. and D. A. Glowka, 1989, "PDC Bit Research at Sandia National Laboratories", Sandia National
Laboratories, Albuquerque, NM, SAND89-0079 UC-253, 88 pp.

Finger, J. T., R. D. Jacobson and A. T. Champness, 2002. "Development and Testing of Insulated Drillpipe."
SPE Drilling and Completion: 131-136.

Flores, M., D. Davies, G. Couples and B. Palsson, 2005. Stimulation of Geothermal Wells, Can We Afford
It? World Geothermal Congress, Antalya, Turkey.

Fu, P., Y. Hao, S. D. C. Walsh and C. R. Carrigan, 2015. "Thermal Drawdown-Induced Flow Channeling in
Fractured Geothermal Reservoirs." Rock Mechanics and Rock Engineering 49: 1001-1024.

Gallup, D. L., 2009. "Production engineering in geothermal technology: A review." Geothermics 38: 326-
334.

Gandossi, L. and U. Von Estorff, 2015, "An Overview of Hydraulic Fracturing and Other Formation
Stimulation Technologies for Shale Gas Production - Update 2015", EUR 26347.

Garcia, J., P. Huckabee, B. Hailey and J. Foreman, 2005. "Integrating Completion and Drilling Knowledge
Reduces Trouble Time and Costs on the Pinedale Anticline." SPE Drilling and Completion 20(3):
198-204.

71


http://www.cpchem.com/bl/drilling/en-us/Documents/LOSS%20OF%20CIRCULATION%20Guide.pdf
http://www.cpchem.com/bl/drilling/en-us/Documents/LOSS%20OF%20CIRCULATION%20Guide.pdf

Gau, S.-j., C.-f. Dong, A.-qg. Fu, K. Xiao and X.-g. Li, 2015. "Corrosion behavior of the Expandable Tubular in
Formation Water." International Journal of Minerals, Metallurgy and Materials 22(2): 149-156.

Genter, A., K. Evans, N. Cuenot, D. Fritsch and B. Sanjuan, 2010. "Contribution of the exploration of deep
crystalline fractured reservoir of Soultz to the knowledge of enhanced geothermal systems (EGS)."
Comptes Rendus Geoscience 342(7-8): 502-516.

Gerber, L. and F. Maréchal, 2012. "Environomic optimal configuration of geothermal energy conversion
systems: Application to the future construction of Enhanced Geothermal Systems in Switzerland."
Energy 45: 908-923.

Grant, M. A, J. Clearwater, J. Quinao, P. F. Bixley and M. Le Brun, 2013. Thermal Stimulation of Geothermal
Wells: A Review of Field Data. Thirty-Eigth Workshop on Geothermal Engineering, Stanford
University, Stanford, CA.

Graves, R. M. and S. Batarseh, 2002. Application of High Power Laser Technology to Laser/Rock
Destruction: Where Have We Been? Where Are We Now? AAPG Southwest Section Meeting.
Ruidoso, NM: 213-224.

Gringarten, A. C., P. A. Witherspoon and Y. Ohnishi, 1975. "Theory of Heat Extraction from Fractured Hot
Dry Rock." Journal of Geophysical Research 80(8): 1120-1124.

Grubelich, M. C., 2015. 2015 Geothermal Technologies Office Peer Review Summary. Energetic Materials
for EGS Well Stimulation - SAND2015-2600R, Sandia National Laboratories (SNL-NM),
Albuquerque, NM (United States)

Sponsoring Organization: USDOE Office of Energy Efficiency and Renewable Energy (EERE), Geothermal
Technologies Program (EE-2C).

Grubelich, M. C. and S. Thoma, 2012. Controlled Prewssurization Using Energetic Materials for EGS Well
Stimulation. 2012 Geothermal Technologies Peer Review. SAND2012-2630C: 4 pp.

Haizlip, J., 2016. Best Practices in Geothermal Operations and Maintenance: Reservoir Monitoring &
Management. GRC Geothermal O&M Short Course.

Hawkins, A. J., D. B. Fox, M. Becker and J. W. Tester, 2016. Meso-Scale Field Testing of Reactive Tracers in
a Model Geothermal Reservoir. 41st Workshop on Geothermal Reservoir Engineering. Stanford,
cA: 16 pp.

Heasler, H. P., C. Jaworowski and D. Foley, 2009. Geothermal Systems and Monitoring Hydrothermal
Features. Geological Monitoring. R. Young and L. Norby. Boulder Colorado, Geological Society of
America: 105-140.

Held, S., A. Genter, T. Kohl, T. Kolbel, J. Sausse and M. Schoenball, 2014. "Economic evaluation of
geothermal reservoir performance through modeling the complexity of the operating EGS in
Soultz-sous-Foréts " Geothermics 51: 270-280.

IFC, 2013, "Success of Geothermal Wells: A Global Study", International Finance Corporation, World Bank
Group, 80, http://www.ifc.org/wps/wcm/connect/7e5eb4804fe24994b118ff23ff966f85/ifc-
drilling-success-report-final.pdfPMOD=AJPERES, accessed July 14, 2016.

Jain, J. R., G. Ricks, B. Baxter, C. Vempati, V. Peters, J. M. Bilen, R. Spencer and H. Stibbe, 2015. "A Step
Change in Drill-Bit Technology With Self-Adjusting Polycrystalline-Diamond-Compact Bits." SPE
Drilling and Completion 31(4): 286-294.

Janecke, F., 2012. Geothermal Projects - A Challenge for Rig Equipment and Performance Drilling. Oil Gas
European Magazine. 38: 16-18.

Jung, R., 2013. EGS - Goodbye or Back to the Future. International Conference for Effective and Sustainable
Hydraulic Fracturing, Brisbane, Australia.

Kalinina, E., T. Hadgu, K. Klise and T. S. Lowry, 2014. Thermal Performance of Directional Wells for EGS
Heat Extraction. Thirty-Ninth Workshop on Geothermal Reservoir Engineering, Stanford, CA.

72


http://www.ifc.org/wps/wcm/connect/7e5eb4804fe24994b118ff23ff966f85/ifc-drilling-success-report-final.pdf?MOD=AJPERES
http://www.ifc.org/wps/wcm/connect/7e5eb4804fe24994b118ff23ff966f85/ifc-drilling-success-report-final.pdf?MOD=AJPERES

Kalinina, E., S. A. McKenna, T. Hadgu and T. S. Lowry, 2012. Analysis of the Effects of Heterogeneity on
Heat Extraction in an EGS Represented with the Continuum Fracture Model. Thirty-Seventh
Workshop on Geothermal Reservoir Engineering. Stanford, CA: 10 pp.

Kelkar, S., G. WoldeGabriel and K. Rehfeldt, 2016. "Lessons Learned from the Pioneering Hot Dry Rock
Project at Fenton Hill, USA." Geothermics 63: 5-14.

Kennedy, B. M., K. Pruess, M. J. Lippmann, E. L. Majer, P. E. Rose, M. Adams, A. Roberston-Tait, N. Moller,
J. Weare, T. Clutter and D. W. Brown, 2010, "A History of Geothermal Energy Research and
Development in the United States. Reservoir Engineering 1976-2006", ; Office of Energy Efficiency
and Renewable Energy (EERE), Washington, DC (United States), None; Other: 4696 United States
10.2172/1218859 Other: 4696 EE-LIBRARY English, Medium: ED; Size: 212 p.,
http://www.osti.gov/scitech/servlets/purl/1218859.

Khan, N., N. Abas and A. Kalair, 2015. "Pulsed and Continuous Wave (CW) Lasers in the Qil, Gas, Coal and
Ignition Industries." Lasers in Engineering 30: 137-157.

Kihn, M. and C. Altmannsberger, 2016. "Assessment of Data Driven and Process Based Water
Management Tools for the Geothermal Reservoir Waiwera (New Zealand)." Energy Procedia 97:
403-410.

Lentsch, D. and A. Schubert, 2013. "Risk Assessment for Geothermal Wells - A Probabilistic Approach to
Time and Cost Estimation." GRC Transactions 37: 971-978.

Li, K., B. Pan and R. Horne, 2015. "Evaluating fractures in rocks from geothermal reservoirs using resistivity
at different frequencies." Energy 93: 1230-1238.

Lowry, T. S., E. Kalinina, T. Hadgu, S. A. McKenna and L. Cutler, 2012. Integrated Risk Assessment for
Geothermal Energy Development and Evaluation. Thirty-Seventh Workshop on Geothermal
Reservoir Engineering, Stanford, CA.

Lowry, T.S. and S.-G. Li, 2005. "A Laplace transform finite analytic method for solving the two-dimensional
time-dependent advection-diffusion equation." Advances in Water Resources 28: 117-133.

Lowry, T. S., V. C. Tidwell, P. H. Kobos and D. A. Blankenship, 2010. "A Multi-Tiered System Dynamics
Approach for Geothermal Systems Analysis and Evaluation." GRC Transactions 34: 85-90.

Lowry, T. S., N. Voisin and M. Wigmosta, 2014. Using Ensemble Forecasts to Minimize Risk and Support
Decision Making Under Uncertainty in Hydroelectric Power Operations. HEPEX Tenth Anniversary
Workshp. College Station, MD.

Lukawski, M. Z., B. J. Anderson, C. Augustine, L. E. Capuano Jr., K. F. Beckers, B. Livesay and J. W. Tester,
2014. "Cost analysis of oil, gas, and geothermal well drilling." Journal of Petroleum Science and
Engineering 118: 1-14.

Lukawski, M. Z., R. L. Silverman and J. W. Tester, 2016. "Uncertainty Analysis of Geothermal Well Drilling
and Completion Costs." Geothermics 64: 382-391.

Mansure, A. J., 2002. Polyurethane Grouting Geothermal Lost Circulation Zones. IADC/SPE Drilling
Conference, Dallas, TX.

Mansure, A. J,, S. J. Bauer, B. J. Livesay and S. Petty, 2006. "Geothermal Well Cost Analyses 2006." GRC
Transactions 30: 271-275.

Mansure, A. J. and D. A. Blankenship, 2013, "Geothermal Well Cost Update 2013", Sandia National
Laboratories, Albuquerque, NM, SAND2013-8927C, 7 pp.

Mattson, E. D., G. Neupane, M. A. Plummer, C. Jones and J. Moore, 2016. Long-Term Sustainability of
Fracture Conductivity in Geothermal Systems Using Proppants. 41st Workshop on Geothermal
Reservoir Engineering. Stanford, CA: 6 pp.

McClure, M. W. and R. N. Horne, 2014. "An investigation of stimulation mechanisms in Enhanced
Geothermal Systems." International Journal of Rock Mechanics & Mining Sciences 72: 242-260.

Mehrabian, A., D. E. Jamison and S. G. Teodorescu, 2015. "Geomechanics of Lost-Circulation Events and
Wellbore-Strengthening Operations." Society of Petroleum Engineers Journal 20(6): 1305-1313.

73


http://www.osti.gov/scitech/servlets/purl/1218859

Melosh, G., 2017. Geothermal Probability of Success and Conceptual Well Design. 42nd Workshop on
Geothermal Reservoir Engineering, Stanford, CA.

Mines, G. L., 2010, "A History of Geothermal Energy Research and Development in the United States.
Energy Conversion 1976-2006", ; Office of Energy Efficiency and Renewable Energy (EERE),
Washington, DC (United States), None; Other: 4697 United States 10.2172/1218860 Other: 4697
EE-LIBRARY English, Medium: ED; Size: 156 p.,
http://www.osti.gov/scitech/servlets/purl/1218860.

Moazzeni, A., M. Nabaei and S. G. Jegarluei, 2012. "Decision Making for Reduction of Nonproductive Time
Through an Integrated Lost Circulation Prediction." Petroleum Science and Technology 30(20):
2097-2121.

MWD, 2017. "Wikipedia - Measurement While Drilling." Retrieved April 11, 2017, from
https://en.wikipedia.org/wiki/Measurement while drilling.

Nishijima, J., C. Umeda, Y. Fujimitsu, J. Takayama, N. Hiraga and S. Higuchi, 2016. Repeat Absolute and
Relative Gravity Measurements for Geothermal Reservoir Monitoring in the Ogiri Geothermal
Field, Southern Kyushu, Japanm. 5th ITB International Geothermal Workshop (lIGW2016). 42: 8
pp.

Noel, G., 2013. "The Development and Applications of Solid Expandable Tubular Technology." The Journal
of Canadian Petroleum Technology 44(12): 4 pp.

Norman, R. A., 2006, "First High-Temperature Electronics Products Survey 2005", Sandia National
Laboratories, Alouquerque, NM, SAND2006-1580, 44 pp.

O'Brien, D. G., R. M. Graves and E. A. O'Brien, 1999. StarWars Laser Technology for Gas Drilling and
Completions in the 21st Century. SPE Annual Technical Conference and Exhibition. Houston, TX:
10.

O'Sullivan, M., A. Yeh and W. Mannington, 2010. "Renewability of Geothermal Resources." Geothermics
39: 314-320.

Panchadhara, R., P. A. Gordon and M. L. Parks, 2017. "Modeling Propellant-Based Stimulation of a
Borehole with Peridynamics." International Journal of Rock Mechanics & Mining Sciences 93: 330-
343,

Pennewitz, E., M. Schilling, T. Kruspe, S. Jung and A. Ruehs, 2012. Active Cooling of Downhole
Instrumentation for Drilling in Deep Geothermal Reservoirs. IEEE International Instrumentation
and Measurement Technology Conference, Graz, Austria.

Petrel, 2017. "Petrel E&P Software Platform." Retrieved June 6, 2017, from
https://www.software.slb.com/products/petrel.

Pixton, D., 2013. Updated Technology to be Launched in Early 2014 as Industry Pushes Automation, Well
Optimization Applications. Drilling Rigs & Automation.

Plum, M. M., J. Negus-de Wys, D. D. Faulder and B. C. Lunis, 1989, "Economic review of the geopressured-
geothermal resource with recommendations”, ; EG and G Idaho, Inc., Idaho Falls, ID (USA), EGG-
2581; Other: ON: DE90004992 United States 10.2172/5231635 Other: ON: DE90004992 NTIS, PC
AO3/MF AO01 - OSTI;, GPO Dep. INEEL English, Medium: P; Size: Pages: (43 p),
http://www.osti.gov/scitech/servlets/purl/5231635.

Plummer, M. A, C. D. Palmer, E. D. Mattson, G. D. Redden and L. C. Hull, 2010, "Advancing Reactive Tracer
Methods for Monitoring Thermal Drawdown in Geothermal Enhanced Geothermal Reservoirs",
Idaho National Laboratory, Idaho Falls, ID, INL/CON-10-18881, 9.

Polsky, Y., L. E. Capuano Jr., J. Finger, M. Huh, S. Knudsen, A. J. C. Mansure, D. Raymond and R. Swanson,
2008, "Enhanced Geothermal Systems (EGS) Well Construction Technology Evaluation Report",
Sandia National Laboratories, SAND2008-7866, 108.

Raymond, D., S. Bjornstad, J. Barbour and A. Schen, 2012. "PDC Bits Outperform Conventional Bit in
Geothermal Drilling Project." GRC Transactions 36: 307-315.

74


http://www.osti.gov/scitech/servlets/purl/1218860
https://en.wikipedia.org/wiki/Measurement_while_drilling
https://www.software.slb.com/products/petrel
http://www.osti.gov/scitech/servlets/purl/5231635

Razavi, O., A. K. Vajargah, E. van Oort and M. Aldin, 2016. "Optimum Particle Size Distribution Design for
Lost Circulation Control and Wellbore Strengthening." Journal of Natural Gas Science and
Engineering 35: 836-850.

Redden, G. D., M. Stone, K. E. Wright, E. D. Mattson, C. D. Palmer, H. Rollins, M. Harrup and L. C. Hull,
2010. Tracers for Characterizing Enhanced Geothermal Systems. Thirty-Fifth Workshop on
Geothermal Reservoir Engineering, Stanford, CA.

Redline, E. M., M. C. Celina, T. Sugama and T. Pyatina, 2015, "Evaluation of High Temperature Elastomers
for Geothermal Wells", Sandia National Laboratories, Abluquerque, NM, SAND2015-9580, 41 pp.

Rose, P., S. Fayer, S. Petty and D. Bour, 2010. The In-Situ Formation of Calcium Carbonate as a Diversion
Agent for Use in Engineered Geothermal Systems. Thirty-Fifth Workshop on Geothermal
Reservoir Engineering.

Rowley, J., S. Saito and R. Long, 2000. Advanced Drilling System for Drilling Geothermal Wells - An Estimate
of Cost Savings. World Geothermal Congress. Kyushu - Tohoku, Japan: 6 pp.

Rybach, L., 2007. Geothermal Sustainability. GHC Bulletin. G. AG. Zurich, CH.

Saito, S. and S. Sakuma, 2000. Economics of Increased Bit Life in Geothermal Wells by Cooling with a Top
Drive System. World Geothermal Congress. Kyushu - Tohoku, Japan: 6 pp.

Sanyal, S. K., 2010. Future of Geothermal Energy. Thirty-Fifth Workshop on Geothermal Reservoir
Engineering. Stanford, CA: 6 pp.

Sanyal, S. K. and S. J. Butler, 2010. Geothermal power capacity from petroleum wells—some case histories
of assessment. Proceedings World Geothermal Congress 2010.

Sanyal, S. K. and J. W. Morrow, 2012. Success and the Learning Curve Effect in Geothermal Well Drilling -
A Worldwide Survey. Thirty-Seventh Workshop on Geothermal Reservoir Engineering, Stanford,
CA.

Sanyal, S. K., J. W. Morrow, S. J. Butler and A. Robertson-Tait, 2007. Cost of Electricity from Enhanced
Geothermal Systems. Thiry-Second Workshop on Geothermal Reservoir Engineering, Stanford,
CA.

Scanlon, B. R., R. C. Reedy and J.-P. Nicot, 2014. "Comparison of Water Use for Hydraulic Fracturing for
Unconventional Oil and Gas Versus Conventional Qil." Environmental Science & Technology 48:
12386-12393.

Schlumberger, 2017. "Quartet-HT High Temperature Downhole Reservoir Testing System." Retrieved
May 24, 2017, from
http://www.slb.com/services/characterization/testing/drillstem/quartet ht downhole reservoi
r_testing system.aspx.

Scholtysik, S., 2015. The Role of Uncertainty for Lumped Parameter Modeling and Optimization of Low
Temperature Geothermal Resources. Masters, Iceland School of Energy.

Sewell, S. M., W. Cumming, C. J. Bardsley, J. Winick, J. Quinao, I. C. Wallis, S. Sherburn, S. Bourguignon and
S. Bannister, 2015. Interpretation of Microseismicity at the Rotokawa Geothermal Field, 2008 to
2012. World Geothermal Congress. Melbourne, Australia: 10 pp.

Shao, J., Z. Yan, S. Han, H. Li, T. Gao, X. Hu and C. Wei, 2017. "Differential Signal Extraction for Continuos
Wave Mud Pulse Telemetry." Journal of Petroleum Science and Engineering 148: 127-130.
Shiozawa, S. and M. McClure, 2014. EGS Designs with Horizontal Wells, Multiple Stages, and Proppant.

Thirty-Ninth Workshop on Geothermal Reservoir Engineering. Stanford, CA: 13 pp.

Shortall, R., B. Davidsdottir and G. Axelsson, 2015. "Geothermal energy for sustainable development: A
review of sustainability impacts and assessment frameworks." Renewable and Sustainable Energy
Reviews 44: 391-406.

Shortall, R., B. Davidsdottir and G. Axelsson, 2015. "A Sustainability Assessment Framework for
Geothermal Energy Projects: Development in Iceland, New Zealand and Kenya." Renewable &
Sustainable Energy Reviews 50: 372-407.

75


http://www.slb.com/services/characterization/testing/drillstem/quartet_ht_downhole_reservoir_testing_system.aspx
http://www.slb.com/services/characterization/testing/drillstem/quartet_ht_downhole_reservoir_testing_system.aspx

Sigurdsson, 0., 2015. Experimenting with Deflagration for Stimulating Geothermal Wells. World
Geothermal Congress. Melbourne, Australia: 11 pp.

Silverman, R. L., M. Z. Lukawski and J. W. Tester, 2014. "Uncertainty Analysis of Geothermal Well Drilling
and Completion Costs." GRC Transactions 38: 419-422.

Sinclair, A. R., 1980. High Temperature Proppants and Fluids for Geothermal Well Stimulation. Geothermal
Reservoir Well Stimulation Symposium, San Francisco, CA.

Siratovich, P. A., M. C. Villeneuve, J. W. Cole, B. M. Kennedy and F. Bégué, 2015. "Saturated heating and
qguenching of three crustal rocks and implications for thermal stimulation of permeability in
geothermal reservoirs." International Journal of Rock Mechanics and Mining Sciences 80: 265-280.

Sisler, J. R., S. J. Zarrouk and R. Adams, 2015. Improving the Performance of Geothermal Pressure,
Temperature, and Spinner (PTS) Tools Used in Down-Hole Measurements. World Geothermal
Congress, Melbourne, Australia.

SNL, 2014. "Tagged Nanoparticles for Fluid Flow Monitoring." Retrieved June 6, 2017, from
http://energy.sandia.gov/sandia-wins-doe-geothermal-technologies-office-funding-award/.

SNL, 2016, "Sandia's Innovation Marketplace Special Issue: Advanced Geothermal Well Construction
Technologies", Sandia National Laboratories, Albuquerque, NM, 16 PP,
http://www.sandia.gov/working with sandia/technology partnerships/ assets/documents/Inn
ovation Marketplace Aug 2016.pdf.

Song, X., Z. Lv, G. Li, X. Hu and Y. Shi, 2017. "Numerical Analysis on the Impact of the Flow Field of
Hydrothermal Jet Drilling for Geothermal Wells in a Confined Cooling Environment." Geothermics
66: 39-49.

Sonnenthal, E. L., J. T. Smith, T. T. Cladouhos, J. Kim and L. Yang, 2015. Thermal-Hydrological-Mechanical-
Chemical Modeling of the 2014 EGS Stimulation Experiment at Newberry Volcano, Oregon.
Stanford Geothermal Workshop, Stanford, CA.

Stefansson, V. and G. Axelsson, 2005. Sustainable Utilization of Geothermal Resources through Stepwise
Development. World Geothermal Congress, Antalya, Turkey.

Steingrimsson, B., G. Axelsson and V. Stefansson, 2006. Reservoir Management and Sustainable Use of
Geothermal Energy. Workshop for Decision Makers on Geothermal Projects in Central America.
San Salvador, El Salvador: 13 pp.

Strongin, 0., 1980, "Identification of geopressured occurrences outside of the Gulf Coast. Final report,
Phase I", ; Science Applications, Inc., McLean, VA (USA), DOE/NV/10133-1 United States NTIS, PC
A07/MF AO1. HEDB English, Medium: ED; Size: Pages: 147,
http://www.osti.gov/scitech/servlets/purl/6817713.

Strongin, 0., 1981, "ldentification of geopressured occurrences outside of the Gulf Coast. Final report,
Phase II", ; Science Applications, Inc., McLean, VA (USA), DOE/NV/10133-2 United States NTIS, PC
AO07/MF AO1. HEDB English, http://www.osti.gov/scitech/servlets/purl/6817713.

Sutter, J., E. Kipyego and D. Mutai, 2012. The Use of Portable Geothermal Wellhead Generators as Small
Power Plants to Accelerate Geothermal Development and Power Generation in Kenya. Thirty-
Seventh Workshop on Geothermal Reservoir Engineering. Stanford, CA: 9 pp.

Sveinbjornsson, B. M. and S. Thorhallsson, 2014. "Drilling Performance, Injectivity and Productivity of
Geothermal Wells." Geothermics 50: 76-84.

Tao, L., 2015. "Solid Expandable Tubular Patching Technique for High-Temperature and High-Pressure
Casing Damaged Wells." Petroleum Exploration and Development 42(3): 408-413.

Teodoriu, C., 2015. "Dynamic Casing Shoe While Drilling: A Smart Drilling Concept for Future Monobore
Technologies." Journal of Natural Gas Science and Engineering 27: 1279-1286.

Tester, J. W., B. J. Anderson, A. S. Batchelor, D. D. Blackwell, R. DiPippo, E. M. Drake, J. Garnish, B. J.
Livesay, M. C. Moore, K. Nichols, S. Petty, M. N. Taksoz and R. W. J. Veatch, 2006, "The Future of

76


http://energy.sandia.gov/sandia-wins-doe-geothermal-technologies-office-funding-award/
http://www.sandia.gov/working_with_sandia/technology_partnerships/_assets/documents/Innovation_Marketplace_Aug_2016.pdf
http://www.sandia.gov/working_with_sandia/technology_partnerships/_assets/documents/Innovation_Marketplace_Aug_2016.pdf
http://www.osti.gov/scitech/servlets/purl/6817713
http://www.osti.gov/scitech/servlets/purl/6817713

Geothermal Energy, Impact of Enhanced Geothermal Systems (EGS) on the United States in the
21st Century", Massachusetts Institute of Technology, Idaho Falls, ID, INL/EXT-06-11746, 372 pp.

Tester, J. W. and H. J. Herzog, 1991. The Economics of Heat Mining: An Analysis of Design Options and
Performance Requirements of Hot Dry Rock (HDR) Geothermal Power Systems. Sixteenth
Workshop on Geothermal Reservoir Engineering. Stanford, CA: 20.

ThermoDrill, 2017. "Fast Track Innovation Drilling System for Deep Geothermal Challenges in Europe."
Retrieved March 14, from http://www.thermodrill-h2020.org/.

Tong, C., 2011, "PSUADE User's Manual (Version 1.2.0)", Lawrence Livermore National Laboratory,
Livermore, CA, LLNL-SM-407882.

Ungemach, P., M. Antics and M. Papachristou, 2005. Sustainable Geothermal Reservoir Management.
World Geothermal Congress, Antalya, Turkey.

USEIA, 2016, "Trends in U.S. Oil and Natural Gas Upstream Costs", U.S. Energy Information Administration,
Washington, DC, 141.

Veeningen, D., M. Fear and S. Willson, 2012. Transformational Recuction in Non-Productive Time Through
Implementation of Broadband Networked Drill-String and Modified Drilling Practices in an
Extended Reach Drilling Campaign. Society of Petroleum Engineers Deepwater Drilling and
Completions Conference. Galveston, TX: 16 pp.

Wall, A. M. and P. F. Dobson, 2016. Refining the Definition of a Geothermal Exploration Success Rate. 41st
Workshop on Geothermal Reservoir Engineering, Stanford, CA.

Wallace, R. H., R. E. Kraemer, R. E. Taylor and J. B. Wesselman, 1979, "Assessment of Geopressured-
Geothermal resources in the Northern Guilf of Mexico Basin", ; Geological Survey, Reston, VA
(USA). Geologic Div., USGS-CIRC-790 United States 10.2172/6870401 NTIS, PC A10/MF AO1. HEDB
English, Pages: 132-155, http://www.osti.gov/scitech/servlets/purl/6870401.

Watson, J. and G. Castro, 2015. "A Review of High-Temperature Electronics Technology and Applications."
Journal of Material Science: Materials in Electronics 26(12): 9226-9235.

White, M. D., P. Fu and M. W. McClure, 2017. Outcomes From a Collaborative Approach to a Code
Comparison Study for Enhanced Geothermal Systems. 42nd Workshop on Geothermal Reservoir
Engineering. Stanford, CA: 12 pp.

WRC, 2016, "The Waikato Regional Policy Statement - Te Tauaki Kaupapahere O Te Rohe O Waikato."
Document # 3647993, 305 pp

Xie, L. and K.-B. Min, 2016. "Initiation and propagation of fracture shearing during hydraulic stimulation
in enhanced geothermal system." Geothermics 59: 107-120.

Xie, L., K.-B. Min and Y. Song, 2015. "Observations of hydraulic stimulations in seven enhanced geothermal
system projects." Renewable Energy 79: 56-65.

Xing, H., Y. Liu, J. Gao and S. Chen, 2015. "Recent development in numerical simulation of enhanced
geothermal reservoirs." Journal of Earth Science 26(1): 28-36.

Xu, C., Y. Kang, F. Chen and Z. You, 2016. "Fracture Plugging Optimization for Drill-In Fluid Loss Control
and Formation Damage Prevention in Fractured Tight Reservoir." Journal of Natural Gas Science
and Engineering 35: 1216-1227.

Yili, K., Y. Haifeng, X. Chengyuan and T. Long, 2015. "An Optimal Design for Millimeter-Wide Fracture
Plugging Zone." Science Direct Natural Gas Industry: 113-119.

Yost, K., A. Valentin and H. H. Einstein, 2015. "Estimating Cost and Time of Wellbore Drilling for Engineered
Geothermal Systems (EGS) - Considering Uncertainties." Geothermics 53: 85-99.

Zhang, H., Z. Guan, Y. Liu, D. Liang and Y. Xu, 2016. "A Novel Tool to Improve the Rate of Penetration by
Transferring Drilling String Vibration Energy to Hydraulic Energy." Journal of Petroleum Science
and Engineering 146: 318-325.

77


http://www.thermodrill-h2020.org/
http://www.osti.gov/scitech/servlets/purl/6870401

DISTRIBUTION

1 MS0899 Technical Library 9536 (electronic copy)

78



PAGE INTENTIONALLY LEFT BLANK

79



@ Sandia National Laboratories



	ACKNOWLEDGMENTS
	TABLE OF CONTENTS
	FIGURES
	TABLES
	NOMENCLATURE
	1. Introduction
	2. Challenges and Risk
	3. Development
	3.1. Drilling
	3.2. Cost Factors
	3.3. Drilling Cost Curves
	3.4. Well Cost Curve Scenarios
	3.5. Drilling Technologies
	3.6. Bit Design
	3.7. High-Temperature Environment
	3.8. Non-Drilling Time
	3.9. Stimulation
	3.10. Stimulation Methods
	3.11. Stimulation Mechanism
	3.12. Hydraulic Performance
	3.13. Stimulation Costs

	4. Maintenance / Management
	4.1. Introduction
	4.2. Characterization
	4.3. Monitoring
	4.4. Modeling

	5. Other Considerations
	5.1. Thermal-Hydrologic-Mechanical and Chemical Processes
	5.1.1. Introduction
	5.1.2. EGS / Hydrothermal Regimes and THMC
	5.1.3. Need for Detailed THMC Simulations Using Observations
	5.1.4. Managing THMC Processes to Optimize EGS Production
	5.1.5. THMC Models for Hydrothermal Systems
	5.1.6. The Future of THMC Analysis

	5.2. Geopressured Resources
	5.2.1. Overview
	5.2.2. Geopressured Resources in the United States
	5.2.3. Resource Estimate
	5.2.4. Economics


	6. Discussion
	7. Take Aways
	8. References

