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Abstract

Geological heterogeneities affect the dynamics of carbon dioxide (CO,) plumes in subsurface
environments in important ways. Previously, we showed how the dynamics of CO, plumes are
influenced by the multiscaled sedimentary architecture in deep brine fluvial-type reservoirs. The
results confirm that representing small-scale features and the corresponding heterogeneity in
saturation functions, along with hysteresis in saturation functions, are all critical to understanding
capillary trapping processes. Here, we show that when heterogeneity and hysteresis are
represented, the two conventional approaches for defining saturation functions, Brooks-Corey
and van Genuchten, represent fundamentally different physical systems. The Brooks-Corey
approach represents heterogeneity in entry pressures, and leads to trapping by capillary pinning.
The van Genuchten approach represents a network of pores transporting the nonwetting fluid,
across rock types, with negligible capillary entry pressure, and leads to significant capillary
retardation. These differences significantly affect the large-scale characteristics of CO, plumes

(i.e., their mass, shape, and position).

Keywords: CO, geosequestration, capillary trapping, Brooks-Corey, van Genuchten,

heterogeneity, sedimentary architecture

1. Introduction

The idea of reducing atmospheric carbon dioxide (CO,) by capturing CO, from emission
streams and injecting and permanently sequestering it the Earth’s crust has been examined for
decades (Gale et al. [14]). Multiple CO, sequestration research and demonstration projects have
been operating worldwide since 1972. The critical question is whether injected CO, can be
permanently stored in deep sedimentary basins without affecting groundwater quality? To
answer this question detailed modeling of the migration and distribution of injected CO, in the
subsurface is required.

Various processes may trap supercritical CO, (CO; hereafter) emplaced in deep brine
reservoirs, including shorter-term physical trapping (0-10 years), intermediate-term dissolution
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in brine (0-1,000 years), and longer-term mineralization (100 years—million years). Here, the
focus is on the processes of physical trapping and dissolution taking place within the reservoir
before a plume reaches caprock, and not on structural trapping by caprock at the top of the
reservoir, or on mineralization.

A large body of experimental, theoretical, and numerical research now shows that capillary
trapping has a primary impact on the distribution of CO, within the permeable sections of the
reservoir, and field observations now confirm the formation and stability of capillary trapped
CO; there, e.g., Krevor et al. [31]. There are two main capillary trapping processes:

(1) Carbon dioxide bubbles are trapped within pore spaces because of “snap-off” (Figure 1a),
a process in which counter-imbibition of brine (the wetting fluid) behind the advancing plume,
preferentially through smaller pores and pore throats, traps CO, bubbles within the intervening
pore bodies (e.g., Hunt et al., [21]; Wildenschild et al., [58]; Iglauer et al., [24]). In conventional
modeling approaches, this process is reflected in hysteresis in the constitutive relationship
between relative permeability and phase saturation (e.g., Juanes et al., [26]; Spiteri et al., [53];
Joekar-Niasar et al., [25]). Snap-off trapping allows CO, to be distributed with a larger surface
area, and thus enhances solution trapping. The process is lessened if the medium is not strongly
water wet; however, in data reviewed by Iglauer et al. [23], most reservoir rocks exhibit water-
wet behaviour, and the water-wet medium assumption is common in studies of capillary
trapping. Altundas et al. [1] showed that hysteresis in the constitutive relationship between
capillary pressure and saturation can also retard or halt the advance of the plume through the
reservoir, because the pressure in the non-wetting phase at the leading edge of the plume must be
sufficiently large for counter-imbibition to occur readily in the tail region. The effect of this
process was shown to be small relative to snap-off trapping under the conditions they explored.

(2) Capillary trapping can be caused by heterogeneity in the capillary entry pressure among
reservoir rock types [5, 10, 15, 16, 51, 60]. In this process (Figure 1b), CO, is pinned below local
contacts between an underlying reservoir rock type with larger pores and an overlying reservoir
rock type with smaller pores and thus larger entry pressure. This pinning can occur even within
the permeable sections of the reservoir where the entry pressure of smaller scale, relatively finer-
grained textural units (e.g. finer-grained sandstone) exceeds the buoyant pressure of the CO; in
the underlying coarser-grained textural units (Figure 1b). During injection, CO, preferentially
enters the higher-permeability, coarser-grained regions. As discussed by Meckel et al. [46], flow
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behaviour at a distance away from the injection well and behaviour everywhere after injection
ends is dominated by buoyant and capillary forces (viscous forces are negligible) and controlled
by their differences across such contacts. As with snap-off trapping, capillary pinning increases
the surface area of the CO, phase and thus enhances solution trapping. Gershenzon et al. [15, 16]
investigated the relative effect of these physical trapping processes in a cross-bedded fluvial
reservoir containing both coarser- and finer-grained cross-beds, as discussed below. As we show
below, the capillary pinning could be permanent (Figure 1b) or transient (Figure 1c).

In the following, we will use three terms to designate capillary trapping: “snap-off”,
“capillary pinning,” and “capillary retardation”. The latter term is for the transient capillary
pinning.

Figure 1.

The conventional approach for modeling of CO, plume dynamics uses functions or tables to
represent the relationships of capillary pressure and relative permeability with saturation. The
shape and particular parameters of these curves, such as irreducible water saturation, S,;,
maximum residual gas saturation (saturation trapped by snap-off), Sy, and the entry pressure, Pe,
play a key role in the trapping processes and define the rate and amount of trapped CO,, as well
as the shape and dynamics of the CO, plume [1, 7, 10, 14, 26, 28, 32, 39, 47, 53]. Two models
commonly used to represent the capillary pressure saturation curves are the Brooks-Corey [4]
and the van Genuchten [56] models. Hereafter, we will use the abbreviations BC and vG to
designate Brooks-Corey and van-Genuchten, respectively.

The main difference between the vG and BC models is that the BC model represents an entry
pressure (capillary pressure is not equal to zero at water saturation equal to zero) and the vG
model does not. The vG model represents the existence of at least one connected pore-pathway
with pores large enough so that the capillary pressure is negligible. Capillary pinning in these

two cases are different. Let us first describe the capillary pinning effect in the BC case. Consider

w

a FG textural unit underlain by a CG unit (Figure 2). If for a given CO, saturation, S, capillary
pressure in the CG unit, P.(Sgs), is less than the entry pressure in overlain FG unit,
P.(Sfs =1) =P, ., minus the buoyant force per unit area, i.e. if P,(Sg5) <P, (5= (0, = Pco2) N

(here g is gravitational acceleration and h is the height of the CO; layer), then CO, from the CG
unit will be unable to penetrate to FG unit (Figure 2a). In this case CO, is trapped in the



103

104

105

106

107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133

underlying CG layer. In vG case (Figure 2b) as long as the brine saturation in the FG unit

exceeds S/, some amount of buoyant CO, (as a non-wetting fluid) may freely penetrate the

overlying rock without any capillary pressure barrier. However, because CO, will not enter the

overlying unit when Pc in the overlying exceeds P.(Sg;), capillary pressure will limit the rate at

which CO, saturation can increase in the overlying unit, and give rise to a process we refer to
below as ‘capillary retardation’. As we show, capillary retardation can cause a significant delay
in the rise of the plume, and promote dissolution trapping. Importantly, we show that the
differences between BC and vG saturation functions, one leading to capillary pinning, the other
to capillary retardation, can considerably change the amount of trapped and dissolved CO, as
well as the dynamics and shape of CO, plumes in heterogeneous reservoirs.

Figure 2

Li et al. [39] investigated the difference between simulations of CO, sequestration in
homogeneous aquifers using these two models. They observed that (1) the vG capillary pressure
model accelerates CO, solubility trapping compared with the BC model; and (2) simulation
results are very sensitive to the slope of the vG curve in the vicinity of maximum brine
saturation.

Geological heterogeneities fundamentally affect the dynamics of a CO, plume in subsurface
environments [2, 5, 12, 18, 20, 22, 29, 40, 47, 49, 51, 54, 60]. Bryant et al. [5] and Ide et al. [22]
showed that a layer of smaller permeability lying above a layer of larger permeability can cause a
pinning effect. Saadatpoor et al. [51] further illustrated this trapping mechanism by assuming a
functional dependence between permeability and capillary pressure, and simulating the dynamics
of the buoyant CO,-brine front in a heterogeneous reservoir. Comparison of this simulation with
an analogous simulation, but with a homogeneous (averaged) capillary pressure curve, revealed a
dramatic difference in results. In the former case, CO; rises through the high-permeability
channels, which are surrounded by the capillary barriers of the low-permeability material. In
some regions capillary barriers prevent upward movement of CO,, allowing only lateral
migration, which effectively traps the CO, plume. The same idea was explored by Zhou et al
[60]. Considering regional-scale flow and transport processes in a layered reservoir, CO,
accumulated between layers with different permeability and capillary-pressure entry points,
causing retardation of upward CO, migration. Krevor et al. [29] and Pini et al. [49] provided

laboratory evidence showing that sub-core scale heterogeneity can control CO, saturation. They
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demonstrated that CO, plumes can be immobilized behind capillary barriers as a continuous
phase [29]. The variability of the capillary pressure-saturation curves measured in the laboratory
is caused by the presence of millimeter-scale heterogeneities in a sample [49]. Li and Benson
[40] further investigated how millimeter-scale heterogeneities affect large-scale CO, migration
by the local capillary barriers. In particular, they showed that these heterogeneities may
significantly reduce (by a factor of two) the CO, frontal speed during buoyancy-driven
migration. Trevisan et al. [54] experimentally studied the influence of larger-size heterogeneity
(centimeter—meter) that contributes to the distribution of a CO, plume in a brine-saturated
reservoir. They found that (1) spatial variability of capillary entry pressure controls plume
dynamics in capillary-dominated flow regimes; and (2) heterogeneity influences plume spreading
mainly during the short-term injection period, while long-term trapping performance of
heterogeneous models can be reproduced by Land’s models fitted to homogeneous models with
analogous mean permeability.

Some potential CO; reservoirs have sedimentary architecture reflecting fluvial deposition
(Figure 3). Gershenzon et al. [15, 16] investigated how such fluvial architecture can affect the
dynamics of a CO, plume during and after injection. They used new three-dimensional
geocellular models representing the field-observed spatial arrangement of coarser-grained (CG)
cross-bed sets (24% volume fraction in their study) juxtaposed with finer-grained (FG) cross-sets
(76%). These models also represent how these cross-sets are organized within a hierarchy of
larger-scale features [42, 43]. Heterogeneity in the constitutive relationship models was
represented by using separate BC models for each cross-set type. Given the contrast in entry
pressures, capillary pinning was pronounced and all CO, was effectively immobilized by the
combination of snap-off trapping, capillary pinning, and dissolution, before reaching the top of
the reservoir.

Here, we expand on the work by Gershenzon et al. [15, 16] and Li et al. [39] by including vG
models as well as BC models to represent the capillary pressure saturation function, as it varies
with rock type in a reservoir with fluvial architecture. We show that capillary and dissolution
trapping are very different for the BC and vG approaches under the type of reservoir

heterogeneity represented here.

Figure 3.
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2. Methodology

Many existing and potential CO, reservoirs have fluvial sedimentary architecture, e.g., Mt.
Simon Sandstone [13], the lower Parratte Formation [6, 30], the Victor interval of the Ivishak
Formation [55], and the lower Tuscaloosa Formation [30, 41]. The heterogeneity in permeability
of these reservoirs is defined by their fluvial architecture ranging from the centimeter to the
reservoir scale. The sedimentary architecture of some of these reservoirs has been quantified in
three-dimensional models [3, 17, 42, 44, 50]. To create a geocellular model of fluvial reservoir
architecture, we use the methodology described in Ramanathan et al. [50]. We generated a
realization of the channel-belt architecture, including two textural facies: FG rocks (76%) and
CG rocks (24%). The proportion of CG rocks affects the proportion of high-permeability cells
that are connected to create preferential flow pathways. In the realization we created, 71% of CG
cells are connected in one spanning cluster. This model has been used to create a map of intrinsic
permeability suitable for simulation of CO, distribution in fluvial reservoirs (Figure 4). The
geometric mean of permeabilities is as follows: 58 mD among FG cells, 3823 mD among CG

cells, and 193 mD among all cells.

Figure 4.

The reservoir size is 100 m x 100 m x 5 m (250 thousand cells of size 2 m x 2 m x 0.05 m).
The CO; was injected at a rate of 0.03025 kg/s for 10 days into the bottom of a vertical well at a
depth of 2360 m. Our simulations covered a total of 1,010 days or 1,000 days post-injection. The
pressure and temperature at the top of the reservoir are 230.8 bar and 53°C, respectively, such
that the injected CO, was supercritical. The well was placed at x =23 m and y = 1 m. No-flow
boundaries were imposed on all boundaries of the CO; reservoir. The total amount of injected
CO- is 26136 kg. For the simulations, both the heterogeneous reservoir described above (Figure
4) and a homogeneous reservoir with intrinsic isotropic permeability of 193 mD (equal to the
geometric mean of the permeability of the heterogeneous reservoir) were used.

Two different sets of characteristic curves were utilized for the FG and the CG rock types.
Thus, the total number of characteristic curves was 12 (Figure 5), including six for drainage and
six for imbibition. To generate the curves, we used the following methodology that adapted the
approach of Holtz [19]. First, using an empirical relation between permeability (k) and porosity

(©), we obtained porosity for FG and CG rocks (Table 1, column 2):
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k=7-10"¢%¢" in mD. (1)
Then, we found the averaged irreducible water saturation (S,,;) and residual CO, saturation

(S4r) for both facies types by formulae (Table 1, columns 4 and 5):

Syi = 5.159(log(k)/®)~1%; (2)
Syr = —0.9690 + 0.5473 . (3)

The next step was to calculate capillary pressure for drainage (P.4) using the Brooks-Corey
relation [4]:

S=Swiy —
Fo=FR(=) v, (4)

where S is water saturation, P, is the minimum pressure required for the entry of CO; into the
pore of the rock, and A is a fitting parameter known as pore-size distribution index. For rocks
from the Mt. Simon Sandstone, P, = 0.046 bar and A = 0.55 [30]. We used this value for the FG
rocks. To find the entry pressure point for the CG rocks, we scaled the FG rocks value based on
the Leverett J-function as proposed by Saadatpoor et al [51]:

pee = e ((eetteyss, ©

kCG¢FG

For imbibition, we used a curve analogous to (4) but, in contrast to drainage, the imbibition
curve crosses the saturation axis at a value of § = 1 — S,..

For the relative permeability curves, the Brooks-Corey relations in the form proposed by

Dullien [8] were used:

kyw = (S;V)NW ; (6)
Ke coz = Kr coa (Sui) =Sy ) [L—(S,) ™1, (7)
« S=S, o= S-S, . "
where S, = 1 SWI . Sy, :ﬁ. The variables Ny, and Nco are fitting parameters known
T Pwi TV T Pwi

as the Corey exponents for water and CO,, respectively. The following values were used:
Nco, = 4 [30] and Ny, =5 and N,, = 3 for drainage and imbibition, respectively.

The values of other parameters are in Table 1. The results are summarized in Figure 5.

Table 1. Data for relative permeability and capillary pressure curves for the BC case. The values

of Syi, S

g Ke coo(Sw) » and POFC are calculated by formulae (1-7). The values of S and @ are

from [30].
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o A Swi | Sgr | Krco2(Swi) | Pe (bar)

FG rocks | 0.23 | 0.55 | 0.22 | 0.32 | 0.65 4.6:107

CGrocks | 0.36 | 0.55 | 0.14 | 0.20 | 0.95 0.72:10°

To generate a vG-type capillary pressure curve we followed Li et al. [39] and used the same
relation (4) inthe range S,, <S <(1-S,,) and the relation (8) if 1-S, <S <1(Figure 6):

P, S—S,—S.
P =(1-S)_& (-t —w)y*", 8
e =(1=S) = Ty ) (8)

nt
There is no difference between the BC and vG types for imbibition curves.
Figure 5.
Figure 6.

We also created a “true” vG curve using the conventional formula:
* y—1/m 1/n
R=RIS,) -1, m=1-1/n,, 9)
where P, is a pressure scaling parameter related to the average size of the pores. The exponents
m,and n,are related to the pore-size distribution. The values of these parameters were chosen

based on the BC parameters in the formulas proposed by Lenhard et al. [34]. Thus, we used the
following values: P,(CG)=1.13-10" bar, P,(FG)=7.24-10"bar, and n  =1.668.

ECLIPSE-300 (compositional model with the CO2STORE option) has been used for
simulations. Four components were included in simulations: H,O, CO,, NaCl, and CaCl, with
initial total phase mole fractions of 0.9109, 0, 0.0741, and 0.015, respectively. The water
compressibility and viscosity are 4.35-10™ 1/bar and 0.813 cP, respectively. Killough’s hysteresis
model for history-dependent capillary pressure and relative permeability functions [27] has been
used, i.e., snap-off saturation of CO,, relative permeability, and capillary pressure were
calculated based on the formulae (34.1-4) and (34.20-21) described in the ECLIPSE manual
[45]. The mutual solubilities of CO, and H,O were calculated following the procedure given by
Spycher and Pruess [52]. The gas density was obtained by a tuned cubic equation-of-state. The
CO,, viscosity was calculated based on the procedure described by Fenghour et al. [11] and
Vesovic et al. [58].
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3. Results

The results for the homogeneous simulations are discussed first. In both (with BC and vG
curves) homogeneous simulations, the plumes reached the top of the reservoir and spread under
the impermeable boundary. Figure 7 shows the plume shape after 1,010 days. The dynamics of
CO;, trapping by snap-off through the simulation are shown in Figure 8. The trapping by snap-off
is the same in both homogeneous simulations because the same relative permeability saturation
functions were used. The majority of the CO, (75.7%) is trapped by snap-off at the end of the
simulation. The dynamics of trapping by dissolution are shown in Figure 9, and the dynamics of
CO,, eventually trapped by the impermeable top, are shown in Figure 10. Table 2 summarizes
the distribution of CO, at the end of the simulation. The difference between the homogeneous
simulations is that the simulation using the vG model has more trapping by dissolution compared
to the simulation using the BC model, as seen clearly in Table 2, and thus less CO; reaches the
top. This is the main reason why the plume in the BC case is wider (Figure 7). These results are
consistent with Li et al. [39].

Figure 7.
Figure 8.
Figure 9.
Figure 10.

Table 2. Mass distribution of CO; (fraction from the total amount of injected CO,) at the end of

the simulation.

Trapped by snap-off | Trapped by | Trapped by dissolution | Mobile
pinning
Homogeneous 0.088
0.754 0 0.158
BC (trapped by seal)
Homogeneous 0.050
0.757 0 0.193
vG (trapped by seal)
CG FG Total CG FG Total
Heterogeneous
BC 0.362 | 0.215 | 0.577 0.159 0.067 | 0.197 | 0.265 0
Heterogeneous | 0.290 | 0.352 | 0.642 0.003 0.076 | 0.303 | 0.355 0
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vGl

Heterogeneous
vG2

0.303 | 0.303 | 0.606 0.005 0.083 | 0.306 | 0.389 0

In the heterogeneous simulations, the plumes do not reach the top of the reservoir at the end
of the simulations (Figure 11). Importantly, the reason the plumes do not reach the top is very
different between simulations using the BC and vG models. With the BC model, the CO, that is
not trapped by snap-off or dissolution is immobilized by capillary pinning. With the vG model,
all the CO, is trapped by snap-off and dissolution and there is essentially no mobile CO,. A study
of Figures 8-12 and Table 2 brings out these and other subtle differences.

Figure 11.

Figure 12.

With either model, CO, preferentially enters the more permeable CG cells during injection.
With the vG model, the CO, more readily crosses into FG cells; the plume spreads into more of
the reservoir, and thus more (by 12%) snap-off trapping occurs (Figure 8). Indeed, Figure 12 and
Table 2 show that more snap-off trapping occurs in FG rocks with the vG model than in CG
rocks, because the plume occupies more pores space in FG rocks. The opposite is true with the
BC model. Note that ECLIPSE has the ability to calculate snap-off trapping and the amount of
mobile CO,, which includes capillary-pinned CO,. In cases where CO, did not reach the top of
the reservoir, the total amount of so-called mobile CO; is capillary pinned.

With the BC approach, CO is trapped within connected clusters of CG cells that do not span
the domain, and the CO, remains immobile unless the buoyancy force is sufficient to overcome
the capillary entry pressure of FG rocks, as discussed in Gershenzon et al. [15]. In spanning
clusters, CO, propagates mainly in the horizontal direction because the lengths of lateral
branches of spanning CG clusters are greater than their local thickness. This happens initially
during injection when viscous forces exceed buoyancy forces, and at all times when buoyancy
forces are smaller than capillary forces. In the latter case, a lateral pressure gradient forces CO,
to move along a boundary between CG rocks (lower capillary entry pressure) and the overlying
FG rocks (higher capillary entry pressure). Also, the downward dip of CG cross-sets has a
significant influence, creating a local downward component to velocity vectors inside a CG
cross-set, and giving rise to local trapping within them during the post-injection phase. The CO,

can exit from a spanning and downward dipping CG cluster across its upper boundary if the
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buoyancy force is large enough. It will propagate upward into and through an overlying FG
cross-set and into the next CG cross-set above, responding to both buoyancy and capillary forces.
This process continues until the buoyancy force becomes comparable to the capillary force, and
then the plume becomes immobile or trapped without reaching the top of the reservoir.

The amount of dissolution trapping between heterogeneous simulations using the vG and BC
models is seen in Figure 9 and Table 2. As with the homogenous simulations, there is more
dissolution trapping when the vG model is used because, without capillary pinning, the CO,
more readily crosses into FG cells and is distributed with a larger surface area, promoting
dissolution. By the end of the simulation, 35.5% of the CO, (Table 2) is trapped in the vG
simulation and only 26.5% in the BC simulation.

The most significant result is that at the end of the simulation time, the simulation with the
BC model still has a significant amount of CO, essentially immobilized by entry-pressure
pinning within CG cross-sets (15.9% of the source), whereas almost all of the CO, was trapped
by snap-off or dissolution in the simulation with the vG model. All CO; is trapped in either case,
yet the distribution of CO, is quite different (Figure 11).

To study the influence of the size of Sy (the “tail” within the vG capillary curves), another
heterogeneous simulation was run with Sy = 0.04, i.e., 2.5 times smaller than in the previous
simulation. Results were then compared for the BC, vG1 (Sy; = 0.1), and vG2 (S = 0.04)
approaches. Table 2 shows that (1) the amount of mobile CO; in the gas phase for vG2 is a little
bit larger than for vG1 but still much smaller than for BC; (2) the amount of trapped CO; in the
gas phase for vG2 is smaller than for vG1 but still larger than for BC; and (3) the amount of
dissolved CO, for vG2 is a little bit larger than for vG1 and much larger than for BC. Thus, in
the range considered, the value of S,; does not significantly affect the results.

We also created a simulation with the vG model calculated by equation (9). Comparison with
results using the vG model from Figure 6 (calculated by equations (4) and (8)) shows negligible
differences in the amount of trapped and solute CO, between these two cases. This indicates that,
as we expected, the main difference in results by using BC vs. vG capillary pressure curves is
due to the lack of an entry pressure in the vG case, and that the size of the vG tail or particular
equation used for the vG model are less important.

Regardless of the shape of the capillary pressure curves, the lack of entry pressure in the vG
model suggests that all mobile CO, (not trapped by snap-off and not dissolved) will eventually
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migrate to the caprock. This is not the case in the BC approach; mobile CO, trapped by the
capillary pinning will never reach the caprock. To illustrate this fundamental difference, we ran
heterogeneous simulations with the same conditions as above but with no snap-off trapping (that
is, with the value of maximum residual gas saturation equal to zero and hysteresis turned off) and
for a longer period of time (10,000 days). The results are shown in Figure 13. With the vG
model, almost all mobile CO, accumulates at the top of reservoir, but, with the BC model, CO; is
trapped by capillary pinning.

Figure 13.

The simulations with heterogeneity better reflect geologic reality for fluvial sandstones. Note
that fluvial architecture causes CO, to propagate predominantly in the lateral direction, creating
strong effective permeability anisotropy. A comparison of the homogeneous simulations to the
more realistic heterogeneous simulations shows the importance of representing heterogeneity in
the constitutive relationships, regardless of whether or not an entry pressure exists. The
homogeneous simulations overestimate the amount of snap-off trapping, underestimate the
amount of solution trapping, and underestimate the total amount of trapping within the reservoir
regardless of the approach for specifying capillary pressure curves.

To examine the sensitivity of the simulations to grid spacing, we compare the results of
calculations with “normal” grid size, 2 x 2 x 0.05 m, and with a grid size 8 times smaller, 1 x 1 x
0.025 m. To make the computation feasible with a finer grid (number of cells is 160K), we use a
small part of the original heterogeneous reservoir for simulation (number of cells 20 x 20 x 50 =
20K). We found that (1) positions and shapes of the plumes are virtually the same; (2) the
difference in reservoir pressure is negligible; (3) the difference in amount of snap-off trapping is
about 2% for both BC and vG cases; (4) the difference in amount of dissolution is up to 10% ,
(about 3% from the total CO2 amount). This allows us to conclude that the results were not

sensitive to the grid resolution used.
4. Discussion and Conclusions

Simulation of CO; sequestration requires knowledge of capillary pressure—CO, saturation
relations. These functional dependences are difficult to derive experimentally and are quite
uncertain for most potential reservoirs. Conventionally, these curves are derived from

experiments on a few samples and modeled using the Brooks and Corey [4] or van Genuchten
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[56] approaches. The main difference between these two approaches is in the form of the
capillary pressure curve where CO, saturation is small. Our results show that the presence or
absence of an entry pressure in the capillary pressure curve at low CO, saturation significantly
affects the rate and amount of CO; trapping. Therefore, distinguishing the true capillary pressure
at small CO, saturation may be important.

Li et al. [39] found that CO, dissolution was affected by the shape of the capillary pressure
tail in homogeneous reservoirs, but capillary trapping (snap-off) was insensitive to this shape.
Here, we investigated the difference in CO, trapping (both dissolution and capillary trapping)
between the BC and vG approaches to define capillary pressure curves for a heterogeneous
reservoir, including two types of cross-strata (FG and CG). We found:

1. Carbon dioxide capillary trapping is significantly impacted by the type of capillary
pressure curve used. Snap-off trapping averaged over the whole reservoir is somewhat larger for
the vG approach. However, the larger difference is the amount of CO, trapped by capillary
pinning, in the BC approach vs. the capillary retardation in the vG approach. As a result, mobile
CO, eventually reaches the caprock in the vG approach, but never reaches the caprock with the
BC approach. Also, note that a larger amount of CO is trapped in CG rocks relative to FG rocks
with the BC approach, whereas the opposite is true with vG approach. Thus, the distribution of
CO, is quite different between the two approaches.

2. Heterogeneity increases the surface area of the plume and therefore dissolution trapping
is enhanced. This is a logical extension of the results by Li et al. [39], who showed that changes
to the slope region of the tail of a vG model increased the surface area and thus dissolution
trapping in homogeneous reservoirs. The type of heterogeneity investigated here increased
dissolution trapping to a much greater extent than did changes to the slope region of the vG tail.

The explanation of these differences between the BC and vG approaches is as follows. The
rate of dissolution in a homogeneous reservoir is proportional to the CO,-brine contact area. In
the vG case, the contact area is diffuse and CO,-brine boundary is wider than in the BC case.
This is because there is a pore network with negligible capillary entry pressure in the vG case,
which allows CO, to penetrate higher into the brine-saturated rock through this network. The
same explanation is applicable for the heterogeneous reservoirs. However, the boundaries
between different materials (CG and FG rocks in our case) should be also considered. In
heterogeneous media, CO, propagates along highly permeable clusters in addition to moving up
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by buoyancy force. As a result, a part of the CO, (in our example all CO, in the gas phase) is
trapped at the CG-FG boundaries (the capillary pinning effect in BC case and capillary
retardation effect in vG case; Figure 11), because the buoyancy force is smaller than the capillary
pressure force. The latter force prevents CO, from moving upward. The penetration width of
CO; at the CG-FG boundary depends on the pore-size distribution in FG rocks. The wider the
distribution is the larger the effective CO,-brine surface, and the larger the dissolution rate,
which explains the results depicted in Figure 9. This effect on the dissolution rate is much larger
in heterogeneous reservoirs than in homogeneous reservoirs because the total effective contact
area is much larger in the latter case.

Capillary trapping (snap-off) in the homogeneous simulations was not sensitive to the type of
capillary pressure curve; the capillary trapping rate and the amount are the same for BC and vG
curves (Figure 8). In heterogeneous reservoirs, the CO,-brine interface zone partially coincides
with CG-FG boundaries (Figure 12). In this case, the width of the CO,-brine interface zone
affects the distribution of CO, between CG and FG rocks. In the BC approach, the width of the
interface zone is smaller and CO, does not penetrate up into FG rocks. In contrast, in the vG
approach, a part of the CO, penetrates into FG rocks. As a result, the ratio between amounts of
CO; in FG rocks to amounts of CO, in CG rocks is larger in the vG approach. This explains why
the amount of snap-off CO is larger in FG rocks (and is smaller in CG rocks, respectively) in the
vG approach than in the BC approach (Figure 12). Because the snap-off is larger in FG rocks
than in CG rocks (per unit volume of material), the total amount of snap-off CO, in the entire
(heterogeneous) reservoir is larger in the vG approach (Figure 8).

The effect described above, i.e., strong dependency of CO, trapping on the type of capillary
pressure curve used for simulation, depends on CO, relative permeability curves as well.
Difference between the amounts of snap-off in the vG and BC cases depends on the residual CO,
saturation parameter. In cases where only a drainage curve is used for simulation and residual
CO, saturation equals zero, snap-off trapping is absent. Calculated snap-off amount depends on
the type of hysteresis model for history-dependent relative permeability functions used for
simulation. The comparison between three models, i.e., Killough’s [27], Carlson’s [9] and
Jargon’s [45] models, showed that, for the conditions considered here, the difference may reach
20% between Killough’s and Carlson’s models and 50% between Killough’s and Jargon’s

models.
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The amount of CO, trapped by snap-off in the vG case depends on the tail shape, i.e.,S,,

value; the larger is S_, the larger is the snap-off. This is because the larger tail allows more CO,

ot
to penetrate the FG rocks and thus more total (in both FG rocks and CG rocks rocks) CO; is
trapped. However, the change in the trapping amount due to “tail size” is small compared to the
change in the trapping due to switching from the vG to BC case.

Note that the grid-cell size used for simulation (2 x 2 x 0.05 m) was dictated by the typical
size of the first (smallest) level of heterogeneity in geocellular model architecture [17, 50]. This
size was established based on field measurements of fluvial depositions [3, 42-44]. An increase
in grid-cell size will cause the loss or corruption of this level of heterogeneities. This will lead to
erroneous results because most of the effects described here occur because of the presence of
small-scale heterogeneity. In particular, the connectivity of highly permeable rocks will be
altered. However, small grid size does not allow simulation of CO; injection in realistically sized
reservoirs with volumes a few orders of magnitude larger than the reservoir volume considered
here. Upscaling requires averaging effects of small-scale heterogeneity, which is a subject of our
further research.

The same general findings would be expected in other types of sedimentary architecture
where coarser-grained rock types with lower entry pressures are juxtaposed within finer-grained
rock types with higher entry pressures (e.g., eolian deposits with coarser- and finer-grained
cross-sets or alluvial deposits with incised coarser-grained channel lags).

What capillary pressure curve best describes the behaviour of CO; in brine-filled, fluvial
reservoirs? Li [36] noted that the BC approach has been used frequently for lithified porous
media (rock) and the vG approach for unlithified porous media (soils). Indeed, the published data
for reservoir rocks often indicate that the BC approach is appropriate, e.g., Krevor et al. [30].
There are reported attempts to combine the BC and vG approaches to one closed-form model
based on the experimental data with a variety of rocks, e.g., [33, 36, 57]. Results of these studies
indicate that, in some cases, both curve types fit experimental data equally well; in other cases,
one of the types is more preferable than the other. The detailed comparison of six relative
permeability—saturation—capillary-pressure models (two BC and four vG types) based on
experimental data with sandstones from four different formations was recently implemented by
Oostrom et al. [48]. Only processes during injection were analyzed in one-dimensional and two-

dimensional homogeneous reservoirs in that study. Even with these limitations, the results show
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large variations in plume shape and CO, saturation distribution depending on the model used.
Those results and the results of our study suggest that a high priority should be given to
quantifying the existence or absence of entry pressures, and, if present, their heterogeneity as a
part of characterizing candidate fluvial reservoirs for CO, sequestration.

But this is one part of the problem. The second part is the implementation of the BC
approach in simulation software. Widely used simulation packages, such as TOUGH2, do not
implement the BC approach for capillary pressure. Though ECLIPSE does implement this
approach, there are essential differences between the BC and vG cases: (1) calculation time is
one to two orders of magnitude larger in the former case; and (2) there are more convergence
problems in the BC case. The future versions of these and other software should include
algorithms with a sufficiently implemented BC option for capillary pressure curves, e.g., [35, 37,
38].
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Figures legends

Figure 1. (a) Snap-off trapping: Counter-imbibition of brine (the wetting fluid) behind the
advancing plume occurs preferentially through smaller pores and pore throats, trapping CO,
bubbles within the intervening pore bodies (e.g., [22, 25, 62]). (b) Capillary pinning: CO, is
pinned below local contacts between an underlying rock type with larger pores and an overlying
rock type with smaller pores and thus larger entry pressure. This occurs where the entry pressure
(Pe) of the FG rock exceeds the buoyant pressure (Py) of CO, in the CG rock (e.g., [5, 16, 17, 23,
53, 63]); this effect is quasi-permanent. (c) Capillary retardation: a transient pinning effect in
which CO, preferentially enters regions with larger pores during injection, and leaks through
network of pores with negligibly small capillary pressure in the overlying, finer-grained rock.
Increase in CO, saturation in the finer grained rock is rate-limited because of the difference in
saturation relationships between rock types, retarding plume movement, as explained in Figure 2.

Figure 2. (a) Schematic illustration of “capillary pinning’ effect in BC case. If for a given CO,
saturation, S;, capillary pressure in CG unit, P.(Sg;), is less than the entry pressure in
overlying Perc FG unit, P,(Sf; =1) =P, .5, minus the buoyant force per unit area, then CO;

from CG unit is unable to penetrate to FG unit. (b) Schematic illustration of ‘capillary

w

retardation’ effect in the vG case. As long as brine saturation in the FG unit exceeds S;;, some
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amount of buoyant CO, may freely penetrate the overlying rock without any capillary pressure
barrier. However, because CO, will not enter the overlying unit when P in the overlying rock

exceeds P.(Scg) . capillary pressure will limit the rate at which CO; saturation can increase in the
overlying unit.

Figure 3. Fluvial forms and internal architecture, from Ritzi et al. [51]. () A modern fluvial
channel-belt system comprising active channels and compound bars. The compound bars, in
turn, comprise unit bars. (b) Conceptual diagram of a compound bar with unit bars outlined in
green. (c) Cross section through (b) showing that unit bar deposits comprise sets of cross strata
with different textures. .

Figure 4. Rendering of the geocellular model populated with intrinsic permeability. The CG
cross-sets (24% by volume) are apparent as higher-permeability regions. Paleoflow was right to
left, and thus the CG cross-sets dip to the left. Though boundaries of unit bar deposits cannot be
easily distinguished in this rendering, the cross-sets dip more steeply at the front of unit bar
deposits and these differences in dip are apparent. Vertical exaggeration is 10x.

Figure 5. Capillary pressure (a), relative permeability of CO; (b) and relative permeability of
water (¢) in FG and CG rocks for drainage and imbibition.

Figure 6. Brooks-Corey (equation (8)) and van Genuchten-type (equation (9)) capillary pressure
curves for CG and FG rocks for drainage.

Figure 7. Vertical cross section of a homogeneous reservoir showing CO, saturation after 1,010
days (1,000 days after the end of injection) in simulations using the vG (top panel) and BC
(bottom panel) approaches for capillary pressure curves. Vertical exaggeration is 10x.

Figure 8. The dynamics of CO, trapping (fraction from the total amount of injected CO,) in
homogeneous and heterogeneous reservoirs in simulations using the BC and vG approaches for
capillary pressure curves.

Figure 9. The dynamics of CO, (fraction from the total amount of injected CO,) dissolved in
homogeneous and heterogeneous reservoirs in simulations using the BC and vG approaches for
capillary pressure curves.

Figure 10. The dynamics of supercritical CO, (fraction from the total amount of injected CO5) in
homogeneous and heterogeneous reservoirs in simulations using BC and vG approaches for
capillary pressure curves. At large time this “mobile” CO, is actually trapped by entry-pressure
pinning in the heterogeneous BC case, and by reaching the top of the domain in both
homogeneous cases.
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Figure 11. Vertical cross section of a heterogeneous reservoir showing CO, saturation after
1,010 days (1,000 days after the end of injection) in simulations using the vG approach (top
panel) and BC approach (bottom panel) for capillary pressure curves. Vertical exaggeration is
10x.

Figure 12. The dynamics of CO; trapping by snap-off (fraction from the total amount of injected
COy) in heterogeneous reservoirs using the BC and vG approaches for capillary pressure curves.

Figure 13. Three-dimensional images of a heterogeneous reservoir showing CO, saturation after
7.5, 110, and 10,000 days with snap-off trapping suppressed, using the BC (left) and vG (right)
approaches for capillary pressure curves. Vertical exaggeration is 8x.
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Figure 7
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—FG (BC)
— CG (BC)
1 I 1 L L I L
800

Time (days)


http://ees.elsevier.com/adwr/download.aspx?id=195717&guid=cb4d51de-d2cf-48cd-8117-3c7022ab50a9&scheme=1

Figure 13

BC 110 days vG
5m

Z

1%0m 100m

BC 10,000 days vG

CO» saturation
B — ]

0 0.71


http://ees.elsevier.com/adwr/download.aspx?id=195718&guid=cbf4cb5e-501f-4f5f-9866-27f36a973519&scheme=1

