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1 Introduction

OpenSHMEM is a popular one-sided communication library for high-performance
computing systems developed around 2010 at the University of Houston [2]. It is
becoming an increasingly popular programming model for next-generation HPC
applications and systems because of its simple, intuitive interface and the pro-
liferation of one-sided communication devices such as Infiniband [1]. Despite its
increasing popularity, there are few benchmarks or mini-applications for evalu-
ating and optimizing OpenSHMEM system software and hardware performance.
This is particularly true for emerging multi-core and many-core systems on which
OpenSHMEM is particularly important.

In this paper, we present the first set of OpenSHMEM benchmarks of which
we are aware for systematically evaluating OpenSHMEM communication perfor-
mance. A key element of these benchmarks is their support for multi-threading,
based on the OpenSHMEM thread API proposed by Cray [9]. These benchmarks
are based on one-sided benchmarks and mini-applications previously developed
for MPI [4]. The initial version described in this paper focuses on simple messag-
ing micro-benchmarks and HPC mini-applications, in both cases with simple syn-
chronization strategies; support for additional benchmarks, mini-applications,
and synchronization methods is planned.

2 SHMEM-MT Benchmarking Approach

To develop a set of OpenSHMEM benchmarks for driving communication system
design and optimization, we have thus far focused on porting the MPI RMA-
MT benchmarks [4]. This work primarily focused on identifying the proper way
to port MPI RMA one-sided calls to OpenSHMEM, how the benchmarks were
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converted from MPI RMA to OpenSHMEM, and how threading was supported
when appropriate in the current version of these benchmarks.

The RMA-MT benchmark suite [4] was designed to provide a robust set of
tests to verify the functionality and measure the performance of MPI’s one-
sided communication implementation in a multi-threaded environment. These
benchmarks are based on previous benchmarks, including Thakur and Gropp’s
multi-threaded latency and bandwidth tests [10], the Sandia Microbenchmarks
(SMBs) [3], and a subset of the Mantevo Mini-Applications [5]. RMA-MT gener-
ally focuses on the most commonly-used subset of MPI one-sided calls. We used
the RMA-MT benchmark suite as the basis for the OpenSHMEM benchmarks
we present here.

Benchmark Conversion When replacing synchronization methods in our
benchmarks, we used the synchronization methods that best matched the com-
munication pattern used by the benchmark. In latency and bandwidth bench-
marks, we used shmem quiet because only one processing element need be in-
volved in the communication (passive target). For message-rate and mini-app
benchmarks, we used barrier all because the underlying applications already
relied on barriers to synchronize the activities of multiple processes. Importantly,
we have not yet attempted to port the lock-based versions of the RMA-MT
benchmarks for SHMEM-MT because of the significant semantic differences be-
tween these communications (active target).

In contrast to the synchronization calls, converting the MPI window man-
agement and RMA calls was straightforward. In particular, we replaced the calls
to malloc and MPI_win_create with appropriate shmem malloc calls and re-
placed MPI get/put with shmem get/put. In addition, because command line
arguments given to the benchmarks are global variables that are stored in sym-
metric memory, we were able to remove calls to broadcast these parameters that
were present in the original RMA-MT benchmarks.

It is important to note that the mini-applications still use a hybrid MPI/-
OpenSHMEM approach in some cases. As with the RMA-MT benchmarks, we
focused on converting the main halo exchange of each application to OpenSH-
MEM to test the performance-critical communications at scale in an application
setting. Other communications such as set-up and tear-down, as well as a hand-
ful (one or two) MPI_Allreduce calls per iteration in each mini-application,
are still performed using MPI. This approach is similar to that taken by other
researchers [6, 7]. We hope to convert the remaining MPI communication oper-
ations in these mini-applications to OpenSHMEM in the near future, but have
not prioritized this effort as these calls are not generally performance critical at
the scale at which we currently execute.

Threading Support Because MPI works on a per-process basis, the RMA-
MT messaging benchmarks rely on per-process synchronization and use threads
only for RMA data movement operations. In particular, these benchmarks multi-
thread operations between synchronization calls using using a fork-join threading



model. The benchmarks use this structure primarily because of the lack of fine-
grained thread-level synchronization operations in current versions of MPI, as
threads are not separate entities recognized by MPI, unlike in the OpenSHMEM
thread extensions provided by Cray.

Our initial port of the RMA-MT benchmarks to OpenSHMEM preserves
the basic fork-join threading structure of these benchmarks that results from
the lack of thread-level synchronization primitives in MPI RMA calls. In par-
ticular, we preserved synchronization methods at the processing element gran-
ularity by calling shmem_quiet or shmem_barrier_all after pthread_join at
the end of each test iteration, rather than relying on thread-level synchroniza-
tion. Converting these benchmarks to use the thread-level synchronization prim-
itives proposed for use in OpenSHMEM, for example shmem thread quiet and
shmem thread fence is an important direction for future work.

3 Initial Results

In this section we present initial results using this benchmark suite on a Cray
XC30 cluster. Each node has two Xeon Ivy Bridge 2.4 GHz 12-core processor
with hyper-threading enabled, 32 GB of memory per node, and a Cray Aries net-
work interface. SHMEM-MT benchmarks were compiled using the Cray compiler
suite and Cray shmem version 7.3.2. Each data point in this section is an average
of 10 runs with each run performing 10,000 iterations, in the case of the mes-
saging benchmarks. Each point is plotted with error bars showing the standard
deviation of the 10 runs; in a large number of cases, the standard deviation of
the ten runs was small enough not to show up on the plots.
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Fig. 1. SHMEM-MT Latency and Bandwidth Performance

Figure 1 shows the latency and bandwidth tests respectively. Both tests are
setup similarly; as the number of threads increase each message is split into
smaller equal pieces for each thread. We can see that for small messages, less than



32KiB, Cray SHMEM achieves best performance when using a single thread.
After 32 KiB, 4 threads sending portions of the message appear to outperform
the 1 thread case. For the message sizes used in this test, 16 threads performs
worse in bandwidth than the other cases, likely due to insufficient hardware-level
concurrency to amortize the increased synchronization overheads.

Figure 2 shows the runtime of the HPCCG and MiniFE mini-applications
when run with 24 ranks per node on up to 32 nodes using a weak scaling problem
size. In particular, HPCCG was set to 1003 elements per PE while the MiniFE
problem size was set at (330 ∗ nodes1/3)3. Note that, these mini-applications
do not yet include full threading support. In this case, messaging concurrency
is provided at the thread level, however we run a PE per core to maintain
computational concurrency.
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Fig. 2. SHMEM-MT Mini-application Weak-scaling Runtime

In both cases, performance is largely constant as expected, particularly for
MiniFE. HPCCG runtimes begin to increase slightly with increased scale, but
to a level that is generally expected for this mini-application. Note that both
mini-applications also include solution verifications provided from the original
Mantevo versions that complete successfully.

4 Related Work

The most relevant related work to the work presented here is work by Luecke et
al. [8] where they compared the performance of SHMEM with MPI-2 RMA on
an SGI Origin 2000 and Cray T3E system. Unlike this work, they used a single
threaded approach and the MPI-2 RMA interface was the only one available.
Since that time, significant improvements have been made to the MPI RMA
interfaces for MPI-3, and OpenSHMEM [2] has emerged as a standard, with
matching implementations.



5 Conclusions and Future Work

Overall, our work provides a first set of benchmarks for evaluating OpenSH-
MEM implementations and optimizations, particularly in the presence of multi-
ple threads. Our initial results show OpenSHMEM performance that is generally
comparable to other modern messaging systems; due to time and space limita-
tions, we defer a complete performance comparison across MPI, OpenSHMEM,
and similar messaging system implementations on different platforms for future
work. In addition, the relative ease with which we converted MPI RMA bench-
marks to OpenSHMEM demonstrates a path for developing further benchmarks
and mini-applications.
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