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1. Abstract 

This project focused on thermoelectric transport in semiconductor micro and nanostructures where 

moderate and typical operating voltages and currents lead to extreme thermal gradients and current 

densities. Models that describe behavior of semiconducting materials typically assume an equilibrium 

condition or slight deviations from it. In these cases the generation-recombination processes are assumed 

to have reached a local equilibrium for a given temperature. Hence, free carrier concentrations and their 

mobilities, band-gap, thermal conductivity, thermoelectric properties, mobility of atoms and mechanical 

properties of the material, can be described as a function of temperature. In the case of PN junctions under 

electrical bias, carrier concentrations can change up to ~ 1020 cm-3 and a drift-diffusion approximation is 

typically used to obtain the carrier concentrations while assuming that the material properties do not change. 

In non-equilibrium conditions, the assumption that the material properties remain the same may 

not be valid. While the increased conduction-band electron concentration may not have a drastic effect on 

the material, large hole concentration is expected to soften the material as ‘a hole’ comes into existence as 

a broken bond in the lattice. As the hole density approaches 1022 cm-3, the number of bonds holding the 

lattice together is significantly reduced, making it easier to break additional bonds, reduce band-gap and 

inhibit phonon transport. As these holes move away from where they were generated, local properties are 

expected to deviate significantly from the equilibrium case. Hence, temperature alone is not sufficient to 

describe the behavior of the material. The behavior of the solid material close to a molten region (liquid-

solid interfaces) is also expected to deviate from the equilibrium case as a function of hole injection rate, 

which can be drastically increased or decreased in the presence of an electric field. 

In the past years we have investigated the possible thermoelectric explanation of asymmetric 

melting of self-heated Si micro-structures using equilibrium materials’ properties that exist in the literature. 

We have analyzed the contribution of the electrons and the holes and identified the generation-transport-

recombination of minority carriers (GTR) as the reason for an extreme change in the thermal profile in 

presence of strong generation and electric field. A more complete analysis required construction of models 

that capture the individual generation and recombination processes to understand the thermal profile as well 

as the possibility of electronic softening and non-equilibrium melting of the structure below melting 

temperature. The possibility of melting a material at a lower temperature breaks the correlation between the 

atomic mobility and the kinetic energy in the system for a given temperature and may allow alternative 

growth processes. This may also be the mechanism behind ‘amorphization-without-melting in layered 

structures heated with laser pulses’ that has been reported earlier. 

The conventional models for semiconductors are constructed for low temperature operation and 

their projections to higher temperatures do not yield reasonable carrier concentrations. Using these models, 

the free hole concentrations are calculated to be on the order of 1019 cm-3 at melting, which also do not 

correlate well with the latent heat of fusion. The melt is expected to correspond to broken bond 

concentrations on the order of the atomic density (~5x1022 cm-3 for Silicon). Hence, using conventional 

models the thermoelectric contribution expected from the GTR process is estimated to be much smaller 

than it likely is. Our work focused on improving the computational models and electrical characterization 

of materials and devices to better understand thermoelectric trabsport under extremen thermal gradients and 

current densities. Specifically, during this project, we have  
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- Expanded our computational models to include self-consistent solution of Poisson charge equation 

(together with current and heat equations currently solved) for improved accuracy of role of bipolar 

conduction, 

- Developed a crystallization model incorporating experimentally determined nucleation rates and 

growth velocities to enable simulation of grain growth, growth-from-melt, filament formation and 

retention, 

- Performed high-temperature characterization of relevant materials (including metal contacts, 

interfacial and insulation layers); electrical and thermal conductivities, Seebeck coefficient, carrier 

mobility and concentration, 

- Performed High-speed device-level characterization of metastable amorphous and crystalline 

phases, crystallization and amorphization dynamics, melting and crystalline growth-from-melt, 

- Observed and characterized formation of microplasmas in electrically stressed ZnO nanoforests.  

2. Award period 9/1/2010 to 3/1/2013  

Crystallization and thermoelectric transport in Si micro-/nanostructures under extreme electrical stress 

Summary of objectives and accomplishments 

Objectives 

A. To evaluate the possibility of using electrical pulses to achieve single crystal -structures with preferred 

crystal orientation from lithographically defined Si thin films deposited on arbitrary substrates. 

B. To conduct research on thermoelectric phenomena in -/nano-structures under extreme conditions. 

Accomplishments  

 Experimental and computational analysis of high temperature thermoelectric phenomena that lead to 

significant asymmetric self-heating; generation-transport-recombination of minority carriers is the 

dominant process and results in the hottest spot shifted towards the drain of minority carriers, 

 Extraction of high-temperature electrical resistivity and thermal conductivity of nano-crystalline (nc) Si 

up to high-temperatures and under extreme thermal gradients (up to ~ 1700 K, ~ 1 K/nm), 

 Computational granularity models for percolation and nanoscale filament formation during self-heating;  

 Analysis of crystallization of silicon micro/nano-structures through self-heating and impact of 

thermoelectric effects on crystallization (relative importance of Joule and thermoelectric heating), 

 Development of high-temperature measurement setups for resistivity and Seebeck coefficient (~ 30 C - 

600 C) and Hall carrier mobility and concentration (~ 30 C to ~ 450 C) for thin films, 

 Application of electrothermal transport models to phase-change memory devices, 

 Training of students in experimental and computational methods related to crystallization and electro-

thermal transport at small scales. 

 

High-temperature thermoelectric transport at small scales 

Electrothermal phenomena have been typically studied in the context of thermoelectric energy 

conversion or solid-state cooling using large-scale devices, and electronic transport at small-scales has been 

mostly studied in the lower temperature range (< 400 K) where the behavior of the charge carriers can be 

understood by examining the potential energy profiles. Thermoelectric studies at high-temperatures (~1000 
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K), where the thermal energy of the carriers in semiconductors becomes comparable to their potential 

energy, and at small scales which lead to extreme thermal gradients (> 1 K/nm) and uncommon 

electrothermal phenomena, have been limited due to difficulties in performing controlled experiments. We 

have shown the significance of thermoelectric effects for high-temperature small-scale electronics through 

self-heating of current-carrying highly-doped silicon micro-wires which consistently start melting at one 

end. 

The experiments were performed with highly doped (n ~ 6 x1019  cm-3) silicon microwires self-

heated to very high temperatures (up to melting, ~ 1690 K). These wires with large contact extensions were 

lithographically defined and the underlying SiO2 layer was partially removed, suspending the wires between 

the contact-extensions anchored to the substrate. Tungsten probes were used to make electrical contact at 

these large extension regions. Extremely asymmetric partial melting of these symmetric nc-Si wires is 

observed for voltage levels and durations that are not sufficient to melt the whole wires. Melting is 

consistently observed closer to the lower potential end, where the electrons (majority carriers) enter the 

wires. We attribute this extreme asymmetry to thermoelectric effects that come into play due to extreme 

thermal gradients during self-heating (~1 K/nm). The polarity of the asymmetry – hottest point is where the 

majority charge carriers enter the wire – is in agreement with our optical observations of asymmetric self-

heating in n- and p-type silicon wires as well as with observations by other groups on silicon micro-

structures and PCM nano-bridges, all attributed to thermoelectric Thomson heat. However, there has been 

very little or no explanation in the literature for the underlying physical phenomena giving rise to this 

asymmetry, largely due to difficulties in performing reliable and repeatable measurements at elevated 

temperatures. The surprisingly large degree of asymmetry seen in these results point to interesting physical 

phenomena that take place in highly doped semiconductors experiencing high temperatures and strong 

thermal gradients as a result of self-heating that are distinctly different from what is expected of metals. 

The polarity in the thermal profile is expected to be opposite if the self-heated wires were composed of a 

metal. 

In order to understand the electro-thermal phenomena in these self-heated microwires, we have 

revisited the general formulations for electrical and thermal transport in current carrying structures and 

commonly known thermoelectric effects. 

The thermoelectric effects, Seebeck and Peltier effects at junctions of two different materials, and 

Thomson effect (heat) in uniform materials experiencing a thermal gradient, are the results of the energy 

exchange between the charge carriers and the lattice in presence of an electric current. The average energy 

of a charge carrier, or the magnitude of the Peltier coefficient Π(T), is the product of the Seebeck coefficient 

S(T) of the material and the local temperature. Strong Π(T) gradients lead to increased energy exchange as 

the carriers move along the temperature gradient (large Thomson effect). 

The electrical current density can be expressed as the sum of drift and diffusion components using 

a drift-diffusion model: J = JDrift + JDiff. The drift current is due to the electric field acting on the carriers 

and the diffusion current comes into existence due to gradients in carrier concentrations and their velocities 

(diffusivities, D). The general forms (in linear approximation) for these components are: 

JDrift = σE , )(DnqJDiff       (0a), 

where σ is electrical conductivity, E is the electric field and n is the carrier concentration. In the case of 

constant temperature (or small variations in T), hence an approximately constant D, diffusion current takes 

the more recognizable form of nqDJDiff  . However, in our case the thermal gradients are very strong 
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and D(T) cannot be assumed to be constant across the device. The individual components of the diffusion 

current can be formulated by expansion: 

    

 (0b) 

Additionally, if the material is uniform (as in our case), 

temperature is the only driver for gradients of carrier 

concentration n(T) and gradients of D(T). Hence the diffusion 

current can be rewritten in terms of temperature derivatives and 

thermal gradients: 

 

  (0c) 

This expression describes the diffusion current as a function of 

gradient of temperature, assuming that the material is uniform 

(using an effective media approximation with no variations in 

doping concentration, composition or crystallinity). In an open-

circuit case (J = 0), the drift and the diffusion currents are 

balanced, resulting in an open-circuit electric field driven by the 

thermal gradient: 

0)(  T
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The voltage (ΔV) generated by a difference in temperature (ΔT) is the definition of Seebeck voltage and 

their ratio is defined as the Seebeck coefficient (S): 

S
T

V

dT

dn
D

dT

dD
n

q

T

V










 )(


    (0e) 

Hence the diffusion expression can be written in terms of Seebeck coefficient as  

      (0f) 

where experimental values can be used for S. Assuming steady state (current continuity), charge transport 

including the thermoelectric contribution for a uniform material can be described by: 

0)(  TSVJ       (1)

 
Temperature changes can be modeled by accounting for heat generation by joule heating (energy 

loss from the charge carriers to the lattice), and heat flow by thermal conduction and by charge carriers: 

JDiff = qÑDn = qnÑD+qDÑn

T
dT

dn
D

dT

dD
nqT

dT

dn
qDT

dT

dD
qnJ Diff  )(

TSJDiff  

 
Figure 1. A simplified illustration of the 

generation-transport-recombination concept 

and the electron and hole contributions to 

current flow. (a) A generation event on the 

right side gives rise to a hole that is drifted to 

left where it recombines with an incoming 

electron. Generation takes place with 

absorption of energy from the local area 

while recombination leads to energy release. 

(b) The total current remains constant. The 

increased hole current contribution in the hot 

regions leads to reduced electron current.  
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where d is the mass density, CP is the specific heat, and k is the thermal conductivity and ST=  is the 

average energy per charge carrier. The thermoelectric term describing energy flow by charge carriers can 

be broken down as the specific electron and hole contributions: 

 hheehhee

hhee

JTSJTSTSJTSJ

TSJTSJJST





)()(

)()(

. (3a) 

Since each generation event results in one electron and one hole, and the total electrical current is constant 

(Figure 1), , allowing us to rearrange the terms for a more intuitive expression where 

electronic convective heat flow and generation-transport-recombination (GTR) terms appear as the two 

components of thermoelectric energy flow in the structure: 

(4) 

The electronic convective term is purely due to carriers moving in a thermal profile exchanging 

energy with the surrounding. The GTR term is due to energy absorption associated with electron-hole pair 

generation (breaking of chemical bonds and bringing these electrons and the holes to the average local 

kinetic energy), separation of those carriers by the electric field and their recombination elsewhere (Figure 

1). While generation and recombination take place in the whole structure, generation rate is a strong 

function of temperature and the recombination is limited by availability of minority carriers. 

Finite element simulations & materials parameters 

We have performed 3D finite element simulations of n+ nc-Si wires solving (1) and (2) self-

consistently using temperature dependent materials properties (Figure 2) and compared them to the 

experimental results (Figure 3a-d). In these simulations, we assume that the charge carriers remain in local 

thermal equilibrium with the lattice (Telectron = Tlattice) and use an effective medium approximation, 

neglecting the impact of individual grain boundaries. The thermal boundary conditions are set as 300 K at 

the bottom of the Si substrate and on the 1 µm radius metal contacts that are used to model the probes 

placed ~50 µm away from the wire ends. The Si latent heat of fusion during the solid-to-liquid phase 

transition is accounted for by incorporating a 10 K wide peak in Cp around melting temperature where all 

the material parameters linearly transition to their liquid-state values. The liquid state values ρliquid, kliquid 

and Sliquid are obtained from the literature. , k and S of nanocrystalline thin films depend on deposition 

conditions and are not easy to measure directly at elevated temperatures.  

We have measured ρ(T) and S(T) simultaneously in the 300 - 650 K range – using the high-

temperature Seebeck setup developed as a part of this project (described in a later section) - and extracted 

k(T) in this range by using the measured ρ(T) and matching simulated and experimental I-V curves. We 

he JJ 
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have extracted ρ(T) beyond 650 K using the same approach by extrapolating k(T). This method effectively 

accounts for the expected reduction in k(T) due to ballistic or non-local transport under extreme thermal 

gradients and is described in the next section. S(T) beyond 650 K is extrapolated based on calculations for 

single-crystal silicon (x-Si) using the Boltzmann transport model and Fermi-Dirac statistics. Figure 2 shows 

all the physical parameters used in the simulations, including the measured ρ(T), S(T) and extracted k(T). 

Details on the calculations of carrier concentrations n and p for calculation of S(T) beyond 650 K based on 

Boltzmann transport can be found in Ref. 

The voltage pulse amplitudes in the simulations (25 V) in Figure 3 are chosen so that the 

experimental and simulated current density levels are matched (J  ~ 3.5 MA/cm2, experimental Vpulse = 30 

V). The simulation results show melting of approximately half of a 2.5 µm long wire at the source for 

majority carriers (lower potential) side for 1 µs pulses, in agreement with the experiments, the experimental 

asymmetry being stronger (Figure 3a-d). The charge carriers transport energy in their flow directions, which 

increases with temperature for electrons (TSe) and decreases for holes (TSh) as the Fermi level approaches 

mid-gap and the band-gap shrinks (Figure 3e,f). On the other hand, the minority carrier concentration 

increases exponentially with temperature. Hence, the net energy transported by the charge carriers (TSe σe/σ 

+ TSh σh/σ) sharply decreases as the material turns intrinsic, diminishing to metallic values upon melting 

(Si Tmelt = 1690 K). The contribution of the minority carriers becomes significant at elevated temperatures 

 

Figure 2. Temperature dependent physical parameters used for the modeling: (a) Measured and extracted electrical 

resistivity (ρ) of the nc-Si film. Liquid silicon (liq-Si) resistivity from Ref. (b) Extracted and extrapolated thermal 

conductivity (k) of the nc-Si wires. Liq-Si value of k from Ref. (c) Heat capacity of crystalline silicon (x-Si) under 

constant pressure (CP), from Ref., liq-Si value of CP is obtained from Ref. (d) Calculated (for n-type x-Si, 6x1019 cm-

3), measured (n+ nc-Si film) and extrapolated Seebeck curve. Liq-Si value of S from Ref. (e) SEM image of an as-

fabricated suspended nc-Si wire with indicated dimensions. Lighter color regions show where the underlying oxide is 

removed. (f, g) Structure drawn for the simulations. Electrical contacts are at the end of the triangular pads.  
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for highly doped semiconductors (at ~ 1300 K for n-Si with [ND] = 6x1019 cm-3). Moreover, significant 

reduction of the band-gap with increasing temperature exacerbates thermal generation of electron-hole 

pairs, leading to a considerable distortion in the conduction and valance band edges in presence of a strong 

thermal gradient (up to 1 K/nm). Individual contributions of the electronic-convective heat flow by electrons 

and holes are in the same direction (energy release at the higher potential end) and are opposed by the GTR 

term (Figure 3g,h).  

It is not possible to obtain thermal profile information in these microstructures in µs time scales to 

compare experimental and simulated profiles. Therefore, we have performed experiments on n- and p-type 

microwires (Figure 4) using lower amplitude, low frequency AC signals (~1 Hz, J ~ 1 MA/cm2) which heat 

the wires sufficiently to result in observable black-body radiation in visible range but without melting or 

breaking (Figure 4). The emitted light is captured using a commercial digital camera mounted on a 

microscope objective to obtain emission profiles of the structures. The use of AC signals allows verification 

of structural integrity and consistency in repeated cycles, and eliminates the uncertainty in hottest spot 

location with respect to the wire center. The glow is more intense close to the terminal where the majority 

carriers enter the wire for both n- and p-type wires – in agreement with the pulse experiments and 

simulations. Simulated thermal profiles (for Tpeak = 1640 K) for an n-type wire are used to calculate the 

 
Figure 3. (a-d) Partially crystallized wires with indicated lengths after 30 V, 1 µs pulse, and corresponding simulated 

temperature profiles (white > Tmelt = 1690 K). The current direction is indicated in (a). (e) Calculated energy-band 

diagram of 6x1019 cm-3 doped n-type Si with electron and hole distributions from 300 to 1500 K. (f) Calculated 

electron, hole (both unweighted and weighted) and total Peltier coefficients (sum of weighted Πh and Πe). (g) Cartoon 

illustration of carrier generation, transport and recombination (GTR), and energy exchange with lattice for a 

hypothetical wire with initially symmetric temperature profile. (h) Breakdown of thermoelectric heat (TH) leading to 

asymmetric melting: convective transport by electrons, by holes, and GTR of holes. 
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corresponding black-body radiation, assuming the wire consists of many small light sources with Gaussian 

profiles to model the diffraction limit of the optics used in the experimental setup. The simulated and 

experimental radiation intensity profiles are in good agreement, again with the observed experimental 

asymmetry being stronger (Figure 4). 

To visualize the heat associated with the GTR process, the electric current is separated into its 

electron and hole components for an example simulation of self-heating of a 2.5 µm n+ nc-Si wire during a 

microsecond pulse for the peak temperature of 1686 K (Figure 5a). The hole and electron current densities 

are found from the respective conductivities which are calculated from the experimental and extracted total 

conductivity function and the ratio of electron and hole conductivities obtained from the general expressions 

for conductivity based on the Boltzman transport equation.  

The hole current density peaks at ~ 0.5 µm away from the lower potential end of the wire. The 

electron current density responds to the varying hole current to establish the constant total current density 

along the wire. Towards the ends of the wire, temperature decreases, lowering the contribution of the hole 

current to zero. The hole current density is further broken down into its drift and diffusion (thermoelectric) 

components in Figure 5b, showing that the hole current is dominated by the drift component: 

 

TEh

hh

drifth

hh

J

TS

J

EJ



   (5) 

 

Figure 4. (a) Optical images of a 2.5 µm long, suspended, n-type wire biased with shown current levels and directions. 

Dashed lines indicate the edges the Si structures and metal probes. (b) Averaged light intensity profiles along the n-

type wire for each direction of current compared to simulated light intensity profiles. (c) Optical images of a 4 µm 

long, suspended, p-type wire. (d) Light intensity profiles along the p-type wire for both direction of current (30 curves 

per polarity). Arrows indicate current directions. Vertical dashed lines show wire center and ends. 
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The net carrier generation rate is calculated as 

the divergence of the hole current density and plotted 

together with hole carrier density along the wire in 

Figure 5c.  

rate generationnet 





q

J

q

J eh
 (6) 

Net generation (cooling) occurs along most of 

the wire starting ~ 0.5 µm from the lower potential 

end, while stronger net recombination (heating) occurs 

within a shorter distance around the lower potential 

end of the wire. This GTR heat is the dominant 

thermoelectric contribution and determines the overall 

asymmetry polarity as the hottest spot shifted towards 

the drain for minority carriers.  

The model used so far (Eqs. 1 and 2) includes 

drift and diffusion (thermoelectric) currents but 

assumes charge neutrality, which is not very accurate 

due to some charge separation and build-in fields 

under thermal gradients (thermoelectric effects). This 

effect is relatively small (~ 100 mV for a 1000K 

thermal gradient along a 1 µm of Si wire) compared to 

the external voltages applied for self-heating (~ 10 

V/µm). However, it is expected to affect drift and 

recombination of minority carriers which play a 

critical role in the GTR contribution to the 

thermoelectric heat and charge buildup in time. In the 

existing model, carrier densities are calculated based 

on the temperature using Fermi-Dirac statistics and 

assuming charge neutrality. This modeling approach is 

commonly used for single material systems with a 

strongly dominant single carrier type (electrons or 

holes). Poisson equation must also be solved in a self-

consistent manner with the drift-diffusion current and 

heat models to account for charging along the 

structures (Figure 6).  

In our existing model, we also neglect the directionality of momentum transfer between charge 

carriers and phonons (phonon-drag) typically observed at low temperatures (< 100 K) and low doping 

levels. We have estimated the phonon-drag contribution on Seebeck coefficient to be negligible using 

Herring’s model. Under extreme thermal gradients, however, phonon-drag may also result in reduced 

thermal and electrical conductivity at the source side of the wire where incoming majority carriers scatter 

phonons back into the wire (reduced kphonon) and lose momentum (reduced σ), leading to increased heating. 

Similarly, thermal and electrical conductivity would be enhanced at the opposite end as phonons and 

majority carriers travel in the same direction and tend to forward-scatter each other. The resulting increase 

 

Figure 5. Simulation results along a 2.5 µm long wire 

for the peak temperature of 1686 K: (a) Total current 

(JTotal) density and its electron (Je) and hole (Jh) 

components, (b) breakdown of the hole current into drift 

(Jh-drift) and diffusion (Jh-TE) components, (c) net carrier 

generation rate per ns and hole carrier density (p), (d) 

breakdown of thermoelectric heat (TEH) in to GTR and 

electronic convective heat components, (e) total TEH, 

(f) Joule heat (JH), (b) total heat dissipation (sum of 

Joule and thermoelectric heat). 
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in Joule heating and reduced thermal conductivity at the 

source side for majority carriers (and decrease in Joule 

heating and increased thermal conductivity at the other 

side) are also expected to contribute to the asymmetry 

in heating.  

The small but noticeable discrepancy between 

the simulations and the experiments may also be 

explainable by other second order effects such as 

electron-hole generation and scattering at the grain 

boundaries and non-linear thermoelectric transport  

which is expected to become significant at thermal 

gradients ≥ 1 K/nm. Carrier generation and recombination at the defect sites at the grain boundaries is 

expected to result in increased minority carrier concentration and reduced minority carrier lifetimes. Grain 

boundary scattering is also expected to be different for electrons and holes which will impact carrier and 

thermoelectric transport characteristics. Non-linear contributions are expected to enhance thermoelectric 

transport. 

Extraction of temperature dependent electrical resistivity and thermal conductivity under extreme 

thermal gradients 

We have extracted ρ(T) and k(T) of nanocrystalline silicon (nc-Si) microwires up to melting 

temperature by matching numerically simulated I-V characteristics to experimental I-V characteristics. The 

simulated I-V characteristics are obtained using numerical modeling described above. A similar method 

was used recently by Pop et al.[1] to extract thermal conductance (up to ~ 800 K) of a suspended single-

wall carbon nanotube by matching modeled and measured I-V characteristics for different substrate 

temperatures. Earlier, Tai et al.[2] had extracted a constant k as the only fitting parameter to match 

approximated analytical I-V expressions to experimental I-V curves. 

In our extraction of ρ(T) and k(T) of silicon wires, two example cases are considered: 1) Extraction 

of ρ(T) from highly-doped p-type wires on silicon dioxide in which the heat losses are predominantly to the 

substrate and the self-heating characteristics depend mainly on ρ(T) of the wires and 2) extraction of both 

ρ(T) and k(T) from suspended highly-doped n-type silicon wires in which the heat losses are predominantly 

through the wires and both ρ(T) and k(T) are important in the self-heating process. If both non-suspended 

and suspended wires made of the same material were available, (T) and k(T) could be extracted 

independently from different experimental I-V characteristics: (T) could be extracted from a non-

suspended wire I-V assuming a constant k and this (T) could then be used to extract k(T) from a suspended 

wire I-V. This technique allows for extraction of electrical resistivity and thermal conductivity up to very 

high temperatures (1690 K for Si) and temperature gradients (~ 1 K/nm) which is not possible, or very 

difficult to achieve otherwise. Details on the device fabrication, experiments and simulations can be found 

in Ref.[3]. 

 

Figure 6. Current model equations (in solid lines) and 

missing link between V, J and n/p (Poisson equation, 

in dashed lines) that will be included in the next model 

for more accurate calculations. 
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Extraction of Electrical Resistivity for Silicon Wires on Oxide: 

Figure 7b shows experimental I-V curves of two different wires 

on oxide with similar dimensions (L: 15 µm, W: 1.43 µm) 

together with the matched simulated I-V curve (for the ρ(T) 

extraction) using a constant k value of 30 Wm-1K-1. The 

experimental I-V curves show similar trends up to high voltage 

levels, however they split at high temperatures despite their 

similar dimensions, possibly due to different geometry changes 

(e.g., cracking, formation of voids) that happen close to melting. 

Plotted in the same graph are two additional simulated I-V 

curves using the extracted ρ(T) and two constant k values of 10 

and 50 Wm-1K-1. The simulated I-V curves using all three k 

values (10, 30, 50 Wm-1K-1) are identical up to very high 

voltage/temperature levels, verifying the assumption that wire k 

affects self-heating of the wires on oxide only slightly. The 

extracted ρ(T) is tested by modeling three other wires on oxide 

with different dimensions (using the same constant k of 30 Wm-

1K-1) (Figure 7d-e).  

Extraction of Electrical Resistivity and Thermal Conductivity 

for Suspended Silicon Wires: For the suspended silicon wires the 

heat losses are predominantly toward the large contact pads 

through the wires, and the wire k becomes important. We extract 

k(T) in the temperature range for which measured ρ(T) is 

available (300 - 620 K for this case) by matching simulated to 

experimental I-V curves (Figure 8) and extrapolate it up to 

melting temperature (1690 K). ρ(T) is extracted from 620 to 

1690 K using the extrapolated k(T).  

Figure 8c-d show the measured and extracted ρ(T) and 

the extracted and extrapolated k(T) for the entire temperature 

range. The extracted k(T) is compared to values for bulk x-Si, 

thin-film poly-Si and bulk nano-structured silicon (nb-Si). The 

extracted k(T) is in between the values reported for highly-doped 

(n ~ 2x1020 cm-3) polycrystalline silicon (poly-Si) (t < 300 nm) 

at low temperatures, and the extrapolated k(T) approaches the x-

Si value at high temperatures. The modeling of the suspended 

wire is also performed using the same parameters (Figure 8c-d). 

The measured/extracted ρ(T) and extracted-extrapolated k(T) are 

tested by modeling another suspended wire (WxL: 840nm x 

4µm) (Figure 9).  

The experimental and simulated I-V curves are in good 

agreement indicating the extracted temperature-dependent parameters are close to the actual ones. The 

small discrepancies between the experimental and simulations results are attributed to the unknown exact 

location of the electrical contacts in the experiments and physical phenomena that are expected to become 

more important at high temperatures such as temperature dependent physical parameters of SiO2, thermal 

 

Figure 7. (a) Extracted and measured ρ(T) for 

the wire on oxide. (b) Experimental I-V 

curves (symbols: ■, ●) of p-type nc-Si wires 

on oxide with similar dimensions (L: 15 µm, 

W: 1.43 µm) and matched simulated I-V 

curve (black line) to extract ρ(T) for k: 30 

Wm-1K-1. Simulated I-V curves for k: 10 (blue 

line) and 50 Wm-1K-1 (red line) using the 

extracted ρ(T). (c) Simulated peak 

temperatures on the wire as functions of 

voltage for the indicated constant k values. 

Horizontal dashed line indicates the melting 

temperature level. (d) Experimental 

(symbols) and simulated (black lines) I-V 

curves of three p-type wires on oxide with 

shown dimensions using the extracted ρ(T) 

and constant k of 30 Wm-1K-1. (e) Simulated 

peak temperatures on the wires. 
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boundary resistances, or physical changes of the wires. The 

use of integrated metal contacts on the silicon pads for well-

defined location of the electrical boundaries will improve the 

extraction process. Suspended wires are less susceptible to 

physical changes at high temperatures due to reduced 

mechanical stress (the temperature on wires on oxide is more 

uniform leading to stronger thermal gradients at the ends). 

The use of suspended wires also eliminates the need for 

temperature dependent parameters of silicon dioxide or 

thermal boundary resistance in the modeling.  

Experimental values for electrical resistivity and 

thermal conductivity can be used for the low temperature 

range, as available experimentally, and would lead to more 

accurate extraction of these parameters at the high 

temperatures (as shown for extraction of thermal 

conductivity from suspended wires). The iterative matching 

of experimental and simulated I-V characteristics is a time 

consuming process.  

This method can be applied to extract electrical 

resistivity and thermal conductivity up to very high 

temperatures of any micro/nano-scale structure which can be 

self-heated while preserving its geometry. The extracted 

parameters under these conditions reflect any effects that 

may arise due to the large temperature gradients (~ 1 K/nm 

for the Si wire case presented here).  

Percolation transport and filament formation in 

nanocrystalline silicon nanowires 

During rapid self-heating, melting, and growth from 

melt using microsecond voltage pulses, electron percolation 

along a preferred path in nc-Si leads to rapid self-heating and 

the formation of a highly conductive, molten filament 

(Figure 10d). Filament formation leads to fast melting (and 

fast crystallization) in nc-Si, but localized crystallization of 

randomly determined pathways may lead to inconsistent 

crystallization as sample size increases. Percolation transport 

is very significant in all nanocomposite devices intended for 

electronics applications including resistive memory 

technologies and in spark-plasma sintering of nanoparticles 

to form nanocrystalline-bulk materials such as nanobulk Si 

intended for thermoelectric applications. We have performed 

2-D simulations to model the evolution of current-induced 

filaments in nc-Si nanowires during fast pulses. 

 

Figure 8. (a) Experimental I-V curves (symbols: 

■, ●) of two suspended n-type nc-Si wires of 

similar dimensions (L: 5 µm, W: 0.9 µm), and 

matched simulated I-V curve (black line) for the 

extraction of ρ(T) and k(T). (b) Simulated peak 

temperature on the wire. (c) Measured and 

extracted ρ(T) for the suspended wire. (d) 

Extracted and extrapolated k(T) for the 

suspended wire and experimental results from 

the literature for bulk x-Si(90), two highly-doped 

poly-Si films(91) and nano-bulk Si(92). 

 

Figure 9. (a) Experimental I-V of a suspended n-

type nc-Si wire (L: 4 µm, W: 840 nm) compared 

to the simulated I-V using ρ(T) and k(T) extracted 

from a different wire I-V (shown in Figure 8c-d). 

(b) Simulated peak temperature on the wire. 
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nc-Si material is modeled as c-Si grains randomly distributed within an a-Si matrix. Random 

distributions of circular grains are generated using MATLAB (random ‘nucleation’ followed by a ‘crystal 

growth’ algorithm) and imported into COMSOL Multiphysics to solve the current continuity and the heat 

transfer equations self-consistently. Simulations include temperature dependent material parameters for 

specific heat (CP), thermal conductivity (κ), and electrical resistivity (ρ) for both a-Si and c-Si (Figure 

10a,b). Temperature dependent electrical resistivity and thermal conductivity for heavily doped, n-type c-

Si ([As] = 1019 cm-3) are obtained from Synopsys Sentaurus TCAD suite. Latent heat during phase transition 

from solid to liquid Si is modeled as a ~1000 times increase in specific heat between 1687 and 1697 K 

(Figure 10c).  

The amount of crystalline material per sample volume of nc-Si, or the fill factor, is varied between 

zero (totally amorphous) and one (totally crystalline). nc-Si nano-wires of various fill factors were 

generated using MATLAB and simulated in COMSOL to calculate the thin film resistivity values (Figure 

10e). A maximum fill factor of 0.7 has been achieved using the nanocrystalline algorithm, which is used to 

generate the simulated nc-Si wires. A resistivity of 17.5 Ω∙cm at 300 K was calculated for a simulated wire 

with 0.7 fill factor. An exponential fit to the data points of Figure 10e is used to extrapolate simulated 

resistivity values for large fill factors that are impractical to generate and simulate. A fill factor of 0.995 is 

required to match the measured resistivity of nc-Si wires (23 mΩ∙cm) using this model which does not 

account for field dependent electrical breakdown. 

The 2-D model of fabricated nc-Si wires (Figure 11a) includes a series load resistor to prevent 

current/thermal runaway during filament formation. Suspended wires are modeled to have electrically and 

thermally insulating boundaries whereas wires resting on SiO2 are approximated by surrounding the Si wire 

 
Figure 10. (a) Resistivity (b) thermal conductivity and (c) specific heat as a function of temperature for a-Si, c-Si, 

and nc-Si of various fill factors. (d) Percolation along a preferred path in nc-Si wires leads to rapid self-heating and 

the formation of a highly conductive, molten filament which crystallizes while cooling (Vpulse ~15 V). (e) Simulated 

thin film resistivity as a function of fill factor (red squares) and first-order exponential fit to data (blue). Extrapolated 

curve indicates a fill factor of 0.995 required to match measured resistivity of 23 mΩ∙cm. 
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structure with a SiO2 block with thermal boundary conditions set on the outer perimeter of the SiO2 block. 

Simulated filaments are observed in both suspended and on-SiO2 wires for 1.5 and 15 ns pulses. The wires 

completely melt with 150 ns pulses. Simulated voltage, current, power, and filament width are shown in 

Figure 11b-c for an example simulation (τ = 1.5 ns, on-SiO2).  

Multiple percolation pathways get initiated within 

the wire prior to filament formation (Figure 11d,f). Since 

electrical resistivity decreases with increasing temperature 

(Figure 10), self-heating leads to positive feedback and the 

percolation path that carries the largest current experiences 

thermal runaway, forms the molten filament extending from 

contact-to-contact while all other percolation paths vanish. 

The initial filament confines a current density of ~100 

MA/cm2 (Figure 11d,f) to 10-30% of the width, and its 

formation can be sensed as a rapid decrease in wire resistance 

(Figure 11b). The filament widens in the wire while 

remaining narrow near the metal contacts, which have 

thermal conductivity significantly larger than that of the 

surrounding nc-Si. Heat diffusion to surrounding SiO2 in the 

on-SiO2 cases leads to narrower filaments in the wire. Molten 

filaments typically form along the edges in suspended wires, 

 
Figure 11. (a) 2-D structure used to model nc-Si wires. Simulations of suspended nc-Si wires do not use SiO2 (blue). 

(b) Applied voltage across nc-Si wire on SiO2 and 50 kΩ load resistor (Vapp), voltage across wire (Vwire), and current 

through wire (Iwire) as a function of time. (b) Power dissipated within wire (Pwire) and average filament width as a 

function of time. (d-e) Current density and (f-g) temperature throughout nc-Si wire on SiO2 during molten filament 

formation for τ = 1.5 ns. White regions indicate T > 1697 K (molten) and J > 300 MA/cm2. 

 
Figure 12. Resistivity of nc-Si versus fill factor 

we have extracted from 2D simulations using a 

mesh based crystallinity model, where electrical 

conductivity depends on both temperature and 

electric field. Percolation transport gives rise to 

significant reduction in resistivity at ~ 20% fill 

factor, rather than 99.5%. 
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as we have verified by simulating a square structure with uniform crystalline distribution for two different 

current directions. If the initial location of a filament is near an edge, the molten filament typically relocates 

to the nearest edge over time. Repeated simulations show that edge melting has little dependence on grain 

distribution for suspended wires. However, if initial filament formation is approximately in the center of a 

suspended wire, a symmetrical temperature profile about the molten filament is achieved, and no tendency 

to shift towards an edge is observed. The same is observed for wires on SiO2, where the lateral heat diffusion 

into SiO2 gives rise to a symmetric profile. 

The models used for this analysis do not account for dielectric breakdown of the a-Si regions 

separating c-Si grains, conductivity dependence on crystal orientations, diffusion currents, movement of 

impurities, dynamic crystallization (growth-from-melt), mechanical deformations or stress, thermoelectric 

effects, thermal boundary resistances, and nanoscale thermal phenomena. Dielectric breakdown leads to 

increased joule heating and accelerated filament formation in the direction of the highest field (Figure 12). 

Neglecting dielectric breakdown, therefore, increases the thin film resistivity of simulated nc-Si and may 

alter the location of filament formation. In this model crystal grains lack specific orientations, which would 

contribute to additional electrical and thermal conductivity variations among the crystalline grains. 

Diffusion currents are expected to give rise to wider filaments due to lateral diffusion of the charge carriers. 

Movement of the impurities across the liquid-solid interfaces and crystallization (or amorphization) upon 

cooling, which are expected to change the dynamics of filament formation and the final resistance profile 

of the structure, are not captured by the static material definitions of impurity concentration and crystallinity 

used in this model. Thermal expansion of the heated regions, 5% volume reduction in liquid phase and 

piezo-resistivity of silicon is expected to result in mechanical deformations, voids and changes in the 

conductivity profile, which are also not yet modeled. Thermoelectric effects are expected to introduce an 

asymmetry in the melting profile while thermal boundary resistances and reduced thermal conductivity in 

nanostructures is expected to increase the heating rate. 

Modeling percolation transport and filament formation in nanocrystalline materials or 

nanocomposites is important for understanding electro-thermal processes at nanometer scale for 

development of novel electronic components including phase-change and resistive memories. 

Crystallization of silicon microstructures through rapid self-heating 

We have been investigating electrical self-heating of nc-Si micro-wires to achieve single crystal 

silicon micro-structures on arbitrary substrates with lithographic placement and geometry control. The 

wires are the same as described in previous sections. Results from numerous experiments showed that self-

heating through long-duration, low-amplitude voltage stresses does not lead to solid phase epitaxial growth 

but typically leads to formation of larger crystalline grains and fracture of the structures. However, self-

heating of suspended structures through short duration (~ µs) large-amplitude (~ 20-40 V) pulses leads to 

rapid melting (1690 K for Si) and growth from the melt as the wires re-solidify (Figure 13). A significant 

texture and shape change observed in the SEM images accompanied by ~ 4-10x reduction in resistance 

suggest formation of two large single-crystal grains on either side of the wire as two solid-liquid interfaces 

move in from the contact pads. Transmission electron microscopy analysis of a crystallized section of a 

wire also indicates single-crystal formation.  
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Non-suspended structures require more 

power for melting due to the thermal loss to the 

substrate, and may be less immune to nucleation 

along the wire that can result in additional grain 

boundaries. In suspended structures re-

solidification starts from the cold pads - not 

favoring nucleation from multiple points on the 

structure - and it is observed to result in a ‘growth-

from-melt’ from each contact pad. Since suspended 

structures melt at lower current densities, it is 

relatively easy to control the melting of these 

structures without forming liquid filaments on the 

contact extensions (Figure 13). The contact 

extensions can serve as in-situ resistors which can 

be utilized to self-terminate the melting process. 

Two distinct crystallization results have 

been achieved on suspended structures depending on the wire geometry and electrical stress conditions. In 

shorter wires the re-solidified segments acquire a cylindrical shape (Figure 13) and in longer wires (5.5 

m), they acquire a flat ribbon shape with extremely smooth surfaces and no visible line edge roughness 

(Figure 14). It appears that if a wire remains molten for a sufficient period of time it acquires a cylindrical 

shape due to surface tension. Otherwise, it tends to retain the as-fabricated shape and it crystallizes as a 

faceted, highly uniform ribbon. In both cases, the crystallized wires are under tensile stress and all have a 

lump at the center. This lump is expected to form as the two ends of the wire are crystallizing in their liquid 

shape and expanding upon solidification due to reduced mass density in solid state, forcing the excess 

material to the center and out (Figure 13b, Figure 14). Accumulation of material on the pads is also typically 

observed in wires crystallized with cylindrical form, likely due to mass diffusion from hot to cold if the 

wire remains molten for a sufficiently long period (Figure 13, Figure 14).  

Numerical simulations of Joule heating in nanocrystalline silicon structures similar to those used 

in the experiments show good agreement in terms of electrical stress conditions and temperatures reached, 

and indicate that the underlying layer and anchors remain at room temperature, making this crystallization 

technique compatible with low temperature substrates. Radiation (far and near field) and convection heat 

contributions were determined to be negligible and are not included in these simulations. Thermoelectric 

effects are expected to significantly change the location of the hottest spot along the wire but not the 

temperatures reached and are not included in this simulation. 

 
Figure 13. Four 2.5 μm long suspended Si  microwires (a) 

as-fabricated (no electrical stress) and after (b) 40 V, 1 μs 

pulse, (c) 40 V, 2 μs pulse, (d) 40 V, 5 μs pulses. 

 
Figure 14. (a) 4 μm long suspended silicon wire after a 30 V, 1 µs pulse. (b) Higher magnification image of the wire 

end showing a significant change in texture and extremely smooth surface and edges of the crystallized section. 
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In these experiments the starting silicon films were highly doped (~ 1020 cm-3). Lower doping levels 

are required for most electronic devices (~1017-1019 cm-3) and the corresponding conductivity may not be 

large enough for sufficient Joule self-heating within practical voltage levels. However, melting followed 

by re-solidification starting from the cold ends of the wire after termination of the pulse is expected to 

segregate the dopants to the center upon complete resolidification, a micro-version of the zone refinement 

process which is used as a purification method in semiconductor processing. This dopant segregation or 

zone refinement process would leave either side of the wire with lower doping concentration, where the 

active electronic devices would be fabricated. Alternatively, crystallization of lower doped structures may 

be achieved by applying a field sufficient for electrical breakdown that would initiate self-heating and 

thermal runaway which can be practical for smaller structures.  

Crystallization of suspended, lithographically defined silicon structures by local, rapid self-heating 

shows promise for formation of large single-crystal domains for high performance electronics on arbitrary 

substrates, such as complete systems on glass or plastics, photovoltaics, 3D integration of CMOS or 

integration of silicon devices with different material systems. Planar transistors can be fabricated on 

crystallized ribbons and partially or fully wrapped gate transistors can be fabricated on cylindrically 

crystallized wires. A variety of structure geometries and electrical stress conditions can be used which can 

potentially lead to different crystallization results.  
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Significance of thermoelectric effects on self-heating crystallization depending on electrical 

conditions - relative impact of Joule and Thomson heat 

We have performed electrical stress experiments with voltage pulses with varying amplitudes and 

durations (30 ns to 1 µs) to study the impact of thermoelectric effects in crystallization of silicon wires 

depending on the electrical conditions. Applied voltage pulse and current through the wire were acquired 

using a fast oscilloscope. Observed changes on the wires vary from surface modifications (Figure 15b) or 

partial melting to full melting and crystallization (Figure 15c) with increasing current (Figure 15d). For 30 

ns and 100 ns pulses, changes on the wires are approximately symmetric with respect to the wire center 

((Figure 15a-h)). 1 µs pulses, however, result in asymmetric wire modifications and melting/crystallization 

(Figure 15i-l). These experiments show that, for similar peak temperatures, hence thermal gradients (as 

shown in each row in Figure 15), asymmetric self-heating of symmetric structures is only significant for 

relatively lower, long duration electric current. In general, the importance of asymmetric Thomson heat in 

comparison to that of symmetric Joule heating increases as the electric current decreases. 

 

Figure 15. SEM images of nc-Si wires after single voltages pulses with durations of ~ 30 ns (a-c), ~ 100 ns (e-g) and 

1 µs (i-k), all with ~ 8 ns rise and fall times. Images in the same column share the same pulse duration and scale bar, 

with increasing current. (d, h and l) Current vs. time for each case. 
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Joule heating is always positive (j2/σ) and alone would 

result in a symmetric temperature profile; on the other hand, 

thermoelectric Thomson heat (Eq. 2) can be positive or negative 

(heating or cooling) depending on the sign of the Seebeck gradient 

hence causes an asymmetric temperature profile; Joule heating 

increases with J2, whereas Thomson heat increases with J. 

Therefore, symmetric Joule heating dominates for large current 

levels. When a lower current density is applied (for a longer 

duration to achieve similar peak temperatures) the effect of 

Thomson heat increases, causing significantly asymmetric self-

heating. The relative roles of Joule and Thomson heating can be 

seen through numerical modeling of the structures (Figure 16): A 

large amplitude pulse results in nearly symmetric heat generation 

along the wire, whereas a longer lower amplitude pulse results in a 

significantly distorted profile. For all cases, increased heating takes 

place at the cooler (more resistive) ends of the wires.  
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3. Non-equilibrium semiconductor finite element modeling – Generation-Transport-

Recombination of Minority Carriers 

The finite element simulation model used in the previous award period handles charge transport using drift 

and diffusion (thermoelectric) currents assuming steady state (current continuity) for a uniform material, 

 0)(  TSJ   (4) 

where J is the current density (Am-2), σ is the electrical conductivity (Sm-1),  is the electrical potential 

(V), T is the temperature (K), and S is the Seebeck coefficient (VK-1). 

Temperature changes was modeled by accounting for heat generation by joule heating (energy 

loss from the charge carriers to the lattice), and heat flow by thermal conduction and by charge carriers, 

 
 heat
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conduction
heat

Fourier
materialby
absorbedheat

JJTk
dt

dT
dCp ).(.).(    

(5) 

where d is the mass density, CP is the specific heat, and k is the thermal conductivity and  = ST is the 

average energy per charge carrier. 

The latent heat of fusion during the solid-to-liquid phase transition for silicon is accounted for by 

incorporating a 10 K wide peak in Cp around melting temperature where all the material parameters linearly 

transition to their liquid-state values. 

 

Figure 17. Example simulated heat diffusion in a Si microwire from a small heat source placed at the center, top 

surface of the wire. (a) Change in average temperature for a 2.5 µm x 0.5 µm x 50 nm suspended wire (750 nm above 

silicon substrate) for various constant heat source temperatures and heat source lengths. At t=0 the wire is at 300 K. 

(b) Heat diffusion time constants (1st time constant of a 2nd order exponential fit to the simulated temperature). 
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 The thermoelectric heat term in (5) was broken down in two parts (6), electronic convective heat 

flow and generation-transport-recombination (GTR), the relative contribution of each gives rise to the 

asymmetric heating in Si microwire. 
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where subscript ‘n’ and ‘p’ refers to electrons and holes respectively. 

 

 

Although the previous model could describe 

the underlying physical mechanism quite 

satisfactorily, the assumption of charge neutrality is 

not very accurate due to some charge separation and 

build-in fields under thermal gradients 

(thermoelectric effects). This effect is relatively small 

(~ 100 mV for a 1000K thermal gradient along a 1 µm 

of Si wire) compared to the external voltages applied 

for self-heating (~ 10 V/µm). However, it is expected to affect drift and recombination of minority carriers 

which play a critical role in the GTR contribution to the thermoelectric heat and charge buildup in time. In 

the previous model, carrier densities are calculated based on the temperature using Fermi-Dirac statistics 

and assuming charge neutrality. This modeling approach is commonly used for single material systems with 

a strongly dominant single carrier type (electrons or holes). Poisson equation must also be solved in a self-

consistent manner with the drift-diffusion current and heat models to account for charging along the 

structures. 

During the second period of the project we developed a computational model to solve the three 

equations self-consistently so that carrier densities can be found more accurately based on the Poisson 

charge equation using COMSOL Multiphysics finite element simulator. 

The transport of carriers in any semiconductor material is generally described by Poisson’s equation 

(7) and continuity equations for both carriers, electron (8) and hole (9) [4], [5], 
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where, n(p) is the electron (hole) concentration (m-3), 

DN (


AN ) is the Ionized donor (acceptor) 

concentration (m-3), D is the electric flux density (Cm-2), ε is the Permittivity (Fm-1), E is the Electric field 

(Vm-1), ψ is the electric potential (V), q is the electron charge (C), 
nJ ( pJ ) is the electron (hole) current 

density (Am-2). 
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Figure 18. Definition of energy levels, (left) with and 

(right) without bandgap degradation. 
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Figure 18a defines the relationship between different energy levels is a semiconductor. The vacuum 

energy level (Evac) in a material depends on the potential energy at different locations. Evac can be found by 

subtracting the potential energy from a reference energy level (Eref) [5], 

 qEE refvac   (10) 

 If we consider Eref  = 0, then vacuum energy level becomes, 

 qEvac   (11) 

The difference between Evac and the conduction band edge (Ec) is called the electron affinity (χ). 

Therefore, the expression of Ec is, 

  vacc EE  (12) 

   qEc  (13) 

The inclusion of electron affinity in the calculation provides with the flexibility of choosing 

different materials in the simulation. 

If we now subtract the bandgap energy (Eg) from Ec we will get the expression for the valence band 

energy level (Ev), 

 gcv EEE   (14) 

 gv EqE    (15) 

Figure 18b is a modified version of Figure 18a where bandgap reduction (ΔEg), due to doping or 

temperature, is accounted for. α is the conduction band reduction, therefore, 1-α is the valence band 

reduction. In the simulation, α is kept equal to 0.5, maintaining equal reduction of conduction and valence 

band. Therefore, 

Eg = Eg0-ΔEg = Effective bandgap (eV) 

Ec = Ec0 - αΔEg = Effective conduction band (eV) 

Ev = Ev0 + (1-α)ΔEg = Effective valence band (eV) 

 The subscript ‘0’ is referred to the quantities at a particular temperature (T0 = 300 K for all the 

simulations) and doping density (N0). 

The intrinsic energy level (Ei) now can be found from the following expression, 
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where kB is Boltzmann constant. 

We will derive the expression of current density from the gradient of the Fermi level. The definition 

of electron and hole quasi-Fermi level (Fn and Fp) are defined as follows: 
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where 

kB = Boltzmann’s constant 

 1

2/1

  = Inverse Fermi level of the order of ½. 

 Using Boltzmann’s approximation, (18) and (19) can be written as: 
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 In terms of intrinsic Fermi level, (20) and (21) can be further written as: 
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 We will use (22) and (23) to derive the expression of current densities (
nJ and

pJ ) used in (8) and 

(9) respectively. There would be a flow of charge carriers (electrons or holes) once there is a gradient in 

their respective quasi Fermi levels. The expression of the electron and hole current densities are expressed 

as, 

 nnn FnJ    (24) 

 ppp FpJ    (25) 

where, μn (μp) is electron (hole) mobility (m2V-1s-1). 

Using (22), (23), (24) and (25) we find, 
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Figure 19. Bandgap function used in the 

simulation. 
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Bandgap degradation 

In this model, we have implemented temperature and doping dependent bandgap. The general 

expression of bandgap for Si is [4], [6]: 
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 (28) 

 The usual bandgap reduction model failed to account for the near zero bandgap at melting. Hence 

an exponential decrease is added to the bandgap function so that the bandgap reduces to a very small number 

from 1680 K to 1700 K Figure 19. 

Recombination mechanisms 

The recombination of minority carriers is of great importance to the GTR theory. We added the 

well-known SRH [7] and Auger [8] recombination mechanisms to the model. 
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    2222
ipin pnnpCnnpnCAuger   (30) 

The high electric field effect, such as: impact ionization has not been added in the model as the 

maximum electric field calculated for this homogeneous silicon wire is around 104 V/cm which is one order 

Parameter Value 

τn = τp 1 μs 

Cn 2.8 × 10-31 cm6s-1 

Cp 0.99 × 10-31 cm6s-1 

Table 1. The recombination parameters used in 

the model. 
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of less than the threshold electric field [9]. Nevertheless, these high electric field effects can be easily 

incorporated in the model. 

Heat transfer equation 

In contrast to (5), the heat transfer equation used in the non-equilibrium non-isothermal 

semiconductor model is, 
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(31) 

 The second term in the right-hand side of (31) represents the recombination heat, which is the 

product of net recombination rate (U) and total energy associated per recombination event (EG + 3kBT), and 

the third term represents the electronic convective heat [10]. 

 It is to be noted here that unlike the previous model, there is no latent heat of fusion inserted in Cp. 

The latent heat of fusion is an effective media approximation of the energy needed to sustain bond breakage 

at melting point. In the new model this energy is directly added to the system using the recombination heat 

term in (31).  

Results 

Figure 20a shows the SEM 

image of an n-type silicon microwire and 

corresponding simulated thermal profile 

(white colored region signifies 

temperature higher than melting point) 

that provides excellent agreement 

between experiment and simulation in 

terms of melting direction and amount.  

Figure 20b shows the electron and hole 

concentrations along the middle of the 

wire during melt. The carrier 

concentration reached to ~ 5×1022 cm-3 

which corresponds to one free carrier per 

atom in silicon [12]. Figure 20c shows 

the total current density (J) which is the 

summation of electron current (Jn) and 

hole current (Jp). Figure 20d shows the 

conduction band edge (Ec) and valence 

band edge (Ev). The merge of Ec and Ev 

in the middle of the wire corresponds to 

the near zero bandgap at melting.  

 

Publications related to this work 

Conference presentations 

 
Figure 20. a) SEM image of asymmetrically molten and resolidified 

Si micro-wire (length: ~2.5 μm) by a 30 V, 1 μs electrical pulse  [11] 

along with simulated temperature profile (molten region marked 

white), calculated carrier concentrations (b), band energy levels (c), 

and current densities (b) along the middle of the wire form the 

simulation. The dashed lines in b-c denotes the edge of the wire. 
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4. Fast measurement of metastable resistivity, 

crystallization dynamics, extraction of 

activation energy, and its implication in 

carrier transport 

 
Figure 21. Schematic illustrations of the GST line 

cell fabrication steps: 700 nm SiO2 grown on Si (a), 

250 nm deep trench formation (b), 300 nm TiN fill 

(c), CMP (d), GST film deposition (e), patterning 

of GST film (f), Si3N4 cap layer deposition (g), 

SEM images of an as fabricated (h) and 

amorphized (i) GST line cell and schematics of the 

experimental setup (j). 
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High-speed electrical characterization 

We developed a high-resolution electrical characterization scheme -built upon our pulse-based 

techniques for melting and crystallization experiments for Si micro-bridges- to extract the temperature 

dependent meta-stable electrical resistivity of the amorphous materials while monitoring the nucleation and 

crystallization dynamics in device scale. Long-duration crystallization process following amorphization is 

also electrically monitored as part of the same measurement. We have performed a set of detailed 

measurements on undoped Silicon and Ge2Sb2Te5 in the 300 - 673 K range[13], [14] using the high-

temperature cryogenic probe station (300 - 680 K, 10-5 torr) in our laboratory (Figure 21). Measurements 

on the Si structures show extremely rapid growth-from-melt and we have not yet observed amorphization 

and crystallization dynamics. As a contrast, GST solidifies as an amorphous material if the melt is allowed 

to rapidly cool (Figure 22). This allows observation of interesting materials behavior and characterization 

of its meta-stable amorphous phase. 

The crystallization time scale of GST ranges from >10 years at room temperature to ~100 ns close 

to melting (Tmelt-GST ~ 900 K). However, during a typical set operation (rise times ~ 1-100 ns), the 

amorphous region (a-GST) experiences melting without having sufficient time for re-arrangement of the 

atoms in a crystalline structure. Hence a-GST retains its metastable amorphous state all the way up to 

melting. Similarly, the metastable crystalline fcc phase is retained above the fcc-hcp transition during reset 

operation. In slow measurements (typical maximum ramp rate ~ 1K/seconds), a-GST (and fcc-GST) 

gradually crystallizes as the temperature of a hot-chuck is ramped. Hence, slow measurements do not 

capture the meta-stable amorphous resistivity (ρa-GST) or the nucleation and crystallization dynamics which 

are critically important for device modeling. Significant changes in the resistivity are observed at ‘transition 

temperatures’, which corresponds to temperature points where crystallization is faster than the particular 

ramp-rate of the measurement.[15]  

 

Figure 22. A, B: SEM images of example fabricated GST bridges with TiN contacts. C: We have observed highly 

asymmetric amorphization due to strong thermoelectric transport. 
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Slow and highly sensitive current voltage measurements using a semiconductor parameter analyzer 

can be used effectively to characterize highly resistive a-GST below the transition temperature, and a high-

speed but less sensitive technique can be utilized at elevated temperatures immediately after amorphization. 

Typical oscilloscopes used for high-speed measurements provide a very high resolution in time (<1 ns) but 

does not provide as much resolution in voltage. Although DC current measurements can be performed by 

measuring the voltage at a 50 Ω termination, the DC offsets in oscilloscopes vary over time and is not 

possible to get well calibrated DC I-V measurements in the µV range. Additionally, the data depth of the 

oscilloscopes is limited (10 million points in our case). Hence, the high-resolution pulse cannot be 

monitored along with the whole recrystallization process using a single oscilloscope for Tchuck = 300 ~ 700 

K. (Note: Data transfer for 10 million data points over USB 2.0 takes several minutes.) 

This technique utilizes a single-shot waveform containing sinusoid segments and a stepped melting 

pulse[16], [17] followed by a rapid cool-down (Figure 23). Sinusoids are used before and after the pulse to 

monitor the crystalline and the amorphous state resistivities at the ambient temperature and monitor the 

short-duration crystallization process. This waveform is applied in addition to a small DC offset that is 

continuously applied to the device. The long-duration DC offset enables electrical monitoring of the 

crystallization process and verifies the integrity of the device: recrystallization indicates successful 

amorphization, rather than a mechanical disconnect that is induced by the melting pulse. 

 
Figure 23. An example of applied and measured sequence of electrical signals showing voltage and current on a GST 

bridge and the sinusoidal fits in crystalline (before pulse) and amorphous (after pulse) states.  
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The raw data in each sinusoid segment is fit to a sinusoid with a fixed phase and frequency, 

minimizing the random errors due to noise (current levels are very low for the amorphous phase at low 

temperatures) and eliminate the problems associated with unknown offset voltages. The amplitudes from 

the sinusoid fits are used to construct current versus voltage graphs to extract the conductance from the 

slope. The amplitude of the sinusoid segments after the amorphization pulse are stepped up and down to 

form a hysteresis curve, monitoring the possible changes in the material during the 2 ms high-resolution 

measurement duration. 

The melting pulse is stepped to make an I-V measurement in the molten state with voltage steps 

long enough to avoid the complications due to the RC transient response (Figure 24). These I-Vs are fitted 

to calculate the molten state resistivity, which also verifies successful melting of the bridge. A 1 µs cool-

down period is used after the pulse with 0 V applied to the bridges to achieve rapid solidification prior to 

restoring to the baseline DC voltage level with the restart of the sinusoid signal. This eliminates the 

possibility of retaining a liquid filament after the melting pulse. The DC and AC signals used for the 

measurements are chosen to be large enough to observe measurable current levels (especially for 

amorphous phase after pulse) and small enough not to cause significant self-heating. Our experimental and 

modeling results show that the bridges return to the ambient temperature (controlled by the chuck) within 

the 1 µs cool-down period (time constant associated with cool-down is in ~1 ns scale). Linearity in the after 

pulse I-V characteristics as the voltage amplitude is stepped up and then down show that there is not a 

measurable change in the temperature of the structure or the phase of the material during the AC 

measurements (~ 2 ms). The long duration nucleation-crystallization dynamics is measured simultaneously 

using the DC signals via a DAQ card connected in parallel with 10 ms resolution, acquired directly into the 

memory of the computer controlling the measurements (DAQ card, the signal generator, oscilloscope and 

temperature controller), providing a practically unlimited record duration.  

 
Figure 24. Schematic illustration of the high-resolution waveform, indicating the time scales of the different 

segments vary significantly (top). A set of I-V characteristics obtained from sinusoid fits before melting pulse (0-78 

µs), stepped measurement during the melting pulse (78-80 µs), and sinusoid fits after the melting pulse (hysteresis 

measurement, 80-2000 µs) for Tchuck = 550 K (bottom). 
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Results 

Using this technique, resistivity of the material in the 

crystalline state (before melting pulse), liquid state (during the 

melting pulse) and in meta-stable amorphous state (after the 

melting pulse) are directly measured and some indications of the 

nucleation-crystallization dynamics (both short-duration high-

resolution, and long-duration, low-resolution) is obtained 

(Figure 25,Figure 26). ρa-GST versus temperature characteristic 

are determined from measurements on >30 devices at each 

temperature point. Hysteresis loops seen in the 500 K and 550 

K measurements and lack of any hysteresis at lower and higher 

temperatures indicate a peak in nucleation rate in an 

intermediate temperature range (~520 K), as was predicted by 

studies based on molecular dynamics simulations. 

We believe that this is a powerful technique to detect 

nucleation at device scale but does not directly measure 

crystalline ratio, unlike laser reflectance measurements. The 

conductance data acquired from these measurements do not 

have a linear relationship with crystalline fraction since almost 

no current flows the structure -no detectable change in 

resistance- until percolation paths start to form (~15% in 3D and 

~20-40% fill factor in quasi-2D structures). What is important 

for electrical devices is resistance not the fill factor, hence the 

results of these measurements are of more value compared to 

laser based techniques. Furthermore, it is not possible to make 

sensitive measurements at device scale using laser reflectance 

techniques. 

 

 
Figure 25. Measured GST resistivities as a 

function of chuck temperature. Solid lines 

show slow R-T measurements (with 3.5 

K/min heating rate ) on two cells. Symbols 

show measurement results at a constant 

chuck temperature. Each data point is an 

average of data collected from 35 cells. AC 

measurements for amorphous GST (Δ) for T 

≤400 K is not accurate enough with the 

waveform parameters used in these 

measurements since the capacitive coupling 

through the substrate is comparable to the 

current through the device at 1 MHz. There 

is a trade off between the resolution of the 

measurements during the melting pulse and 

the measurement duration, hence, the 

accuracy in the low temperature range. 

However, for T ≤400 K, high-resolution DC 

measurements performed minutes after the 

pulse yield accurate ρaGST values since the 

crystallization times are very long. Small 

markers are for a separate set of 

measurements around 520 K. 

 
Figure 26. (Left) Conductance calculated from the sinusoid fits during the high-resolution measurements (solid symbols) 

and long duration DC measurements (open symbols) for a single device. (Middle) I-V characteristics based on the high-

resolution measurements for a single device. Inset is a zoomed view highlighting the hysteresis loops seen for T = 500 

K and 550 K measurements. (Right) Relative increase in conductance within the measurement time (~ 2ms) as function 

of chuck temperature and a Gaussian fit to the data. 
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The device level metastable resistivity data of GST 

collected by the fast (in the order of ~μs) electrical 

measurement system developed during the last award 

period has been further analyzed in this period. In contrast 

to the typical Arrhenius relationship where the natural log 

of resistivity is linearly proportional to the inverse of 

temperature, the natural log of metastable resistivity 

shows linear relationship with temperature (Figure 27a) 

suggesting a non-constant activation energy. Surprisingly 

enough the molten resistivity measured on GST thin film 

falls right on top of the linear extrapolation of the 

metastable data supporting the assumption of amorphous 

GST being a ‘liquid state’ with a temperature dependent 

viscosity. 

Historically the conduction activation energy (Ea) 

in a mixed phase material is calculated as the slope of the 

Arrhenius plot. EA is extremely important to explain transport mechanisms in GST [19]–[22]. The 

temperature independent activation energy of GST is around 0.33 to 0.355 eV [19], [22], [23]. To figure 

out the metastable activation energy associated with device level operation we developed an algorithm that 

involves fitting the ln(ρ) vs. 1/kBT data with polynomial function, where ρ is the resistivity, kB is the 

Boltzmann’s constant and T is the temperature. We can write the resistivity using Arrhenius formula, 

 
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aexp0  (32) 

where Ea is temperature dependent, Ea = Ea(T) and ρ0 is the constant pre-factor. 

 Taking natural log of equation (32) we get,  
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 Now, ln(ρ) vs. 1/kBT, not being linear for the metastable case, can be fitted with higher order 

polynomial. As an example, the third order fit gives, 
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 Differentiation of (35) with respect to 1/kBT yields, 
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 From (34) and (36) we get, 
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Figure 27. a) Natural log of measured (high speed 

device level) resistivity as a function of 

temperature[18]. The last data point is the thin 

film measurement at melting temperature. b) 

Extracted activation energy by fitting a third order 

polynomial to the ln(ρ) vs. 1/kBT data. 
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 The closed form analytical solution of (37) is, 
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 The value of ‘Const’ is calculated using the room temperature value of activation energy reported 

in literature [19], [23], [22]. 

 The extracted Ea plotted in Figure 27b is parabolic in nature instead of being constant which 

signifies different carrier activation processes at different temperature.  
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demonstrate our model in this manuscript with 2-D simulations, and the model can be extended to 3-D 

simulations as well. 

Previously we have demonstrated a finite-element approach for simulating set and reset operation 

of  PCM cells that captures thermoelectric effects [29], [33] and general crystallization and amorphization 

dynamics using an effective media approximation [34]. In earlier works, phase changes are modeled using 

a rate equation to solve for the crystal density (CD) of each mesh element in the geometry during device 

operation: 

 
𝑑𝐶𝐷

𝑑𝑡
= 𝑁𝑢𝑐(𝑇, 𝐶𝐷) + 𝐺𝑟𝑜𝑤(𝑇, 𝐶𝐷) + 𝐴𝑚𝑜𝑟𝑝ℎ(𝑇, 𝐶𝐷) (39) 

In this effective-media approximation, each mesh element is assumed to represent a volume large 

enough such that (i) CD continuously varies between 0 (100% amorphous) and 1 (100% crystalline), (ii) 

the nucleation term produces a continuous field which increases CD over time according to published 

nucleation rates [24] and  (iii) percolation transport within each mesh element is accounted for by drastically 

increased electrical conductivity for CD > 0.3. Material properties are defined as continuous functions of 

CD and temperature (T). This approach is useful for modeling the crystallization and amorphization of large 

volumes of GST. 

 However, nucleation probabilities are very small in mesh elements on the order of 1 nm. Hence, a 

model that can capture nucleation and growth of discrete grains and track grain boundaries is better suited 

for modeling PCM devices with ~10 nm critical dimensions. Such a model can capture the variability in 

PCM cells due to variations in crystal grain sizes and distributions. 

Discrete nucleation is implemented by updating Nucleation in (39) with a periodic activation 

function. Unlike the method proposed in [25], where nucleation and growth solvers are explicitly separated, 

here we use a single differential equation (39) to model the changes in the material which is fully coupled 

with the electro-thermal model as described in Part I. The discrete nucleation model generates random 

numbers between 0 and 1 and stores them in an array, rn(x,y,t), defined on a square x-y grid for each 

activation period (tnuc). The Nucleation term is computed by comparing rn(x,y,t) with the nucleation 

probability (pnuc) at each point using a dynamic step-function: 

Table 2: Analysis of Crystallization Results in Figure 28. 

Max. 

T 

(ºC) 

Source 
Total 

Grains 

% Area 

Crystallized 

Average 

Grain 

Radius 

(nm) 

146 

[4] 441 12.1 
7.06 ± 

4.5  

This 

work 
275 23.4 

13.4 ± 

5.8 

148 

[4] 961 59.9 
10.8 ± 

6.2 

This 

work 
826 61.6 

11.8 ± 

6.9 

150 

[4] 810 75.8 
13.1 ± 

8.2 

This 

work 
754 76.8 

14.2 ± 

7.2 

 

Figure 28.  Comparison of simulation results from 

our nucleation and growth model (a-c) with the 

model from Burr et al. [24] (d-f), “Observation and 

modeling of polycrystalline grain formation in 

Ge2Sb2Te5,” Journal of Applied Physics, 2012, vol. 

111, no. 10, p. 104308-5]) at various temperatures. 

Indicated temperatures signify the maximum 

temperature achieved during a 1.3 C/s ramp. 
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 𝑁𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 = 0.8 ns−1(1 − 𝐶𝐷)(𝑟𝑛(𝑥, 𝑦, 𝑡) < 𝑝𝑛𝑢𝑐) (40) 

 𝑝𝑛𝑢𝑐 = (𝐼𝑠𝑠(𝑇))(𝑉𝑜𝑙𝑛𝑢𝑐)(𝑡𝑛𝑢𝑐) (41) 

where Iss (nuclei·m-3·s-1) is the published temperature dependent steady-state nucleation rate [24]. Volnuc 

(nucleation site volume) is determined by the grid size used for rn(x,y,t) and an assumed depth. This 

technique approximates nucleation as a phenomenon that occurs at discrete time intervals with period tnuc. 

If rn(x,y,t) < pnuc then nucleation of a crystal grain initiates at that site. This causes Nucleation in  (39) to 

increase CD at a chosen rate of 0.8 ns-1, fast enough to capture device switching dynamics while being 

computationally efficient (Figure 30a). 

Once the nucleation of a crystal grain is initiated and CD reaches a significant value (~0.1), Growth 

in (39) rapidly brings CD to 1 at that mesh point, completing nucleation. The ∇·(∇CD) term of Growth, as 

described in Part I, then becomes large at the edges of the nucleated grains, initiating templated growth 

(Figure 30b-e).  

The value of Growth at the expanding grain edge is temperature dependent. In the example shown 

in Figure 30, Growth increases CD at a rate of 0.5 ns-1, bringing CD to 1 in 2 ns at the grain interface, 

resulting in the expected growth velocity of 0.5 m/s at 600 K [24]. 

The activation period tnuc should be small enough that nucleation probability is negligible within 

the volume that will crystallize through growth of existing grains during tnuc. We use tnuc = 5 ns for 

simulations of device operation, and we choose tnuc at time tk such that on average a single nucleus will 

appear within a certain volume (Vol) for simulations of long duration anneals: 

 ∫ ∫ 𝑝𝑛𝑢𝑐𝑑𝑉𝑜𝑙
𝑉𝑜𝑙

𝑑𝑡
𝑡𝑘+𝑡𝑛𝑢𝑐

𝑡𝑘

≅ 1 (42) 

Since pnuc is temperature dependent, tnuc must be updated dynamically in simulations of ramped temperature 

anneals. 

Amorphization in (39) is adapted from Part I to rapidly reach CD = 0 at locations where T ≥ Tmelt 

(873 K). 

We use nucleation and growth rates from [24], where Burr et al. use a more fundamental but 

computationally expensive cellular automata approach that calculates the surface energy density and bulk 

free energy difference between crystal grains and surrounding amorphous areas. Our model gives similar 

results (Figure 28, Table 2) and 

is suitable for modeling crystallization dynamics coupled with electro-thermal physics in nanoscale devices. 

 

Figure 29. pw_growth(‖𝑪𝑫⃗⃗⃗⃗⃗⃗ ‖
𝟏
) constrains each 

component CDi such that ‖𝑪𝑫⃗⃗⃗⃗⃗⃗ ‖
𝟏
 is stable at 0 and 1. 
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Previously we have used a scalar variable CD to model crystalline density. Here, we define 

crystalline density as a vector 𝐶𝐷⃗⃗⃗⃗  ⃗ = {𝐶𝐷1, 𝐶𝐷2, 𝐶𝐷3} to model crystallinity and grain orientation 

simultaneously. The one-norm of 𝐶𝐷⃗⃗⃗⃗  ⃗, ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
, is used to define local crystallinity: 

 
Figure 30. Visualization of time evolution of the nucleation and 

growth of a discrete grain showing the contributions of the 

Nucleation and Growth terms at 600 K. 
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Figure 31. Time evolution of nucleation and growth of two 

expanding grains with unique, randomly generated CDi 

components (each shown as a different color) indicating 

individual grain orientations. 

 

Figure 32. Simulated anneal of a 200 nm square of GST. 

(a) The one-norm of CD is used to identify crystalline (red) 

and amorphous (pink) material. (b) CD1 has different 

values for individual crystalline grains, and can be used to 

distinguish grains with different orientations. 

 

Figure 33.  Fully annealed 200 nm square of GST. (a) One-

norm of CD (red) with grain boundaries overlaid in white. 

(b) Grain orientation presented in the form of CD1. 
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 ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
= 𝐶𝐷1 + 𝐶𝐷2 + 𝐶𝐷3 (43) 

with ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
= 0 and ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖

1
= 1 corresponding to fully amorphous and fully crystalline states respectively. 

The rate equation used to track crystallinity used previously is adapted to track each component  𝐶𝐷𝑖: 

𝑑𝐶𝐷𝑖
𝑑𝑡

= 𝑁𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛𝑖  (𝑇, ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖1, 𝑟𝑛𝑖) 

+𝐺𝑟𝑜𝑤𝑡ℎ𝑖 (𝑇, ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖1, 𝛻
2𝐶𝐷𝑖) + 

𝐴𝑚𝑜𝑟𝑝ℎ𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑖 (𝑇, ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖1, 𝐶𝐷𝑖) 

(44) 

which solves for all 3 components simultaneously. Growthi is scaled by the control function pw_growth 

(Figure 29) to constrain 0 ≤ ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
≤ 1.  Upon nucleation with (2), a nucleus is assigned a random 

distribution of 𝐶𝐷⃗⃗⃗⃗  ⃗ components (  Figure 31 a,b).  
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Figure 34. Experimental resistance-temperature (R-T) 

characteristics of a crystalline GST 50 nm thin film 

annealed at 553 K (R1) and 593 K (R2) obtained using 

a high-temperature Seebeck measurement setup [35]. 

We assume that subtracting the resistance of R2 from 

R1 eliminates the contribution of crystal grains; hence 

the grain boundary activation energy can be calculated 

using an Arrhenius relationship for (R1-R2) below glass 

transition temperature (~370 K [36]). A grain 

boundary activation energy of ~29 meV (inset) is 

obtained.  

 
Figure 35. A series of set pulses (a) with a baseline is 

applied to a pre-nucleated amorphized mushroom cell 

with heat of crystallization on (b-d) and off (e-g). Heat of 

crystallization enhances thermal runaway, leading to 

higher temperatures and more crystallization. Contours 

show temperature in 100 K increments as indicated.  
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Growthi is scaled by 
𝐶𝐷𝑖

‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1

 to preserve the 

correct component distribution as grains expand 

(Figure 31c,d) and terminated by pw_growth when 

‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
= 1 to halt growth where crystalline grains 

meet. The result is a uniform field of ‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
= 1 

(Figure 31e, Figure 32a) and discontinuous 𝐶𝐷𝑖 

values at grain boundaries (Figure 31e, Figure 

32b).  |∇𝐶𝐷⃗⃗⃗⃗  ⃗| is typically <10-3 nm-1 within 

individual grains and ~0.5 nm-1 at grain 

boundaries. We define grain boundaries where 

‖∇𝐶𝐷⃗⃗⃗⃗  ⃗‖
1
≥ 5 × 10−3 nm-1, capturing the vast 

majority of boundaries. The identified grain 

boundaries have an average thickness of ~2 nm 

(Figure 33). 

Simulations 

We demonstrate our crystallization model with 

grain boundary physics and heat of crystallization, 

in addition to the Joule heating and thermoelectric 

effects [29], [33], [37] described in Part I, on 

mushroom cells with 10 nm heaters. A 

temperature dependent activation energy term is 

included at grain boundaries to capture transport limited by thermionic emission [38]: 

 𝜎𝐺𝐵 = 𝐴𝜎𝑐𝑒
−𝐸𝑎
𝑘𝐵𝑇 (45) 

where kB is the Boltzmann constant and σc = 145 Ω-1cm-1 is used as the conductivity of crystalline GST. 

The activation energy Ea is calculated as 29 meV from a series of R-T measurements (Figure 34) [39]. A 

scaling factor A = 4 is used to account for the difference between the ~2 nm grain boundary thicknesses in 

our simulations and the expected thickness of ~0.5 nm [26], so that the total grain boundary resistance is 

captured correctly. 

GST releases energy during crystallization as it relaxes into a lower energy state. An external heat 

source Q0, dependent on the time derivative of 𝐶𝐷⃗⃗⃗⃗  ⃗, is used to model this latent heat of crystallization (ΔHc): 

 

𝑄0 =

{
 
 

 
 
0,                              

𝑑‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1

𝑑𝑡
≤ 0

𝛼 ∗
𝑑‖𝐶𝐷⃗⃗⃗⃗  ⃗‖

1

𝑑𝑡
,          

𝑑‖𝐶𝐷⃗⃗⃗⃗  ⃗‖
1

𝑑𝑡
> 0

  (46) 

where α = 23.5 MW/m3 to match ΔHc = 3.9 kJ/mol [40]. The heat source is turned off upon amorphization 

as the latent heat of fusion during melting is already modeled by an increase in the heat capacity, as 

described in [28], [29], [40]. 

The temperature difference at growth fronts during steady state crystallization due to ΔHc is 

relatively small (~1 K). However, ΔHc can significantly impact the formation of percolation paths that 

experience high thermal gradients and thermal runaway [41] during rapid set operation in nanoscale 

 

Figure 36. Grain maps for set (a,c) and reset (b,d) states in 

a 10 nm mushroom cell. Cycle-to-cycle resistance for set 

(blue) and reset (red) states over 10 cycles is shown in (e). 

The voltage difference between the top and bottom TiN 

contacts and the maximum temperature within the GST for 

the first cycle are shown in (f). 
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devices. We illustrate this by applying a series of steadily decreasing set pulses (Figure 35a) to a reset 

mushroom cell with (Figure 35 b-d) and without (Figure 35 e-g) modeling ΔHc. 

Stochastic nucleation and growth dynamics cause variations in percolation paths and grain maps. 

Hence, the time and power necessary to cycle a device and the set and reset resistances can vary 

significantly. An example of the cycle-to-cycle variations in both set and reset states is presented in Figure 

36. The relative standard deviation of all reset state resistances after the first cycle is ~0.5%. The first reset 

state (Figure 36b) resistance is ~46% below the others due to nucleation near the heater. Grain boundary 

resistances contribute proportionally more to the total resistance in the set state than in the reset state; hence 

the set state is more sensitive to grain map changes leading to a ~4% cycle-to-cycle deviation. 
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6. High-temperature characterization of relevant materials  

Development of high temperature material characterization tools 

Seebeck measurement setup  

The high temperature Seebeck coefficient 

and resistivity measurement setup was 

constructed using materials available in 

our laboratory (stepper motors, metal 

parts, etc.) and common inexpensive items 

(e.g. I/O cards, thermocouples, Pyrex 

cookware, copper tubing, cartridge heaters 

and an inductive cooktop (Figure 37). The 

measurement setup was the topic of a 

journal paper [42] and was discussed in 

few conference presentations. 

Measurement technique is based on the 

linear approximation of the 

proportionality constant S between the 

open circuit voltage V0 and the 

temperature difference ΔT across a sample 

[43]. The sample holder in the setup is a 

brass chuck (non-magnetic disc) of 87 mm 

diameter and 10 mm height, put on top of 

two steel plates and supported by a high 

temperature glass-ceramic base. The L 

shape probe arms are screwed to a ceramic 

glass plate for electric isolation (not shown in the figure) then attached to the chuck to minimize the effect 

of vibrations on the electrical contacts. Tapered tungsten probes of 2.4 µm tip radius and 45 degree angle 

are attached to the probe arms and gently pressed against the surface of the sample to form electrical 

contacts (Figure 37). Two Omega K-type thermocouples of 0.5 mm diameter tip are clamped laterally to 

each side of the sample. The electrical probes are then carefully aligned to be centered with the 

thermocouple probed spots (Figure 37). For some samples, lithographically patterned metal contacts were 

also used to set the distance between the probes. A distance of 20 mm between the two sides of the sample 

is sufficient to achieve a temperature difference ∆T ~10 °C. Signal and ground lines of coaxial cables are 

connected directly to the corners of the probe arms. 

For resistive heating two cartridge heaters of 300 Watt each are inserted in either side of the chuck 

and controlled individually using a relay card to heat and establish a temperature gradient in the sample. 

The distance of ~ 70 mm between the two heaters allows us to generate a temperature difference of ~ +/- 

20 °C going from one side to the other. By adjusting the On/Off time periods for each heater the 

temperature difference is controlled and stabilized along with the heating rate and the average temperature. 

The temperature profile on the chuck is simulated and examined with COMSOL Multi Physics. Finite 

element simulation of heat transfer in a brass chuck (same dimensions as the one used in the setup) is 

solved with time dependent heat transfer model. Temperature profile is represented in the inset of Figure 

38. The thermal inertia and the temperature diffusion inside the chuck keep the temperature almost linear 

 
Figure 37. Schematics of the high-temperature Seebeck coefficient 

and resistivity measurement setup. Two C-shaped surrounding 

steel plates form an enclosure for heat confinement and probe arms 

heating (with either resistive or inductive heating). The probe tips 

on the surface of the sample are centered with the thermocouples 

probed spots. The actual setup has 4 probe arms and 4 

thermocouples so that two samples can be measured at the same 

time. Resistive or inductive heating can be used. With inductive 

heating, the non-magnetic chuck (brass alloy) is heated by contact 

to the steel plate which in turn is heated by the AC magnetic field 

generated by the water cooled copper pipe coil underneath. The 

measurement area is enclosed in low vacuum chamber surrounded 

with a glass shield filled with nitrogen (not shown in the 

schematic). 
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on the surface between the heaters while tuning the temperature 

gradient. For a temperature difference of 10 ºC between the 

heaters at an average temperature of 95 ºC, the temperature 

versus distance on the surface of the chuck is given in Figure 38. 

This profile justifies taking the average temperature between the 

two sides of the sample as the average temperature of the chuck. 

For inductive heating, a water cooled copper planar coil 

positioned underneath the chuck and supported by a motorized 

stage is used to generate a high frequency (160 KHz) magnetic 

field that heats the steel C-shaped plates surrounding the test 

area which in turn heat the non-magnetic chuck by direct contact 

(Figure 37). The water cooled planar coil was made using spiral 

copper tube isolated with Kapton tape and can withstand chuck 

temperatures ~ 800 °C. To control the sample temperature, the 

switching of the heater is controlled through the relay card while 

the temperature gradient along the sample is adjusted by the 

position of the coil underneath the chuck. The temperature gradient was found to be in direct relation with 

the number of steps completed by the stepper motor within a certain range (~ 3cm right or left from the 

center). The inductive heater is turned off (through the relay card) during each measurement to avoid 

possible interferences and magnetic field effects on the sample or probes materials (e.g. bismuth–antimony 

alloys in thermocouples)[44]. 

The setup is fully automated using a LabVIEW interface. The regulation of temperature starts when 

it reaches 80% of the target. The maximum temperature reached with the setup is ~ 750 °C. When the 

temperature is stabilized around the target and the temperature gradient is set across a semiconductor 

sample, the I-V characteristics measured with a semiconductor parameter analyzer (PA) provide us 

simultaneously with the Seebeck voltage, which is the x-axis intercept of the linear fit of the data, and with 

the resistance between the two contacts which is the slope of the linear fit. The advantage of using the PA 

is that the x-intercept of the I-V curve is not modified by the contact resistance. Two samples can be 

measured simultaneously using the 4 Source Monitor Units (SMUs) of the PA. The temperature on the 

surface of the sample is examined with COMSOL (heat transfer simulation) and it is found to be very close 

to the temperature of the chuck.  

Hall measurement setup 

The measurement of the Hall coefficient enables determination of carrier type and carrier concentration 

along with the carrier mobility in a material. Like the previously described Seebeck coefficient 

measurement setup, the developed high temperature hall coefficient measurement setup was the topic of a 

journal paper [45] and was discussed in few conference presentations. Multiple measurements on single 

crystal low doped silicon sample show good agreement with published data. Based on the van der Pauw 

technique [46], the electrical resistivity and Hall coefficient are simultaneously extracted from multiple 

current-voltage measurements performed by a PA. The fully automated setup uses rare earth permanent 

magnets for constant magnetic field generation and can reach up to ~500 ºC sample temperature, limited 

by the power of the heaters, heat conduction along the chuck, and oxidation of the electrical contacts. The 

setup consists of three main parts: The sample holder with heating elements, the movable stage with the 

magnetic frame, and the electronic control and data acquisition components.  
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Figure 38. Temperature on the surface of the 

chuck along the diameter perpendicular to 

the heaters simulated after 60 s by setting the 

temperature of the resistive heaters to 100 °C 

in one side and 90 °C in the other.  The inset 

represents the temperature profile of the 

chuck. 
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The sample holder is a brass chuck of 

6 cm × 1 cm × 22 cm laying on a glass-ceramic 

base of 10 cm × 0.4 cm × 28cm and enclosed 

in a measurement chamber (Figure 39). Two 

cartridge heaters of 300 Watts each are insert 

in one end of the chuck while the other end is 

designed to support samples. 4 electrical 

probes are attached to the top surface of the 

ceramic base and connected to coaxial cables 

from the bottom of the base. The contacts are 

articulated in the middle so they can be 

positioned to measure square samples between 

1 mm and 25 mm side-length. Two 

thermocouples are clamped to the chuck 

surface, one between the heaters for temperature regulation and the other close to the sample (1~2 mm) to 

record the sample temperature. When the temperature near the heaters is stable around the target, the system 

waits for 10 minutes during which the temperature of the sample asymptotically and without rippling 

approaches a stable value. This is important for characterization of materials that undergo irreversible 

changes with temperature, such as phase-change compounds. When the measurement at a given temperature 

is complete the target temperature is increased to the next step. The system repeats the stabilization tasks 

with measurements until the final temperature cycle. The chuck is enclosed by an aluminum cover, sealed 

on top of the ceramic base, to prevent light straying and to form a chamber that is filled with nitrogen to 

reduce oxidation of the samples and setup components at high temperatures. An opening along the center 

of the chuck drives nitrogen from the heaters side to the sample side inside the chamber.  

The movable magnetic frame is controlled with two stepper motors to apply an ‘up’, ‘down’ or ‘no’ 

field to the samples (Figure 39). Two N42 grade neodymium magnets, 4 inch × 2 inch × 1 inch thick rare 

earth NdFeB blocks that can provide a maximum field of 1.32 Tesla each, with an operating temperature 

up to 80 °C, are fixed on the horizontal walls of an iron rectangular frame that measures 9 cm by 15 cm 

inside, 10.5 cm by 16.5 cm outside, and 6.3 cm in depth (Figure 40). The gap between the two magnets is 

about 3 cm so the magnetic frame can be freely moved to surround the sample holder. The magnetic frame 

is fixed on an aluminum movable stage from the 2 vertical sides through an axis in two bearings connected 

to a stepper motor to flip the magnetic field direction between ‘up’ and ‘down’, normal to the surface of the 

sample. 

 For the electronic control of the system, the setup uses 

two Arduino Mega 2560 cards[47] connected through USB to a 

computer. One card is used to measure temperature from the two 

thermocouples as described before, and to generate switching 

pulses for the relay card for temperature control and 

stabilization. The second card is used to drive the stepper motors 

to apply or remove the magnetic field. The two cards, as well as 

an HP 4145B semiconductor PA are simultaneously controlled 

with the measurement computer through a LabVIEW interface. 

Once the temperature is stabilized within a given range, the 

stepper motors move the magnetic frame to the sample and the 

 
Figure 39. Schematic of the Hall measurement setup. On the 

right is the chuck sitting on a ceramic glass support. The dashed 

line determines the region that is insert between the magnets of 

the movable stage to apply a magnetic field to the sample. The 

4 coax cables are connected to the probes from underneath the 

glass support. 

 
Figure 40. Optical image of the 

measurement setup. The white mark on the 

magnetic frame indicates that the magnetic 

field is directed up between the magnets. 
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PA performs an I-V and transfers the data to the computer. Articulated electrical contacts allow 

measurements on different size samples, from ~ 2 mm to 25 mm side length 

To avoid the influence of minority-carrier injection on the measurements, the current passing 

through the sample is maintained low enough to get linear I-Vs as discussed in ref [48]. Bipolar 

thermomagnetic effect, or Ettingshausen effect [43], [49] may also introduce an error in Hall coefficient 

measurements for the case of intrinsic semiconductors or semimetals. This effect refers to the potential that 

is created in addition to the Hall potential if there is a temperature difference between the voltage 

measurement points (ΔV = - S.ΔT, where S is the Seebeck coefficient). It is usually very small and 

considered a minor effect [49], [50] especially in cases of expected uniform thermal profile as in our case 

where the sample sits on a large metal chuck. The flow of nitrogen through the chuck into the sample 

chamber helps create a uniform temperature environment. Additional thermocouples may be installed 

around the sample to account for this contribution in materials or setups where this Seebeck voltage may 

be significant. 

The temperature between the heaters follows the target closely (with rippling of ± 4°C at 700 °C) 

while the temperature close to the sample is significantly lower ( ~ 315 °C and 510 °C at chuck temperatures 

of 400 °C and 700 °C). The temperature difference between the surface of the sample and the surface of 

the chuck is expected to be insignificant based on finite element simulations. The increase in sample 

temperature during the time it takes to complete the measurement is ~1 ºC at 400 ºC and less than 2 at 

500°C which is acceptable since it is in the order of the tolerance of the thermocouples used. 

Simultaneous R-T and S-T measurement on GST 

Continuously increasing temperature measurements of R(T) were performed on 50 nm, 100 nm, and 200 

nm GST thin films up to the melting temperature and scaled to resistivity ρ(T), represented in Figure 41, 

using the room-temperature resistivity value after anneal at 200 °C. During these measurements the 

temperature was increased with a constant rate of 5 °C/min. The two transitions, from amorphous to fcc 

and from fcc to hcp correspond to the turning points in the curves, and occur at ~155°C and ~365°C 

respectively. The as-deposited amorphous films have room-temperature resistivity ~ 8.7x102 Ω.cm, in 

agreement with reported literature values of 8x102~ 9x102 Ω.cm 

[14]. The films typically become discontinuous after the melting 

temperature at 600 °C. The drop in the resistivity curve after 585 

°C (Figure 41 inset) indicates that the film is molten and the 

liquid resistivity at this point is 1.14 mΩ·cm, also in agreement 

with previously reported values for liquid GST resistivity [17], 

[51]. Film thickness reduction from density change at the first 

transition was reported ~ 5% [52] but not taken into account in 

our calculations. 

The R(T) curves of the GST films show a drop in 

resistance of more than five orders of magnitude as the material 

transitions from amorphous to fcc and hcp crystalline phases 

whereas this ratio is only approximately four orders of 

magnitude in GST devices[17]. This difference is attributed to 

the melt-quench amorphization process in small-scale devices 

through electrical pulses, which leads to lower atomic disorder, 
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hence lower amorphous resistivity to start with, compared to as-deposited amorphous films. 

In order to characterize the temperature-dependent resistance R(T) and Seebeck coefficient S(T) of 

the material at each crystalline state as the material progressively changes from amorphous to crystalline, 

measurements during multiple heating and cooling cycles with increasingly maximum temperature were 

performed (Figure 42a and b). The R(T) and S(T) characteristics were obtained simultaneously from 2-

point I-V measurements performed on 2 samples using a PA. Due to the required thermal gradient, and for 

practical experiment times, the measurements are performed from 40 °C in 10 °C increments up to 300 °C 

and in 20 °C increments above 300 °C. The final temperature was set to 180 °C for the first cycle and was 

increased by 20 °C for each subsequent cycle.   

The R(T) characteristics show the expected exponential decrease in resistance with increasing 

temperature, within each crystalline state, as the material progressively crystallizes from amorphous to fcc 

and from fcc to hcp [53], [54]. Given the large carrier concentration in GST [55], [56], the overall decrease 

in resistance from one annealing cycle to another  is expected to be mostly due to the increase in mobility 

with crystallization. After the fcc to hcp transition (last four R-T curves) the material shows a metallic 

behavior with the resistance increasing with temperature due to mobility degradation with increasing 

phonon scattering. These results are in agreement with reports in the literature of metallic behavior of hcp-

GST, observed as a positive temperature coefficient of resistivity [13],[18],[19]. Assuming an Arrhenius 

dependence of conductivity on temperature below the glass transition temperature (reported ~100 °C [36]), 

the conductivity of the material in the exponential regions can be expressed by: 

 𝜎 =  𝜎0𝑒
−𝐸/𝑘𝑇 (47) 

where E is the conduction activation energy, k is the Boltzmann constant, T is the absolute temperature, and 

σ0 is defined as the minimum metallic conductivity [59]. In the amorphous phase, the activation energy E 

is thought to include the activation energy for hopping mechanisms which do not occur in fcc and hcp-GST 

based on UV/visible/NIR band gap measurements [60]. The activation energy for conduction obtained for 

the amorphous phase from the first cycle, E=0.417 eV, is in agreement with reported values [61] and it 

 
Figure 42. a) 50 nm GST sample resistance measured multiple times to increasingly maximum temperature. The 

measurements were performed in steps of 10 °C for the first measurements up to 200 °C, 20 °C step up to 520 ⁰C, 

and 50⁰C step initially for the last measurement up to 540 °C. The temperature is stabilized at each step for ~20 min 

while/before measuring the Seebeck coefficient. The dashed line represents the resistance value of the sample at the 

second transition temperature (Rc0). The inset in the graph shows the conduction activation energy, obtained from the 

slopes of the linear fit of ln(R) vs. 1/kT, as a function of the conductivity of the sample at room temperature, b) 50 

nm GST Seebeck coefficient variation with temperature measured simultaneously with the resistance of the sample 

given in a. The inset represents the slopes dS/dT plotted as function of the conductivity of the sample at room 

temperature, and c) Evolution of the slopes of Seebeck curves with the activation energy E for 50 nm GST thin film. 

The inset represents a zoom in plot on the negative values of E where the GST switched into the hcp phase. Notice 

for positive values of E (fcc-GST) the relation dS/dT-E is linear with an intercept of 0.155 μV/K2. 
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decreases as the material crystallizes in the following cycles of increasingly maximum temperatures (inset 

in Figure 42a).  

Figure 42b shows the S(T) measurement results obtained simultaneously with the R(T) results. 

Once the material starts crystallizing (from the first heating-cooling cycle onward), and for each state 

(corresponding to the material annealed at the previous cycle maximum temperature) the Seebeck 

coefficient increases approximately linearly with temperature, before a higher temperature is reached and 

further material changes occur due to continuing crystallization. Linear fits of these linear region in the S-

T curves with fixed zero intercept (0 mV/K @ 0 K) present very small relative standard deviation errors on 

the slopes (0.6~3.7%). The observed linear dependence of the Seebeck coefficient with temperature is in 

agreement with that obtained within the Boltzmann approximation transport model for degenerate 

semiconductors[62]–[64]: 

 𝑆 =
8𝜋2𝑘𝐵

2

3𝑞ℎ2
𝑚∗𝑇 (

𝜋

3𝑛
)
2/3

 (48) 

where kB is the Boltzmann constant, h is the Plank constant, q is the elementary charge, n is the carrier 

concentration, m* is the carrier effective mass, and T is the absolute temperature.  

The derivative dS/dT, in turn, shows a strikingly linear dependence on the conductivity activation 

energy (Figure 42c) which suggests a linear relation between the effective mass and this activation energy 

(in the crystalline state region where this energy is positive and may be a meaningful conduction parameter). 

This observation can be used to empirically determine the temperature dependence of conductivity or 

Seebeck coefficient of a given mixed-phase state GST based on a single room-temperature measurement 

of the Seebeck coefficient or conductivity measurements at a few low temperature points (to obtain E). 

 The positive Seebeck coefficient obtained for the GST films confirms the p-type conduction of the 

material up to the maximum measured temperature of ~ 800 K. The S(T) decrease with temperature for the 

amorphous phase, as well as the increase with temperature for the stable hcp phase, are in agreement with 

previously reports [51], [57]. For the fcc phase however, these multiple stepped measurements show that 

the Seebeck coefficient also increases with temperature for a given crystalline state, up to the maximum 

temperature reached in the previous cycle. The decrease of S(T) with temperature observed in continuous 

measurements (such as those shown in Figure 42b, and also previously reported for different anneal 

temperatures [65], [66]) is therefore due to crystallization-related material changes, rather than bipolar 

conduction which explains the turn-around in stable semiconductors as they approach the intrinsic regime. 

The positive S(T) slope we observe for the crystalline material (both fcc and hcp) is consistent with 

observations of asymmetric amorphization of PCM line cells toward the higher potential terminal [33], 

[67], [68]  

Percolation model and correlation to the grain size 

Since the increase of average grain size in fcc-GST is only from ~18 to ~30 nm [69], the drastic change in 

conductivity observed at the amorphous to fcc transition is likely due to  percolation paths that form in the 

material as both the number of grains and the grain size increase. Conductivity of an inhomogeneous 

material formed by two different materials with different properties was described in late 1800's by 

Rayleigh [70] and Wiener [71] and then formulated into the effective-medium theory by Bruggeman [72] 

for various shapes and by Landauer [73] for spheres of conductivity σc embedded in a material of 

conductivity σa. The model was adopted recently for mixed phase amorphous-crystalline chalcogenides like 

GST[74]. In this work, we model mixed phase amorphous-fcc GST as spheres of fully crystalline fcc-GST 
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embedded in amorphous GST and use the average grain sizes obtained from XRD measurements as the 

diameter of the spheres. The conductivity of the mixed material in this case is given by [72]–[75].  

 𝜎 =
1

4
[2𝜎𝑝 − 𝜎𝑞 +√(2𝜎𝑝 − 𝜎𝑞)

2
+ 8𝜎𝑎𝜎𝑐] (49) 

with  

 
𝜎𝑝 = (1 − 𝑓)𝜎𝑎 + 𝑓𝜎𝑐 

𝜎𝑞 =  (1 − 𝑓)𝜎𝑐 + 𝑓𝜎𝑎 
 

where σc is the conductivity of the crystalline spheres, σa is the conductivity of the amorphous GST, and f 

is the crystallinity fraction of the material (fraction of the crystalline volume to the total volume of the 

sample). 

Solving equation (6) for f yields: 

 𝑓 =
(𝜎 − 𝜎𝑎)(2𝜎 + 𝜎𝑐) 

3𝜎(𝜎𝑐 − 𝜎𝑎)
 (50) 

which can be written in terms of the resistances assuming a constant geometry factor C, σ=C/R as: 

 𝑓 =
(𝑅𝑎 − 𝑅)(𝑅 + 2𝑅𝑐) 

3𝑅(𝑅𝑎 − 𝑅𝑐)
 (51) 

where R, Ra, and Rc are the resistances of the mixed phase, the amorphous, and the fully crystalline fcc GST 

respectively.  

 The resistance of the mixed phase material at each crystallinity fraction f follows an Arrhenius 

dependence: 

 𝑅 = 𝑅0 exp(𝐸/𝑘𝐵𝑇) (52) 

with R0 and E are the pre-factor and conduction activation energy of the mixed material. The parameters 

for amorphous GST Ra0 and Ea are obtained from the first R-T measurement on the amorphous film: 

 𝑅𝑎 = 𝑅𝑎0 exp(𝐸𝑎/𝑘𝐵𝑇) (53) 

The resistance of fully crystalline fcc-GST is assumed to be constant with temperature (E = 0 eV) 

since the activation energy is observed to change from positive values for mixed amorphous-fcc phase to 

negative values for mixed fcc-hcp phase (see dashed lines in Figure 42a). The constant resistance value for 

fully crystalline fcc-GST is taken as the resistance at the second transition temperature obtained from the 

zero of the second derivative of the 'envelope' of the R-Ts (formed by the last data point from each cycle). 

 𝑅𝑐 = 𝑅𝑐0 (54) 

The different parameters, Ra0, Ea, and Rc0 are given in Table 1 for the 50nm and 200 nm thick films and 

are used to calculate the crystallinity fraction f of the sample as a function of temperature from equation 

(54). 
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Table 3: Extracted parameters from the measurements. 

 50 nm thin film 200 nm thin film 

Ra0 (Ω) 77.05 56.99 

Ea (meV) 419.8 376.7 

Rc (Ω) 3558 1104  

Figure 43 shows experimental S-T slopes of the mixed-

phase material as a function of the calculated crystallinity f for 

the 50 nm and 200 nm thick films. The crystallinity fraction of 

the 200 nm thin film is higher than that of the 50 nm film. It was 

also observed in crystal volume fraction change with annealing 

time at 160 °C for different thicknesses [76]. We believe the 

difference came from the average grain size dependence on film 

thickness. 

As mentioned before, dS/dT in degenerate conductors is related to the effective mass (~ m*/n2/3) 

and the sharp decrease in dS/dT observed here as a function of crystalline fraction indicates a corresponding 

variation in this ratio, m*/n2/3. A sharp decrease in hole effective mass is mentioned in the modeling work 

by Bogoslovskij and Tsendin as a possible mechanism of threshold switching with self-heating in 

chalcogenide glasses[77]. 

XRD measurements were also performed to correlate 

the transport parameters to the grain size in the mixed-phase 

material using the percolation model[72]–[75]. Both room 

temperature measurements on pre-annealed samples and in-situ 

measurements (at stabilized temperatures during anneal)[78]  

were performed. Figure 44 shows the evolution of XRD patterns 

with temperature for an as-fabricated amorphous 100 nm GST 

film as the chuck temperature was increased from room 

temperature to 585 °C in 100 °C steps and decreased back to 

room temperature. The peaks in the pattern of the amorphous 

sample are repeated in all patterns suggesting these originate 

from the silicon substrate and sample holder (Aluminum). The 

fcc phase of the sample at 200 °C and 300 °C is identified by the 

peaks at 25.5°, 29.4°, 42.4° and at 52.6° while the hcp phase exhibits different peaks at the angles 21.4°, 

25.7°, 28.9°, 40.1°, 42.8°, 48.5°, and 52.9° corresponding to different planes, similar to what has been 

previously observed [79]–[83]. After cooling down the sample to room temperature, a new pattern is 

acquired and it shows a small shift to the right in all hcp peaks, which is due to the thermal expansion of 

the material at high temperatures [84]. From these results, the highest increase in the hcp planes spacing is 

1.45% at 400 °C for the (004) direction. The average grain size at different temperatures was obtained from 

the XRD patterns using the Scherrer equation [85], [86] which relates the full-width-half-max (FWHM) β 

from the peak intensity with the grain size (gs) [87]: 

 𝑔𝑠 =
0.9𝜆

𝛽 cos 𝜃
 (55) 

where λ is the X-ray wavelength and θ is the diffraction angle. XRD measurements have been previously 

reported for hcp-GST annealed up to 330 °C and the average grain size was found to be 40.3 nm [88].  
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Figure 43. dS/dT vs. f  in 200 nm GST thin 

films. 

20 25 30 35 40 45 50 55 60 65

(004)

(203)
(106)

(106)
(110)

(110)

(005)

(004)

Si (004)

30 
o
C

400 
o
C

300 
o
C

200 
o
C

100 
o
C

30 
o
C

(222)

(222)amorphous

amorphous

hcp

hcp

fcc

fcc

Si (002)

 (103)

(200)

(200)

(203)

(009)/(113)

(220)

(220)

(111)

(111)

In
te

n
si

ty
 (

a.
u

.)

2deg
 

Figure 44. XRD patterns of 100 nm GST film 

annealed at different temperatures, then 

cooled down from 400 °C to get the pattern 

for hcp-GST at 30 °C. 
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In order to correlate the XRD grain size results with 

those from our anneal temperature steps for the R(T) and S(T) 

measurements, the data for average grain size versus 

temperature were interpolated with a third order polynomial fit 

(Figure 45). Grain sizes calculated from impedance 

spectroscopy (IS) measurements by Huang et al., assuming a 

brick model, [89] fall in the same range but show a significantly 

different trend with the anneal temperature (downward 

curvature). 

Since the model we have used for conductivity (equation 6) 

assumes spherical-like crystals in amorphous media, f is 

proportional to gs3 times the number of the grains in the sample, 

and it is interesting to look at the relation between f and gs3 

obtained from XRD (Figure 46). There appear to be 3 different 

regions in the plot:  

- In the first region (in yellow color), the crystallinity 

of the sample is increasing rapidly while the grains are not 

growing faster (Δf/Δgs = 0.172 nm-1), it can be explained that 

nucleation of the material is still high and the number of grains 

is increasing. 

- In the second region (light blue color), the f is 

changing linearly with gs3 with lower rate compare to previous 

region (Δf/Δgs=0.0507 nm-1). Here the number of the crystals 

is constant and the change in the crystallinity is mainly related 

to the growth of the crystals.  

- In the third region (magenta color), the critical size of 

the crystals is reached and the crystallinity is increasing rapidly 

with a small increase in the grain size. As a result, the main 

change in the volume of the crystal is the crystallization of the 

remaining gaps between the crystals. 

Thermal conductivity calculation  

Seebeck coefficient is related to the thermal conductivity (k) through the PSM for composites[90]: 

 (1 − 𝑓)

𝑘𝑎
𝑆𝑎
−
𝑘
𝑆

𝑘𝑎
𝑆𝑎
+ 2

𝑘
𝑆

+ 𝑓

𝑘𝑐
𝑆𝑐
−
𝑘
𝑆

𝑘𝑐
𝑆𝑐
+ 2

𝑘
𝑆

= 0 (56) 

where ka and kc are the amorphous and fcc thermal conductivities and Sa and Sc are the amorphous and fcc 

Seebeck coefficients respectively, and f is the crystalline fraction previously calculated using the 

percolation conductivity model. Solving the equation 4 with the condition ka≤k≤kc leads to: 
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Figure 45. Average grain size calculated 

from XRD measurements on 200 nm thin 

GST film.  
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 𝑘 =  
1

4
𝑆

(

 
 𝑘𝑎

𝑆𝑎
(2 − 3𝑓) −

𝑘𝑐

𝑆𝑐
(1 − 3𝑓) + √(

𝑘𝑎

𝑆𝑎
(2 − 3𝑓) −

𝑘𝑐

𝑆𝑐
(1 − 3𝑓))

2

+ 8
𝑘𝑎

𝑆𝑎

𝑘𝑐

𝑆𝑐

)

 
 

 (57) 

One can note that for f=0, S=Sa, therefore k=ka, and for f=1,S=Sc, and k=kc.  

Using the crystallinity f calculated before, and ka and kc reported in reference[91], calculated k-T 

characteristics for each crystallinity phase of 50 nm and 200 nm thin films is represented in Figure 47.  

 

ka-T characteristic (dash lines in Figure 47) used in the calculations is taken as the linear 

extrapolation of the first data points measured in the amorphous state of the material and kc-T characteristic 

is a linear function of temperature that includes the thermal conductivity of the material at the second 

transition temperature calculated from the cooling cycle of the film in hcp phase. This approximation is 

justified by similar negative slope of k-T with the cooling of the material  from 180 °C reported in the same 

reference.[91] 
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Figure 47. Calculated thermal conductivity for a) 50 nm and b) 200 nm films. 
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7. Microplasma formation in ZnO nanoforest 

Motivation 

The interest in environmentally friendly semiconductors, biocompatible, functional nanostructures, 

nanoscale electronic devices and large area electronics has led to significant research efforts in metal-oxide 

semiconductors such as ZnO. ZnO is a common, low-cost, antibacterial material that forms various 

nanostructures depending on the process conditions[92], [93]. It is an intrinsically n-type material with a 

large direct bandgap of ~3.4 eV. ZnO nanostructures can be grown using simple and inexpensive solution 

based synthesis techniques with various morphologies only by changing the process conditions. ZnO 

sublimates (i.e. evaporates directly from its solid form without experiencing a molten state) congruently at 

atmospheric pressure. The sublimation temperature of ZnO is ~380 °C for the Zn surface and ~600 °C for 

O surface. ZnO decomposes into zinc vapor and oxygen at ~1975 °C[92]–[96] 

Techniques to produce ZnO microplasmas can lead to various applications in the synthesis and 

nanomaterials processing field. Due to the small probe separation, microplasmas can be produced at 

atmospheric pressure with small breakdown voltages and can also maintain the non-equilibrium state with 

low gas temperatures (in transient cold plasmas) when short duration pulse voltages are applied[97]. Such 

atmospheric pressure cold plasmas have a wide range of biomedical applications[98]. Cold ZnO 

atmospheric pressure microplasmas can be used for sterilization[99], medical[100], and dental[101] 

procedures. On the other hand, hot ZnO microplasmas can be used for materials processing, lighting and 

 𝑍𝑛𝑂(𝑠) → 𝑍𝑛(𝑔) +
1

2
𝑂2(𝑔) (58) 
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display device technologies [102]. Generation of ZnO plasmas has typically been done using pulsed laser 

ablation[103]–[105] to obtain high quality ZnO thin films and nanomaterials[92]. 

We have grown ZnO nanoforest formed of nanorods (NRs) of various sizes and on different 

substrates. Applying high electric fields (~3–7 V/μm) to the NRs using tungsten probes have resulted in a 

bright blue and white light emission. We have performed electrical characterization at different ambient 

pressures and analyzed the resulting optical emission spectra and videos to determine the mechanisms 

giving rise to light emission.[92], [93], [106]–[109]. 

ZnO nanoforest synthesis 

We have used Chemical bath deposition (CBD)[110], a low-cost solution-based technique to grow the ZnO 

NRs on the following substrates:  

1. Previously fabricated highly doped p-type poly-crystalline silicon microstructures (µ-wire) (Figure 

48a and 16b).  

2. Commercial fluorine doped tin oxide (FTO) glass (Figure 48c and 16d). 

 
Figure 48. Schematics of (a-d) the growth process for the ZnO nanoforests and (e) the electrical probe and optical 

fiber arrangement[92], [93]. 

 
Figure 49. Scanning electron microscope (SEM) images of the ZnO NRs grown on (a) ~100 nm thick, highly doped, 

patterned, p++-type, silicon microstructures (before and after ZnO nanorod growth) and (b) cross-section SEM image 

of the ZnO NRs. False colored SEM images of (c) ∼100 nm and (d) ~400 nm ZnO NRs on FTO glass, (e) ∼150 nm 

and (f) ~600 nm ZnO NRs on p++-poly-Si, (g) ∼100 nm and (h) ~500 nm ZnO NRs on p---sc-Si[92], [93]. 
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3. Highly doped p-type poly-crystalline silicon (p++-poly-Si) (Figure 48e and 16f). 

4. Lightly doped p-type single crystal silicon (p---sc-Si) (Figure 48g and 16h). 

The samples were first precleaned with deionized water, soap solution, and sonication in ethanol 

and then dried with nitrogen. Next, the clean and dried samples were spin-coated (sample 1) or drop-coated 

(samples 2-4) with a seed solution prepared by dissolving 0.0457 mg of zinc acetate dihydrate in 50 mL of 

ethanol (Figure 49a and 17b). The samples with seed layer were then baked at 350 °C for 30 min (Figure 

49c). Meanwhile, a water-based precursor solution was made with 25 emmM of zinc nitrate hexahydrate, 

25 mM of hexamethylenetetramine, and 6 mM of poly(ethyleneimine). In the final step, the baked samples 

were submersed in the precursor solution and kept at 90 °C for 24 h (Figure 49d). The process yields 2–2.5 

μm long ZnO NRs homogeneously grown along the c-direction of the wurtzite structure with ~150 nm 

diameter on top of a very thin layer of ZnO film (~2–3 nm). Using a different water ratio for the seed 

solution, larger NRs with average diameter of ~500 nm was also obtained with the samples 2-4[92], [93]. 

Electrical and optical experimental set-up 

The grown samples were electrically characterized in open air in an Alessi probe station at atmospheric 

pressure and in vacuum inside a Janis cryogenic probe station at 2.5 mTorr (medium vacuum). The probe 

stations were equipped with high-magnification optics (5X-100X) and high-resolution micromanipulators. 

The electrical excitations were applied with tungsten probe tips of 2.4 μm tip radius and 45° angle (Cascade 

Microtech, PTT-24/4-25) with an average probe separation of ~10-20 μm achieved with micromanipulators. 

The probes were forced to slightly slide through the ZnO nanoforest to ensure good electrical contact 

(Figure 49e and Figure 50a) [92], [93]. We carried out three types of electrical characterization: 

 

 

1. DC voltage sweeps between 0–80 V using HP 4145B semiconductor parameter analyzer (Figure 

50b)[93], 

 
Figure 50. (a) Schematics of the probe arrangement, (b,c) electrical measurement setup for DC and pulse analysis, (d) 

Schematic of applied single pulse: pulse voltage (Vpulse) with duration τpulse and baseline voltage (Vbase) with total 

duration Ttotal[92], [93]. 
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2. AC sinusoidal voltages with peak-to-peak amplitudes up to 80 V and 1–10 kHz frequency with 

Tektronix AFG 3102 arbitrary/ function generator[93], and 

3. microsecond single pulses with amplitudes up to 50 V using Agilent 8114A pulse generator (Figure 

50c and d)[92].  

For imaging of the test area and video recording of the light emission, either a high-sensitivity 

1080p HD camcorder with a frame rate of 60 fps (Sony, HDR-CX160) or a high-speed camera with a 

maximum of 1200 fps (Casio, EX-F1) was connected to the microscope head. A wideband (200–1100 nm) 

optical spectrometer with 1 nm resolution (Ocean Optics, HR2000+) was incorporated with the system to 

understand the physical mechanism responsible for the light emission through spectral analysis. An optical 

fiber was coupled to the spectrum analyzer and the other end of the fiber was attached to a probe arm which 

was aligned to the test area using a micromanipulator. 

Another micromanipulator was attached to a high-speed PIN diode with built-in amplifier which 

was positioned to face the test area to detect the emitted light intensity with better time resolution. The 

distance from the PIN diode to the sample was adjusted to achieve adequate signal-to-noise ratio without 

saturating the diode during the experiments. The voltage output of the built-in amplifier was significantly 

larger than any noise or perturbations coupled into the signal lines caused by the fast pulses. Hence, this 

approach was preferred over a simple PIN diode for detection. The applied voltage, PIN diode output 

voltage, and resulting current were measured simultaneously using two synchronized two-channel 

oscilloscopes (Tektronix, TDS 2002B). The electrical resistivities of the bare polysilicon substrate and the 

sample with ZnO NRs on polysilicon were measured using a four-point probe method[92], [93]. 

The coaxial cable lengths were matched to minimize the difference in phase delay. The signal 

generator output and the oscilloscopes inputs were terminated to 50 Ω resistors to eliminate reflections and 

oscillations. To exclude the ambient light, the entire probe station was covered with a black enclosure, light 

sources inside the probe setup and the ones at the room were turned off during measurements. The 

remainder leakage light was stored as the reference dark spectrum and was deducted with the spectrometer 

tool. The electrical measurements, instrument control, and data acquisition were performed with LabVIEW 

codes and the optical spectrum recordings were all controlled through computer[92], [93]. 

Results from electrical and optical experiments 

The electrical excitation resulted in bright blue and white light in all measurements and orange–

pink regions in some cases. Higher current levels and stronger emissions were observed as the voltage 

.   

Figure 51. Frames extracted from high-speed and high-resolution videos showing light emission from the ZnO 

nanorods contacted by tungsten probes with approximate separation of 10–15 μm (a-d) during DC tests and (e-h) 

during AC excitation of 10–10000 Hz with the indicated peak-to-peak voltage levels. The probe locations and 

applied voltage polarity are as indicated in yellow[93].  
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levels were increased. Multiple flashes with changing percolation paths were monitored during longer 

excitations as the materials experience changes in thermal and electrical properties over time due to the 

high electrical stress (Figure 51). The measured spectra (with DC, AC and pulse analyses) consistently 

showed three, high intensity, fine spectral lines at approximately 481, 472 and 467 nm. This triplet (in blue 

wavelength range in inset of Figure 52a corresponds to atomic electron transitions (AETs) in neutral zinc 

(Zn I) atoms. The localized orange–pink glow observed in some cases (at ~635 nm) can also be ascribed to 

another AET of neutral zinc (Figure 52a). Hence, the existence of these fine lines indicates generation of a 

plasma by the dielectric breakdown of air between the ZnO nanorods and of the breakdown of the ZnO 

structures themselves, leading to sublimation and plasma formation in the ZnO nanoforest[93]. 

  
Figure 52. (a) Optical emission spectra obtained from DC voltage sweeping of 0–80 V (blue), AC excitation with an 

amplitude of 40 V at 1 kHz (red), and single pulse voltage with an amplitude of 35 V and a duration of 10 μs (black). 

The corresponding atomic electron transitions in the excited species are indicated adjacent to the spectral lines. The 

inset shows the characteristic peaks (triplet) for neutral Zn atoms. (b) Example of a DC, I–V characteristic from 0–80 

V in steps of 1 V through the ZnO nanorods. The entire DC sweep was carried out in ≈10–15 s. The insets show the 

optical image of the probe arrangement before the test (top) and a frame from the high-resolution video of the light 

emission (bottom)[93]. 

 
Figure 53. (a) Spectrum of the light emission resulting from application of a single pulse with amplitude of 45 V and 

duration of 100 μs. The spectral line around 480 nm was clipped due to the saturation of the spectrum analyzer. The 

white light (broad spectrum) content was very strong for this pulse. (b) Current and PIN output voltage versus time 

measured by an oscilloscope. The photodiode used for this trial was very sensitive but not fast enough to capture the 

details, showing slow rise and fall times and saturation. The delay was primarily due to the response time of the built-

in amplifier in the PIN diode package. The fluctuations in the current indicate the recurrent formation and termination 

of conductive paths between the contacts. (c) A frame extracted from the corresponding light emission video[93]. 



DE-SC0005038 – 9/1/2010 to 5/31/2017 - FINAL TECHNICAL REPORT 

A. Gokirmak, H. Silva – University of Connecticut                                                                                                      58 
 

The application of higher amplitude and longer 

duration voltage pulses resulted in a greater overall 

intensity of the emitted light (Figure 52 and Figure 53). The 

broad spectrum (white light) emission (Figure 52 and 

Figure 53) can be ascribed to the free–free electron 

transitions in the plasma, the electronic excitations within 

solid ZnO and/or energy loss through multiple transitions 

with a very broad spectrum of trap levels [111]. Blackbody 

radiation may also contribute to the broad spectrum, white 

light emission but the spectral distribution is distinctly 

different than what is expected from blackbody radiation 

alone. The lack of broad spectrum emission in some of the 

DC experiments indicates a distinct difference in plasma 

conditions (Figure 52). The intensity of the emitted light 

was often strong enough to saturate the spectrum analyzer, 

PIN diode and the camera, even for a single μs-duration 

pulse (Figure 53a). The pulse measurements showed a non-

steady and high current level (Figure 53b) [93].  

Physical origin of plasma formation 

Since the ZnO nanoforest material has relatively 

weak mechanical properties and adhesion to the substrate, 

probing with tungsten tips causes some shifting of this 

material and hence the probes are likely to touch both ZnO 

and the polysilicon substrate. The room-temperature 

electrical resistivity of ZnO nanoforest on highly doped 

polysilicon is ~6.8 Ω·cm and that of highly doped 

polysilicon substrate itself is ~0.02 Ω·cm. Therefore, the current is expected to mostly flow through the 

polysilicon substrate, at least in the beginning when the temperature is low. As the temperature increases, 

due to Joule heating, the current paths will change depending on the temperature dependence of the 

resistivity of these two materials[93]. 

Due to the large difference in resistivity, however, it is likely that the current flows mostly through 

the polysilicon substrate until the electrical breakdown of air or the ZnO nanorods occurs under the high 

fields and lower resistivity paths open through the ZnO nanoforest[93]. 

Because of the geometrical nonuniformity of the ZnO nanoforest, the electrical resistance and 

electric field distribution between two probes are also nonuniform. Therefore, some segments along the 

current flow path are likely to undergo dielectric breakdown and joule heating earlier than others. The joule 

heating in turn results in sublimation of ZnO into Zn vapor and O2 gas and melting of the polysilicon 

substrate. Thus, different regions between the two probes are expected to experience these thermal changes 

in a sequential fashion[93]. 

The SEM images taken in our experiments after DC electrical analysis (Figure 54a) indicate 

melting of the materials between the contacts, and an optical image of the tungsten probes after some of the 

measurements (Figure 54 b and c) indicates melting of the probe tips. Hence, in some cases, the local 

temperature exceeds the melting point of tungsten (3422 °C), which is significantly above the sublimation 

 
Figure 54. (a) Scanning electron microscope 

image of the molten path due to the current flow 

between the contacts after a DC test showing 

evidence of melting and recrystallization of the 

material under electrical stress. (b,c) Optical 

microscope images showing two tungsten probes 

placed on a continuous ZnO nanoforest before 

(left) and after (right) a DC measurement test. The 

melting of the micrometer-sized probe tips during 

the electrical test suggests local temperatures 

above the melting point of tungsten (3422 °C) 

[93]. 
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temperature of ZnO[93] (~380 °C for the Zn surface, ~600 °C for the O surface, and ~1975 °C for the 

decomposition into zinc vapor and oxygen) [94], [95]. 

Figure 55a shows DC voltage sweep measurements performed in vacuum and at atmospheric 

pressure with a probe separation of ~10 μm on the ZnO nanorods grown on two adjacent polysilicon 

microstructures of very similar dimensions (length of 2.5 μm and width of 2.1 and 2.15 μm). The resulting 

I–V characteristics showed breakdown voltages at around 35 and 49 V at vacuum and atmospheric pressure, 

respectively. At lower pressure, lower temperature and hence, smaller applied electrical energy lead to 

sufficient vapor pressure to initiate the sublimation process[93], [112]. 

The resulting light emission consisted of multiple flashes for the DC measurements both in vacuum 

and at atmospheric pressure. However, the light flashes in the atmospheric pressure measurements were 

more intense, whiter, and occurred over a broader area as compared to those in vacuum (Figure 55 b–g). 

The observation of light emission in vacuum implies that breakdown in ZnO, sublimation, and subsequent 

impact ionization are sufficient for the plasma formation process in the ZnO nanoforest, and hence, air 

breakdown is not a key requirement for initiation of the plasma formation process[93]. 

Typically, 3.4 eV emission (UV light) is expected from ZnO if conduction band to valance band 

recombination is the dominant mechanism. White light can also be emitted from the ZnO structures as the 

excited carriers trickle down from the conduction band to valance band through multiple defect levels or 

because of the optical excitation of materials by the ultraviolet source[113]. Blue light has been previously 

observed from ZnO-based homojunction LEDs, where it is attributed to donor–acceptor pair recombination 

in the p-type ZnO layer[114] and also from n-ZnO/p-GaN heterojunction LEDs[115]. The superposition of 

electroluminescence and Fabry–Pérot oscillations has also been suggested as the possible mechanism for 

blue–white emission from ZnO-based homojunction LEDs[93], [116]. 

 

 

Figure 55. (a) I–V characteristics for two DC voltage sweep measurements from 0–60 V performed in 

vacuum (red) and at atmospheric pressure (black). These measurements were performed on ZnO nanorods 

grown on two different polysilicon microstructures of very similar dimensions. (b–g) Video frames 

extracted from a high-resolution camera recording for the corresponding light emission for the DC 

measurements at atmospheric pressure (b–d) and in vacuum (e–g)[93]. 
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Hot and cold microplasmas 

Gradual increase of pulse amplitude (Vpulse) at a constant pulse duration (τpulse) gave rise to increased 

light intensity. With a τpulse of 100 μs, the Vpulse was varied from 10 V to 40 V in 10 V steps keeping a base 

voltage (Vbase) of 10 V with the total duration (Ttotal) of 1 ms for the ZnO NRs with average diameter of 

∼100 nm on FTO substrate (Figure 56). The smaller amplitudes (10 and 20 V) resulted in blue light with 

low intensity (Figure 56a and 24b) while the higher ones (30 and 40 V) caused white light with blue glows 

with an overall increase in intensity (Figure 56c and 24d). All the resultant spectra showed sharp spectral 

lines at 480, 472 and 467 nm (for the blue light) corresponding to the AET in neutral Zn atoms[117]. The 

increase in Vpulse resulted in additional spectral lines associated with the AETs in several Zn and O ionic 

species indicating the increase in the degree of ionization of the plasma. The higher values of Vpulse also 

initiated a broad continuum in the emission spectrum between ∼200 and 900 nm corresponding to the white 

light observed near the positive probe (Figure 56c and 24d). This broad continuum can be a result of several 

processes, such as thermal bremsstrahlung emission (due to free-free electron transitions), recombination 

from different trap sites[111], and black body radiation[118]. Melting of the positive probe was also noticed 

 
Figure 56. Pulse experiments through ZnO NRs (average diameter of ∼100 nm) on FTO glass substrate with τpulse = 

100 μs, Ttotal = 1 ms, Vbase = 10 V. Vpulse was increased from 10 V to 40 V in 10 V steps (10 V in a, 20 V in b, 30 V 

in c, 40 V in d). The probe separation was kept ∼20 μm and the spectrometer integration time was maintained at 100 

ms for all measurements. Applied voltages and resulting currents versus time (1st row). Optical emission spectra (2nd 

row). Video frames of the light emission (3rd row). Optical micrographs of the test areas after the electrical stress (4th 

row) [92]. 
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in the high amplitude cases (Figure 56c and 24d), which indicates a very high gas temperature (greater than 

the melting point of tungsten at 3422 °C)[92]. 

The overall high light intensity, high degree of ionization, introduction of broad spectrum and 

probe melting in the high amplitude cases (Figure 56 c and d) indicate these are hot plasmas (with high 

gas temperature). On the other hand, the low degree of ionization, absence of the white broad continuum 

and negligible probe melting in the low amplitude cases (Figure 56a and 24b) suggest cold plasmas. For 

the cold ZnO plasmas, the gas temperature may be as low as the sublimation temperature of ZnO. Further 

experiments are required to probe the gas temperatures of these hot and cold plasmas[92]. 

The pulse duration also affected the characteristics of the generated plasmas. Single pulses of three 

different durations (τpulse = 1, 10 and 100 μs) were applied on the same sample of ZnO nano-forests on 

FTO glass substrate (Figure 57). For each case, the minimum voltage required to initiate the plasma 

(VBDmin) was monitored. It was observed that shorter pulses required higher pulse amplitudes for plasma 

generation. For instance, while a 100 μs, 10 V pulse led to plasma generation (Figure 57a), a 10 μs pulse 

required an amplitude of 24 V (Figure 57b) and a 1 μs pulse required 45 V (Figure 57c). For each case, 

VBDmin resulted in low intensity blue light (or cold ZnO plasma) and any applied voltage below VBDmin did 

not lead to any observable light emission[92]. 

Cold ZnO plasmas or blue emissions were therefore generated with τpulse of 1-100 μs and Vpulse of 

10-45 V for the NRs with diameter of ∼100 nm on FTO glass substrate. Longer pulse durations did not 

lead to blue emissions – the smallest voltage of Vpulse = 0 V (with Vbase = 10 V) resulted directly in the high 

intensity white light with the broad spectrum and probe melting – whereas shorter pulse durations did not 

lead to plasma generation until the minimum required amplitudes (VBDmin) applied (Table 4)[92].  

Substrate effect on plasma generation 

The pulse measurements were also conducted with the samples grown on p++-poly-Si and p---sc-

Si substrates. For ZnO NRs on silicon, plasma generation required pulses of at least 100 ms duration 

 

 
Figure 57. Cold ZnO plasmas with characteristic blue light emission. The pulse measurements were carried out 

through ZnO NRs (with average diameter of ∼100 nm) on FTO glass substrate with Vbase = 10 V and (a) Vpulse = 10 

V, τpulse = 100 μs, Ttotal = 1 ms; (b) Vpulse = 24 V, τpulse = 10 μs, Ttotal = 100 μs; (c) Vpulse = 45 V, τpulse = 1 μs, Ttotal = 10 

μs. The spectral peaks were found at 480 and 472 nm (in (a)) and 480 nm only with lower intensity (in (b) and (c)). 

For lower pulse durations, higher voltage amplitudes were required to accomplish plasma breakdown. Images of the 

emitted light extracted from the videos recorded with 60 fps frame rate (1st row). Current and voltage versus time 

graphs (2nd row) [92]. 
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whereas for those on FTO glass pulses as short as 1 μs were sufficient (Table 4). A comparison of the 

required VBDmin for the samples on these three substrates was carried out with the ZnO NRs of larger 

diameters (∼500 nm) (Table 4). Such comparison could not be made with the smaller size NRs (of ∼100 

nm) as the samples of smaller NRs on silicon substrates could barely emit light (with up to 100 ms, 50 V 

pulses) and appear to require even higher energies for plasma generation. The electrical conductivity of the 

substrates, which determines the conduction paths through the nanoforests, appears to play a critical role 

on the plasma generation. The highest conductivity substrate, FTO, results in the easiest plasma formation 

(Table 4). This was also observed under DC sweeps from 0 to 80 V which show overall smallest resistance 

and breakdown voltage for the ZnO nanoforests on FTO glass (figure 7 in Ref [92]). In addition to the 

electrical conductivity, the chemical composition and the surface properties of different substrates may also 

play a role in the differences observed in the microplasma formation. 

 

Nano-material synthesis 

The generation of ZnO plasma by high electrical stress through the ZnO nanoforests resulted in 

sputtering of nanomaterials with large surface area on the neighboring regions (Figure 58). Different pulse 

amplitudes, durations, and different substrates gave rise to sputtering of different shape and size 

nanostructures over the ZnO NRs. These resemble ‘nano-sprinkles’ on ZnO NRs on p++-poly-Si (Figure 

58a), ‘nano-flowers’ on ZnO NRs on FTO glass (Figure 58b), and ‘nano-flowers’ and ‘nano-cauliflowers’ 

on ZnO NRs on p---sc-Si (Figure 58 c-f). A single pulse of τpulse = 100 ms and Vpulse = 50V through the ZnO 

NRs on p++-poly-Si resulted in the ‘nano-sprinkles’ shown in Figure 58a. The ‘nano-flowers’ on ZnO NRs 

on FTO glass (Figure 58b) were produced by applying a single pulse of τpulse = 100 μs, Vpulse = 40V, Vbase 

= 10 V, Ttotal = 1 ms. The larger surface-area nanostructures shown in Figure 58 c-f were formed after the 

repeated application of multiple single pulses of τpulse = 100 ms, Vpulse = 50V, Vbase = 10 V, Ttotal = 1 s through 

the ZnO NRs on p---sc-Si. Energy dispersive x-ray spectroscopy (EDX) was carried out on the sputtered 

area to obtain the elemental composition of the sputtered material. The results showed ∼80-90% 

(percentage of weight) of ZnO in the sputtered material[92]. 

Table 4. Comparison of the minimum applied voltages required for triggering plasma generation (VBDmin) for 

different τpulse on different substrates (with corresponding resistivity values of the bare substrates). ZnO NRs of 

larger size (~500 nm average diameter) were used for this analysis. 

 

Pulse duration 

(τpulse) 

Required VBDmin = Vpulse + Vbase 

On FTO 

(2.4X10-4 Ωcm) 

On p++-poly-Si 

(2.3X10-2 Ωcm) 

On p−-sc-Si 

(20 Ωcm) 

100 ms N/A‡ 25 V + 10 V 50 V + 10 V 

100 µs 9 V + 10 V N/A* N/A* 

10 µs 19 V + 10 V N/A* N/A* 

 

‡The sample on FTO substrate did not lead to blue emission for any τpulse > 100 µs even with a smallest applied voltage 

of Vpulse = 0 V and Vbase = 10 V. 
*The samples on silicon substrates did not lead to plasma generation for τpulse < 100 ms[92]. 
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Summary 

The electrical experiments performed 

on ZnO nanorods grown on silicon and FTO 

glass substrates lead to high intensity, blue and 

white light emission. The abrupt increase in 

current at higher fields, sharp spectral peaks 

and very high local temperatures (observed as 

significant probe melting) indicate ZnO 

dielectric breakdown, sublimation, and plasma 

generation. The sharp spectral lines 

correspond to atomic electron transitions of 

excited Zn and O species in plasma. The 

comparison between the results obtained from 

vacuum and atmospheric pressure 

measurements also indicate a plasma process 

as the dominant mechanism for light emission. 

The intensity and characteristics of the 

microplasmas and emitted light were adjusted 

to a certain degree by the amplitude and 

duration of the applied voltage pulses. Both 

hot and cold microplasmas could be obtained 

with ZnO nanoforests on FTO glass. Very 

high white light intensity, high degree of 

ionization, a broad spectrum and probe 

melting indicate hot plasmas whereas lower 

intensity blue light, low degree of ionization, 

absence of a broad continuum and no evidence 

of probe melting suggest colder plasmas. 

The confinement of the plasma within a micro-chamber to contain the evaporated material [119] 

together with integrated electrodes may lead to a sustainable plasma state that could be tailored for various 

applications. Cold ZnO microplasmas may find applications in numerous biomedical procedures whereas 

hot ZnO microplasmas may be useful for lighting and display device technologies as well as for 

nanomaterials synthesis or processing. The large surface area ZnO nanostructures sputtered near the 

microplasmas may also be promising to increase the efficiency of a variety of sensing or catalytic 

technologies including dye sensitized solar cells. 

Even though many reports on light emission from ZnO refer to solid-state electroluminescence 

from homojunction or heterojunction structures, our results show that plasma formation can also take place 

with comparable electric fields and currents and can lead to blue and white light emission. 
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