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In recent years it has become clear that the interfacial layer formed around nanoparticles in polymer
nanocomposites (PNCs) is critical for controlling their macroscopic properties. The interfacial layer
occupies a significant volume fraction of the polymer matrix in PNCs and creates strong intrinsic
heterogeneity in their structure and dynamics. Here, we focus on analysis of the structure and dynamics
of the interfacial region in model PNCs with well-dispersed, spherical nanoparticles with attractive
interactions. First, we discuss several experimental techniques that provide structural and dynamic
information on the interfacial region in PNCs. Then, we discuss the role of various microscopic
parameters in controlling structure and dynamics of the interfacial layer. The analysis presented
emphasizes the importance of the polymer-nanoparticle interactions for the slowing down dynamics
in the interfacial region, while the thickness of the interfacial layer appears to be dependent on chain
rigidity, and has been shown to increase with cooling upon approaching the glass transition. Aside
from chain rigidity and polymer-nanoparticle interactions, the interfacial layer properties are also
affected by the molecular weight of the polymer and the size of the nanoparticles. In the final part
of this focus article, we emphasize the important challenges in the field of polymer nanocomposites
and a potential analogy with the behavior observed in thin films. Published by AIP Publishing.
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. INTRODUCTION

Polymer nanocomposites (PNCs) are widely used in many
current technologies and have even greater potentials for a
large number of future applications ranging from energy to
biomedical fields.' Their main advantages are light-weight,
easy processing, low cost, and more importantly the large
tunability in macroscopic properties, including the mechan-
ical, optical, electrical, thermal, and transport properties.*°
Depending on the PNC application, the macroscopic prop-
erties of nanocomposites can be either nanoparticles dom-
inated or polymer dominated. For example, in PNCs with
tunable optical and electric properties, the embedded nanopar-
ticles possess certain properties, such as optical absorption
and fluorescence,” and act as electronic conductors, like
metal nanoparticles, carbon nanotubes, and graphene.'%!! The
polymer matrices in these cases provide advantage of flexibil-
ity and good processability.”*!1? In polymer nanocomposites
with enhanced mechanical properties'>!'® and transport prop-
erties,'4 the influences of nanoparticles to the properties of
polymer matrices become more significant.'’
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Despite their broad use, detailed understandings of micro-
scopic parameters controlling macroscopic PNC’s properties
remain limited.® One of the main complications in this field is
caused by the aggregation of nanoparticles,'®!” which is diffi-
cult to control.'~2° For example, recent studies show that sim-
ilar samples produced in different laboratories can have strong
differences in their macroscopic properties.!?> These discrep-
ancies are known to be partially caused by the strong sensitivity
of the dispersion to the nanoparticle pre-treatments, the sol-
vents used, the process of nanoparticles and polymer mixing,
and the succeeding solvent removal and annealing.?!?2

Moreover, there is still significant confusion in the lit-
erature even for PNC samples with good nanoparticle dis-
persion.”>2® For example, using fluorescence probe tech-
nique, the authors of Ref. 29 reported a ~15 K shift in
the glass transition temperature T, when only less than 0.5
vol. % of SiO, nanoparticles have been added to poly(2-
vinyl pyridine) (P2VP). However, less than a 5 K shift in
T, was reported for the same P2VP/SiO, PNC with larger
than 25 vol. % of nanoparticles from dielectric and differ-
ential scanning calorimetry (DSC) measurements.”>° This
confusion, in our view, is caused by a conceptually incor-
rect question being asked in these studies since PNCs are
intrinsically heterogeneous systems with a significant inter-
facial region between the nanoparticles surface and the bulk

Published by AIP Publishing.
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polymer that exhibits distinct macroscopic properties from
each component of PNCs.3!=33 In other words, the structure,
mechanics, and dynamic properties of the polymer change
with the distance from the nanoparticle surface.’'=’” Addi-
tionally, it has been shown that the polymer glass transition
temperature can be different at the nanoparticle surface and
in the bulk far from the interface.”*?3-3%3% In this respect, the
field of PNCs is very similar to the field of thin polymer films
where interfacial properties and their gradients as a function
of distance from the surface play a critical role. This analogy
between thin films and PNCs has been emphasized in many
studies. 20

Although the studies of PNCs can also help to better
understand the properties of thin films, i.e., their gradients and
the role of surfaces and interfaces, PNCs allow studies of the
interfacial properties in bulk samples, providing much higher
accuracy of measurements (assuming good dispersion of the
nanoparticles). More importantly, PNCs have more practical
applications than thin polymer films of tens of nanometers.
According to the current understanding, the interfacial layer
is a key to tuning macroscopic properties of PNCs.>* Sim-
ple estimates suggest that in a PNC with volume fraction
¢enp = 10 vol. % loading of spherical nanoparticles of 10 nm
in diameter and an interfacial layer thickness of ~5 nm, the
interfacial region will occupy more than 75 vol. % of the poly-
mer matrix. Thus, understanding microscopic parameters that
control the structure and properties of the interfacial layer is
critical for the design of PNCs with desired macroscopic prop-
erties, especially on the mechanical properties and transport
properties of PNCs.*

In this article, we focus on analysis of the interfa-
cial layer structure and dynamics in model nanocompos-
ites with attractive polymer-nanoparticle interactions and
well-dispersed spherical nanoparticles. First we summarize
experimental methods and data analyses that provide char-
acterization of the interfacial layer structure, dynamics, and
mechanical properties of the PNCs. Then we use the data
from these studies to unravel the role of polymer structure
and polymer-nanoparticle interactions to the properties of the
interfacial layer. This analysis is based mostly on experimental
studies that were combined with results of computer simula-
tions and theory. At the end, we will outline some important
future directions that might help develop a deeper understand-
ing of the parameters that control the interfacial regions and
macroscopic properties of PNCs.

II. EXPERIMENTAL STUDIES OF THE INTERFACIAL
REGION IN PNCs

For quantitative studies, it is important to have sam-
ples with well-dispersed nanoparticles. One of the traditional
ways to analyze the dispersion is to use transmission electron
microscopy (TEM) imaging. Nanoparticle aggregates are usu-
ally visible in TEM. The disadvantage of TEM imaging is that
only a relatively small part of the sample is analyzed, meaning
that there are no ensemble averaged parameters. A better tech-
nique is small angle X-ray scattering (SAXS) or small angle
neutron scattering (SANS) that provide an ensemble averaged
distribution of nanoparticles and their aggregates.*'=*4
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FIG. 1. (a) A sketch for the two phase model (TPM) that is composed of the
nanoparticles (NP) and homogeneous polymer matrix. (b) A sketch of the
interfacial layer model (ILM) with an additional component, the interfacial
layer surrounding the nanoparticles. The thickness of the interfacial layer is
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Two approaches can be used in the analysis of the exper-
imental data in PNCs. The two phase model (TPM) assumes
nanoparticles in a homogeneous matrix (Fig. 1(a)), and the
properties are analyzed as a particular combination of the prop-
erties of these two phases. In most cases, however, the TPM
approach fails to describe the PNC properties, and an inter-
facial layer model (ILM) has to be involved (Fig. 1(b)). This
model assumes that in addition to nanoparticles and matrix
there is an interfacial layer with polymer properties different
from the properties of the matrix. In Secs. II A-II F, we will
describe how the interfacial layer is characterized by a vari-
ety of experimental techniques, and how an interfacial layer
model (ILM) is used to help better understand the data.

A. Small-angle scattering measurements
of the interfacial layer

Small angle x-ray scattering (SAXS) and small angle neu-
tron scattering (SANS) techniques are sensitive to the changes
in the scattering length density (SLD) that usually differs
strongly for the polymer matrix and nanoparticles.*> This dif-
ference produces scattering patterns that are distinguishable
from the spectra of the neat polymer matrix and provides infor-
mation on nanoparticles’ size and dispersion (Fig. 2). The SLD
also changes with variations of the material’s mass density.
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FIG. 2. SAXS and SANS for PMMA/Si0,-30 vol.%. The dashed line is a
theoretical calculation of the scattering intensity due to the mismatch of the
scattering length density (SLD) of the silica and PMMA matrix (the TPM
model). The inset shows the calculated form factor of nanoparticles (NP) in
PMMA/SiO, PNCs using the experimental SLD difference from measured
results. Reprinted with permission from Jouault ez al., ACS Macro Lett. 5(4),
523-527 (2016). Copyright 2016 American Chemical Society.
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As a result, additional scattering will appear if the density of
the polymer changes in the vicinity of the nanoparticles. In
some cases, the TPM model (usually called the hard sphere
model in scattering analysis) appears sufficient to describe
SAXS or SANS data.**” This usually indicates rather small
variations in the polymer density in the interfacial region.
However, in most cases a polydisperse core-shell model (a
kind of ILM) should be used to accurately describe the
SAXS/SANS data?-3643:4446:47 (Fig 2) It reflects a measur-
able difference in density of the matrix and that of the interfa-
cial layer. Surprisingly, it was revealed that the density of the
interfacial layer in many cases appears to be lower than the
density of the bulk polymer matrix.***’ These measurements
were able to provide estimates of the interfacial layer thickness
as well, with [;,, ~ 2-5 nm.?>-36:4446.47 Thege data sets produce
estimates of the length scale by interpreting changes in mass
density in the interfacial region, i.e., they give an estimate of
the static interfacial layer thickness, /;,.

B. Nuclear Magnetic Resonance (NMR) measurements
of the interfacial dynamics in PNCs

Historically, the presence of the dynamically immobi-
lized region at the rubber/carbon black interface, in contrast
to the dynamics of the free rubber matrix, was first discovered
by Kaufman ez al.*® based on Nuclear Magnetic Resonance
(NMR) measurements. By measuring the spin-spin relaxation
time (T) of cis-polybutadiene/carbon black and ethylene-
propylene-diene rubber/carbon black, the authors were able
to identify two different relaxation regions that are distinct
from the neat rubber, an immobilized region and a relatively
mobile region, although both regions exhibit strong slowing
down in comparison to the neat rubber.*® The immobilized
region was assigned to the bounded rubber layer on the carbon
black. More importantly, these authors further estimated the
volume fraction of the immobilized region at different tem-
peratures for the two different types of rubber/carbon black
composites. For a given surface contact area between rubber
and carbon black, their measured temperature dependence of
the volume fraction of the immobilized rubber can be taken to
be the earliest measurements of the temperature dependence
of the interfacial layer thickness in composite materials.

Later, Berriot et al.*® applied the same technique to
crosslinked poly(ethyl acrylate)/SiO, nanocomposites with
surface modified nanoparticles to improve the dispersion of
nanoparticles. They also found regions with different seg-
mental mobility in the PNCs with both covalently bonding
hairy nanoparticles and in systems with physically absorbed
chains.* Since the average segmental relaxation time of the
immobilized region agreed well with the relaxation time of the
matrix measured at T ~ T,NMR, the authors assigned this layer
to a glassy layer surrounding the nanoparticles. The thickness
of the “glassy” layer and its temperature dependence were also
presented in their original paper (Fig. 3).

More recent NMR studies of poly(ethylene glycol)
(PEG)/Si0, nanocomposites also support the existence of a
“glassy” layer surrounding the nanoparticles. Instead of the
conventional ILM model (Fig. 1(b)), they introduced a more
complex picture (Fig. 4): (i) a glassy layer, (ii) an immobilized
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FIG. 3. Temperature dependence of the “glassy” layer thickness of the
crosslinked poly(ethyl acrylate)/SiO; PNCs from H-NMR for polymer matrix
covalently bonding to the nanoparticles (filled symbols) and for polymer
matrix physically adsorbed onto the surface of nanoparticles (empty sym-
bols). Reprinted with permission from Berriot et al., J. Non-Cryst. Solids
307-310, 719-724 (2002). Copyright 2002 Elsevier.

layer, and (iii) a bulk matrix.’*>* Thus NMR studies can pro-
vide estimates of two dynamically distinct interfacial layer
thicknesses: thickness of the “glassy” layer and thickness of the
“immobilized” layer with dynamics slower than the dynamics
of the polymer matrix.

C. Mechanical measurements of PNCs

The signature of the interfacial layer has also been
found from dynamic mechanical measurements. For exam-
ple, Tsagaropoulos and Eisenburg®'-? have carried out a set
of dynamic mechanical measurements on polymer/silica com-
posites with different polymer matrices, including poly(vinyl
acetate) (PVAc), polystyrene (PS), poly(meth methacrylate)
(PMMA), and poly(4-vinylpyridine) (P4VP). Two features
are found in nanocomposites (Fig. 5): (i) a reduction in the
glass transition peak amplitude in tan ; (ii) a appearance of
an additional dissipation peak in tan § at high temperatures.
The authors assigned these features to the presence of strongly
absorbed interfacial polymers on the surface of nanoparticles
that have a much higher glass transition than the neat polymers.

Unfortunately, although these mechanical measurements
suggested a clearly separate T, associated with the interfacial
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FIG. 4. The three-layer model proposed by Papon et al.>* that includes a
glassy layer, an intermediate mobility layer, and a bulk layer with high mobil-
ity. The combination of the glassy layer and the intermediate mobility layer
is also called the immobilized polymer layer. Reproduced with permission
from Papon et al., Soft Matter 8(15), 4090-4096 (2012). Copyright 2012 The
Royal Society of Chemistry.
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tand

FIG. 5. Dynamic mechanical measurements (tan 9) at f = 0.33 Hz of the neat
PVAc (red circles) and PVAc/silica-10 wt. % composites with nanoparticles
of 7 nm in diameter (blue squares). The first peak indicates the glass transition
peak of the neat PVAc (or free PVAc in the case of composites). An additional
peak appears in the nanocomposites, signifying a much higher glass transi-
tion temperature of the adsorbed polymers, i.e., polymers in the interfacial
region. Reprinted with permission from G. Tsagaropoulos and A. Eisenburg,
Macromolecules 28(1), 396-398 (1995). Copyright 1995 American Chemical
Society.

polymer, the volume fraction of the interfacial layer cannot
be directly estimated from the dynamic mechanical measure-
ments. The modulus of the interfacial layer is expected to be
higher, which is critical to the overall mechanical enhance-
ment in polymer nanocomposites. Recently, Berriot et al.>
took advantage of the thickness estimate from the NMR mea-
surements to better understand the linear viscoelasticity of the
PNCs. Remarkably, by taking into account the finite thickness
of the interfacial layer with a glassy modulus, the authors pro-
posed a new specific temperature-frequency superposition law
that explained the linear viscoelasticity of PNCs with different
loadings fairly well*®* (Fig. 6). A similar strategy has been
followed by Papon et al. who incorporated the thickness of the
glassy layer and the immobilized layer from NMR measure-
ments to explain the linear viscoelasticity and even the Payne
effect of PNCs.?*

Atomic force microscopy (AFM) can also be applied to
probe the local mechanical properties of the interface in the
polymer nanocomposites. For example, nano-indentation can
provide the surface modulus of polymer nanocomposites with
a spatial resolution down to ~1-10 nm. Since the interfacial
layer is thought to be “glassy” and possess significantly higher
(10%-10° times) modulus than the bulk rubbery polymer, the
AFM should be sensitive enough to detect it. Indeed, an inter-
facial layer with a higher modulus as well as the gradient of that
modulus can be directly mapped out.>>3-7 These measure-
ments absolutely confirm the presence of a new mechanically
different interphase in composite material as well as in thin
polymer films. However, the reported value of the thickness of
this interphase is very scattered ranging from a few nanome-
ters to tens of nanometers. Such inconsistency might be related
to intrinsically very different nature of studied materials or to
challenges in collecting and analyzing AFM data. The out-
come of the AFM measurements are also strongly affected
by the size and shape of the tip, the mode applied, the local
geometry at the polymer/nanoparticle interface,’’ and the
model used for data treatment.

J. Chem. Phys. 146, 203201 (2017)
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FIG. 6. Master curves of the reinforcement factor of the nanocompos-
ites, R(®, T, w) = Gpnc (D, T, w)/Gpea: (T, w), as a function of the effective
nanoparticle loading, @y (P, T, w)= @ + @gjq55y(T), Where Gpnc(@, T, w) is
the shear modulus of the nanocomposites of volume fraction, @, at tempera-
ture, 7, and frequency, ®; Gpeqr (T, w) is the shear modulus of the neat polymer
at temperature, 7, and frequency, ; goglm_v(T) is the volume fraction of the
glassy layer at temperature T. The inset shows the reinforcement factor as
a function of temperature for poly(ethyl acrylate)/SiO, nanocomposites of
different volume fractions and different frequencies:o 17.7 vol. %, 10 Hz;
e 17.7 vol. %,0.01 Hz; o 15 vol. %, 10 Hz; m 15 vol. %, 0.01 Hz; A 12 vol. %,
10 Hz; a 12 vol. %, 0.01 Hz; ¢ 6.7 vol. %, 10 Hz; ¢ 6.7 vol. %, 0.01 Hz. Data
are from Berriot et al., “Gradient of glass transition temperature in filled elas-
tomers,” Europhys. Lett. 64(1), 50 (2003). Copyright 2003 European Physical
Society.

Brillouin light scattering (BLS) is another method that can
measure the high frequency mechanical modulus, including
the shear and longitudinal moduli (from which the bulk and
Young moduli can be also estimated). For PNCs with inor-
ganic nanoparticles, a clear mechanical enhancement can be
observed from the large blue shift in characteristic frequencies
of the transverse and longitudinal waves.?>3%% However,
a TPM approach, with assumption that no changes occur in
the mechanical properties of the polymer, cannot describe the
mechanical data of PNCs in both rubbery and glassy states. The
deviation is significant, especially at high loadings (Fig. 7),

19' T L] T Ll v Ll

O Exp N
L e TPM o

G (GPa)

0.0 0.1

FIG. 7. Shear modulus, G, and bulk modulus (inset), K, of PVAc/SiO,
nanocomposites of different loadings (radius of nanoparticle Ryp = 12.5 nm,
@Np = 0 vol. %-31.9 vol. %) measured by depolarized Brillouin light scat-
tering at T = 213 K. The bulk lines are prediction of the TPM model and the
green lines are the predictions of the ILM model by assuming the /;;; = 3 nm.
Detailed calculations of the mechanical response of PNCs based on the TPM,
and ILM mechanical model can be found in Ref. 36. Reprinted with permis-
sion from Cheng et al., Nano Lett. 16(6), 3630-3637 (2016). Copyright 2016
American Chemical Society.
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FIG. 8. (a) Resonance frequency shift (Af) map of the surface of the PVAc/SiO;-23 vol. % (Ryp = 12.5 nm) measured by AFM. The red and yellow islands
represent the hard bare nanoparticles and the embedded nanoparticles, respectively, and the blue regions represent the neat polymer. The cyan shell between the
nanoparticles and the polymer matrix region is the interfacial layer. (b) The gradient profile of the Af in terms of the distance, r, from the center of the nanoparticle
along the directions 1 and 2 indicated by the black arrows in panel (a). The inset (b) shows the schematic positioning of the nanoparticle in the polymer matrix.
Three regions associated with different changes in Af can be assigned. Reprinted with permission from Cheng et al., Nano Lett. 16(6), 3630-3637 (2016).

Copyright 2016 American Chemical Society.

indicating the presence of an interfacial layer with enhanced
mechanical modulus.?*3338 In particular, the recent studies>®
using the ILM approach and independently estimated thick-
nesses of the interfacial layer revealed that even in the glassy
state the shear modulus of the interfacial layer is more than
2 times higher than that of the polymer matrix. Using an
advanced AFM technique, the authors were also able to image
the interfacial layer in glassy PNCs (Fig. 8), and estimated its
thickness to be ~3 nm in PVAc¢/SiO, PNC.

D. Broadband dielectric spectroscopy studies of PNCs

Broadband dielectric spectroscopy (BDS) provides
information on dynamics and relaxation processes in an
extremely broad frequency range, usually from 1073-1072 Hz
to 107-10° Hz. It measures the reorientation of depolarized
dipole moments as well as ion conductivity.®® The main advan-
tages of BDS are a broad frequency range and a high accuracy

of the measurements that allow for careful interpretation by
various models. Polymer segmental relaxation (a-relaxation)
appears as a peak in the dielectric loss spectra &”’(w) (Fig. 9).
The angular frequency, m, of its maximum provides estimates
of the characteristic segmental relaxation time Tty = 1/(®Wmax),
while the integrated amplitude provides an estimate of the frac-
tion of the polymer with this segmental relaxation. Adding
nanoparticles to a polymer matrix brings several noticeable
changes in the BDS spectra (Fig. 9): (1) a reduction in alpha
peak intensity; (2) abroadening; (3) a shift to lower frequencies
in the alpha peak; (4) an additional Maxwell-Wagner-Sillars
(MWS) process in the lower frequency ranges; and (5) a shift
in the de-conductivity. The dc-conductivity can either increase
or decrease, depending on the amount of impurities or ions
introduced during the sample preparation.

Different approaches are proposed to analyze the dielec-
tric spectra of the nanocomposites. For example, Gong et al.?®
fit the loss spectra with one process with particular restrictions

(b 10°

FIG. 9. Dielectric loss spectra (a),
¢’ (w), dielectric derivative spectra (b),
a:jer(o)) = — /2% 0¢ (w)/Olnw, and re-
laxation time distribution spectra (c),
Ae # g(Int), of PVAc/Si0,-20.5 vol. %
(Ryp = 12.5 nm) (blue squares) and neat
PVAc (red circles) at T = 373 K. The
solid lines are the fit of the Havriliak-
Negami function plus dc-conductivity
for the neat PVAc, and the ILM

= v ~ . and
107 160 100 100 10" 107 10° 10 107
o (rad/s)

{c) 10"

model for PVAc/Si0,-20.5 vol. %. The
detailed fit procedure of the ILM model
for dielectric spectra can be found in
Ref. 31. The red dashed lines repre-
sent the dielectric functions of the neat
PVAc. The green dashed lines repre-
sent the dielectric contribution from the
Maxwell-Wagner-Sillars (MWS) polar-
ization. A clear interfacial layer process,
o/ with a slowing down in character-
istic relaxation times can be identified
from each spectra. Data were replot-
ted from Cheng et al., Phys. Rev. Lett.
116(3), 038302 (2016). Copyright 2016
The American Physical Society.
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on the spectral shape parameters of the fit function; however,
the analysis only covered a limited amount of the frequency
range of the alpha peak. They assigned this peak to the vol-
ume fraction of the free polymer matrix, and the remaining
volume fraction was assigned to the interfacial layer. The vol-
ume fraction of the interfacial layer can be estimated from
@int =1 — onp — Aepnc/Aepyac, where the last term corre-
sponds to the estimated volume fraction of the bulk polymer
matrix. It is worth noting that this approach does not pro-
vide any dynamic information on the interfacial layer, usu-
ally fails to fit the entire broad frequency range spectra, and
underestimates the thickness of the interfacial layer.

A more prevailing method, the additive approach, is
to assume additional contribution, i.e., a separate dielec-
tric process associated with the interfacial layer, and fit the
spectra with two peaks described by the Havriliak-Negami
function,2>-01-63
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where " (), €, A€, €, ®, T, and ¢ are the complex dielectric
function of the polymer nanocomposites, the dielectric con-
stant at infinite high frequency limit, the dielectric strength of
a corresponding relaxation process, the vacuum dielectric con-
stant, the angular frequency, the characteristic relaxation time
of the process, and the dc-conductivity of PNCs, respectively.
The i is the imaginary unit. a and vy are the shape parameters of
the corresponding process. The bulk and int indices correspond
to the bulk polymer matrix and interfacial layer, respectively.
The shape of the bulk peak is usually assumed to be the same
as in the neat polymer, and only its relaxation time and ampli-
tude are varied in the fit. From this fitting, the interfacial layer
fraction can be estimated as @i = (1 — @np) X %. This
method provides characteristic relaxation times as well as the
thickness of the interfacial layer.

However, the additive approach ignores the heterogeneous
nature of the nanocomposite materials which results in addi-
tional interference terms in the dielectric response functions
of PNCs.31:00:64.65 T contrast, the heterogeneous model anal-
ysis approaches explicitly calculate the dielectric response of
the multicomponent systems based on the geometries of TPM
and ILM. Thus, they take into account the dielectric response
of each component as well as the interference terms between
different components. For details of this approach we refer
the reader to old®* and recent papers®*®47 which suggest
a way for more accurate treatment of the dielectric spectra
of composite materials. This heterogeneous model analysis
approach provides rather accurate estimates of characteristic
segmental relaxation time and volume fraction, ¢jy, of the
interfacial layer in a broad temperature range.’! The thick-
ness of the interfacial layer can then be estimated from jp:

Lint =RNP((%)I/3 - 1), where Ryp is the radius of the
nanoparticles. Thus BDS provides accurate estimates of the
temperature dependence of the interfacial layer thickness, and
a detailed analysis of its dynamics. These detailed studies sug-
gested that there are no “glassy” or “dead” layers in studied
PNCs, at least in any significant amount.3!#647 Instead, the

segmental dynamics of the interfacial layer appears to have a

J. Chem. Phys. 146, 203201 (2017)

broad distribution of relaxation times (or corresponding glass
transition temperatures).

E. Quasielastic neutron scattering studies of PNCs

Other than H-NMR and BDS, quasielastic neutron scat-
tering (QENS) techniques also have been used to study the
dynamics of the polymer nanocomposites.®®’ An advantage
of neutron scattering is the possibility to study microscopic
details of the dynamics, not only characteristic relaxation times
but also geometry of the underlying motions. However, QENS
can measure dynamics only faster than a few hundreds of
nanoseconds and does not cover a very broad time (or fre-
quency) range. Several studies focused on the analysis of
nanoparticles and chain diffusion in PNCs®-7 and revealed
significant slowing down of chain diffusion. A few papers also
analyzed segmental dynamics in PNC and revealed two popu-
lations of the segmental dynamics:°®®7 one that has dynamics
of the bulk polymer and another one with significantly slower
dynamics. Using these results, the thickness of the interfacial
layer was estimated to be ~5 nm in PDMS/Si0; nanocompos-
ite.5” We also want to mention a recent QENS study of polymer
dynamics in confinement.>” The authors clearly demonstrate
the absence of the “immobile” or “glassy” layer. Instead, they
found that the dynamics is slowed down in the interfacial layer
due to attractive chain-wall interactions.

F. Differential scanning calorimetry studies of PNCs

Differential scanning calorimetry (DSC) is a well-known
technique to estimate the glass transition temperature as a
step in the thermodynamic function. It has been realized that
this technique can also probe thermodynamics characteristics
of the interfacial layer.>*’! For example, Sargsyan et al.”!
analyzed the specific heat capacity of nanocomposites with dif-
ferent loadings. The ratio of the specific heat capacity jump of
nanocomposites and the specific heat capacity of the neat poly-
mer provides an estimate of the volume fraction of the mobile
polymers in nanocomposites.”! According to these authors, the
interfacial layer is a thermodynamically “dead” layer with no
characteristics in the DSC curves even at extremely high tem-
peratures.”! However, these analyses typically ignored the spe-
cific heat capacity change of the silica nanoparticles within the
glass transition temperature step of the PNCs. Recently, Holt
et al.”> proposed a more rigorous analysis that normalizes the
specific heat capacity of the polymer matrix by the mass frac-

2531464772 ¢ mar _ G =G myr,
14 - 1-mpp

where C,", C,"NC, and C," are the specific heat capacity
of the polymer matrix, the polymer nanocomposites, and the
nanoparticles, respectively, and the myp is the mass fraction
of the nanoparticles. As shown in Fig. 10, the total normalized
specific heat capacity jump of the polymer matrix is identi-
cal to the neat polymer matrix and is rather independent of
nanoparticle loading, indicating the absence of a “dead” layer
in PNCs. However, the glass transition step of the nanocom-
posites significantly broadens and ends up at a much higher
temperature than the T, of the neat matrix. This broaden-
ing clearly indicates the presence of an interfacial layer with
slower dynamics and higher T,. The authors of Ref. 73 pro-
posed using the fraction of the tail in DSC step to estimate

tion of the polymer matrix:

s
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FIG. 10. (a) Shifted specific heat capacity of the matrix polymer, C;’“”, of P2VP/SiO; (Ryp = 15 nm) of different mass loadings myp =5 wt. %52 wt. %. The

inset shows experimental raw data of C, 11,) NC

, where the solid purple line represents the specific heat capacity of neat silica nanoparticles in the same temperature

range. Significant broadening is found in the glass transition step in PNCs, where the glass transition of PNCs ends up at a much higher temperature compared
with neat P2VP. No signs of a “dead” layer have been observed. Reprinted with permission from Holt et al., Macromolecules 47(5), 1837-1843 (2014). Copyright
2014 American Chemical Society. (b) Representative analysis of the differential scanning calorimetry data of P2VP/Si0,—40 wt. % (Ryp = 15 nm), where the
specific heat capacity of the neat P2VP is AC;, during the glass transition, and the specific heat capacity associated with the broadening tail in PNC is 8Cp. The
interfacial layer is /iy = 3.4 nm in the case of P2VP/Si0,-40 wt. % (Ryp = 15 nm).

the fraction of the interfacial layer from the thermodynam-
ics measurements (Fig. 10): @i = (1 — @np)OC,/AC,, with

int + 1 3
lint = Rp ((—¢ o )
capacity associated with the broadening tail and AC,; is the
specific heat capacity of the neat polymer at the glass transition

(Fig. 10(b)).

- 1) where 0C,, is the specific heat

lll. MICROSCOPIC PARAMETERS CONTROLLING
STRUCTURE AND DYNAMICS OF THE INTERFACIAL
LAYER IN PNCs

The experimental techniques described above provide
estimates of the interfacial layer thickness, dynamics, and
mechanical moduli of polymer nanocomposites. Moreover,
they allow one to analyze the temperature dependence of these
parameters. As we already mentioned, due to the large volume
fraction of nanoparticles and significant volume fraction of the
interfacial layer in PNC samples, very accurate and detailed
studies of the interfacial properties can be performed. Here, we
will focus on the role of microscopic parameters in defining
the properties of the interfacial layer of PNCs. These param-
eters include nanoparticle-polymer interactions, nanoparticle
size, polymer chain rigidity, and molecular weight.

A. Influence of nanoparticle—Polymer interactions

It is obvious that the strength of the nanoparticle-polymer
interactions and whether it is attractive or repulsive will
strongly affect the structure and dynamics in the interfa-
cial region.’33*74-76 However, it is very difficult to analyze
the influence of the interactions experimentally.’®~”® First of
all, tuning interactions by changing polymer chemical struc-
ture causes variations in many other parameters, making it
difficult to disentangle the effects. Surface modifications of
nanoparticles that will affect the polymer-nanoparticle inter-
actions usually lead to changes in their dispersion.?’#1-30-81 T
is essentially impossible to disperse nanoparticles with repul-
sive interactions. Thus the main studies used to understand
the role of strength of the interactions are done using MD-
simulations,33-33747382-84 especially given the limited exper-
imental efforts on this topic.”® Thus, we focus on the computer

simulation results in this section since tuning the strength
of interactions in a broad range without affecting other sys-
tem parameters is relatively easy in simulations. Further, the
conclusions of computer simulations from different research
groups are more or less the same.

Several simulations studies demonstrated>>>3 that an
increase in strength of the nanoparticle-polymer interactions
leads to an increase in density in the interfacial layer, and also
to a strong slowing down of the relaxation times at the interface
(Fig. 11). Moreover, it also leads to an increase in steepness of
the temperature dependence of segmental dynamics (fragility)
in the interfacial layer in comparison with that of the neat poly-
mer.>>3* In the case of repulsive interactions (less favorable
than polymer-polymer interactions), dynamics in the interfa-
cial layer appears to be faster than in the neat polymer.33474.75
However, these studies also revealed that the thickness of the
interfacial layer does not change appreciably with the change
of the interaction strength.33’35’74’75’82 In Figure 11, we show
new results from simulations of Ref. 35 where we considered
only flexible polymer chains in contact with an attractive sur-
face having different short-ranged wall-to-polymer interaction

10—1g . . —
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FIG. 11. Variance of the intermediate collective dynamic structure factor,
A2, at g =6.15 6~ for flexible polymers in contact with a surface located at
distance 0 o with different short-ranged wall-to-polymer interaction strength,
&y, (inunits of thermal energy, kg T'). All four data sets show a similar transition
point (distance ~ 5 o) where the surface cease to influence the collective
dynamic structure factor, S,;(¢.,2), and polymer segmental dynamics is bulk-
like. See Ref. 35 for the details of the calculation and simulations.
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strengths. The simulation shows that at a distance of around 50
from the surface, the distance dependent intermediate collec-
tive dynamic structure factor, S.y(g, t, z), with length-scales
measured commensurate with the bead size o (¢ = 6.15 o™ b,
transitions from being influenced by the surface and that of
being statistically indistinguishable from bulk. Similar transi-

tion point is seen in Figure 11 for data sets having different
wall-to-polymer interaction strengths.

B. Role of nanoparticle size

The curvature of the nanoparticle surface, i.e., the radius
of the nanoparticle Ryp might also play a role in deter-
mining properties of the interfacial region.3>7 This effect
should be especially strong when Rxp becomes compara-
ble or even smaller than the chain radius of gyration Rg.3
Indeed, BDS studies of P2VP/SiO, nanocomposites with
nanoparticle sizes in the range from Rxp = 7 nm to Rynp
= 50 nm revealed an increase in the interfacial layer thick-
ness (Fig. 12).2° Although the overall volume fraction of the
interfacial region decreased with the increase in Ryp at con-
stant loading, this decrease was weaker than the expected
decrease in the surface area of nanoparticles, clearly indi-
cating an increase in [;, (Fig. 12). As we discussed in
Section II D, the approach that the authors of Ref. 26
used in the analysis of the BDS data underestimates the inter-
facial volume fraction. In any case, the authors attributed the
decrease in the interfacial layer thickness to a faster relief of
the nano-confinement in the case of smaller nanoparticles.
For example, by assuming a constant amount of segments
affected by a unit surface area of nanoparticles, the authors
formulated a very simple arguments on the effect of nanopar-
ticle curvature, the radius Rnp, to the bound layer thickness,
O(Rnp) = (3RNp2600 + RI\11>3)1/3 — Ryp, where 0., is the bound
layer thickness for a flat surface. By assuming 8o, =/ ~ 1.5 nm
for P2VP, the authors observed a reasonably good agreement
between their model and experimental data for different PNCs
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FIG. 12. Bound layer thickness, 8(Rnp), with respect to the radius of nanopar-
ticle, Rxp. The solid lines are predictions from the following equation: d(Rnp)
= BRNpP%8e0 + Rxp?)!® —Rnp, Where 8o is the bound layer thickness for a
flat surface. For PNCs with different polymer matrices, the dco ~ Ik (the Kuhn
length of the polymer) is assumed. Note the red circles data points use the one
Havriliak-Negami analysis that always underestimates the interfacial layer
thickness, while the triangle and diamond points are results analyzed by addi-
tive methods. Adapted with permission from Gong et al., ACS Macro Lett.
3(8), 773-777 (2014). Copyright 2014 American Chemical Society.
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(the solid lines in Fig. 12). Interestingly, this simple model
suggests a saturation of the interfacial layer thickness at radii
larger than 10 nm as shown by the solid lines in Fig. 12,
which was independently observed by Papon et al.’® and
recently confirmed by computer simulations.®® Unfortunately,
this study only focused on the interfacial layer thickness at one
temperature T = 130 °C. There were no temperature depen-
dence of l;;;, and no dynamics of the interfacial layer have
been provided. In the future, it would be interesting to study
how the average interfacial layer’s slower dynamics changes
with nanoparticle sizes, and how the interfacial layer thickness
changes with temperature for different particle sizes.

C. Role of polymer chain rigidity

Chain rigidity is an obviously important molecular param-
eter that might affect the structure and dynamics of the interfa-
cial region. The characteristic ratio, Cw, is often used to define
the chain rigidity.?*° Experimentally, it is almost impossible
to find a set of different PNCs with systematic changes in the
chain rigidity while keeping the same polymer-nanoparticle
interactions. However, computer simulations can do this in
a relatively simple way. For example, a recent study>> ana-
lyzed the changes in the interfacial region caused by varying
the coarse-grained chain bending potential at fixed polymer-
wall interactions. They revealed significant influence of chain
rigidity on structure, dynamics, and thickness of the interfacial
region.>> In general, computer simulations have shown that
increasing polymer rigidity at fixed surface affinity leads to an
increase in the number of adsorbed chain segments (trains),
which improves surface packing of segments and results in
slower dynamics.*+?1=* More importantly, they found a good
correlation between the chain rigidity and the thickness of
the interfacial layer measured through static (e.g., density)
and dynamic (structural relaxation time) properties (Fig. 13).
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FIG. 13. A replot of the correlation between the dynamic interfacial layer
thickness and the static interfacial layer thickness from a recent simulation. >
The inset cartoon shows a part of the polymer chain under simulations. The
chain rigidity is tuned through the bending energy of adjacent polymer bonds,
U;j = kTKpeng(1—(it; -;)), where 7; is the unit bond vector along the polymer
backbone. The dynamic layer thickness is calculated from the spatial profile of
the time-resolved data points of the collective intermediate dynamic structure
factor S¢0(¢.t,z). The static interfacial layer thickness is calculated from the
spatial profile of the variance in density (p(z) —pp).2 A critical chain rigidity
is found at around Kpepg = 3 from the data. Adapted with permission from
Carrillo et al., Macromolecules 48, 4207 (2015). Copyright 2015 American
Chemical Society.
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FIG. 14. Interfacial layer thickness, /i, of the polymer nanocomposites from
dielectric measurements with different chain rigidity. The dashed lines are
results from computer simulations at high temperatures by assuming the bead
size 6 = 0.4 nm. The red circles are the results of dielectric measurements
at T = 1.2 Ty and the blue squares are results at T = 1.05 Ty for PPG/SiO,
(Rnp = 12.5 nm, gnp = 18 vol. %, Co =5.1), PVAC/SiO (Rnp = 12.5 nm,
@np = 20.5 vol. %, C = 7.0), and P2VP/SiO; (Rnp = 15 nm, gnp = 26
vol. %, Co = 10.0). Note the computer simulations and experiments match
reasonably well at high temperatures and at large Co. Due to a lack of experi-
mental data, it is difficult to validate the existence of a critical Co, as predicted
in the computer simulations. For each polymer, /i at low temperature close
to Ty (T = 1.05 Ty) is systematically and significantly larger than [y, at high
temperatures (T = 1.2 Ty), indicating a strong increase of /j, upon cooling.

Interestingly, the simulation also predicted the existence of a
critical chain stiffness, above which the interfacial layer thick-
ness starts to increase sharply with the chain rigidity (Figs. 13
and 14).

Detailed experimental studies on the role of chain rigidity
have been performed very recently.”? The authors analyzed
SAXS, DSC, and BDS data to estimate the static and dynamic
thickness of the interfacial layer in four different PNCs with the
same loading of SiO; nanoparticles (Table I). They used a flex-
ible polymer PPG, and semiflexible polymers PMMA, PVAc,
and P2VP. All three experimental techniques employed pro-
vided consistent estimates of /;,, (Table I). The results indeed
revealed an increase in the interfacial layer thickness with the
increase in the chain rigidity characterized by Co, especially
at large Co, > 5 (Fig. 14). However, due to a lack of experi-
mental data, it is difficult to validate the existence of a critical
Co as seen in the computer simulations. Nevertheless, chain
rigidity clearly affects the thickness of the interfacial layer.
At the same time the slowing down of segmental dynamics in
the interfacial region seems to be less sensitive to the chain

J. Chem. Phys. 146, 203201 (2017)

rigidity,”® while it depends strongly on polymer-nanoparticle
interactions.>33%7475 Moreover, as shown in Table I and
Fig. 14, liy at low temperature close to Ty (T = 1.05 Ty) is
systematically and significantly larger than /;,, at high tem-
peratures (T = 1.2 Ty) for different PNCs, indicating a strong
increase of /i, upon cooling.

D. Role of molecular weight

The chain length, i.e., polymer molecular weight (MW) is
another important parameter that affects properties of PNCs.
It is expected that the thickness of the bound polymer layer
should be comparable to the radius of gyration, Ry, of the
polymer,®’~%° and thus would increase with increase in molec-
ular weight. However, only a few studies on the influence of
molecular weight on the interfacial layer structure and dynam-
ics in PNCs have been performed.*’>° Kim er al.>* studied
poly(ethylene glycol) (PEG)/silica nanocomposites with dif-
ferent molecular weights at relatively high temperatures by
proton NMR. They found the volume of the interfacial poly-
mer (a combination of the solid like layer and the immobilized
layer in their terminology) slightly increases with molecular
weight (Fig. 15). These results are consistent with expectations
that the interfacial layer with slowing down in dynamics will be
thicker for higher MW PNCs.”® Interestingly, the thickness
of the glassy layer, [, and the thickness of the immobile layer,
limm, are almost identical for PEG/silica PNCs at T =70 °C and
T =100 °C (Fig. 15), different from the observation in Fig. 14
and Table I. This discrepancy may come from the extremely
high temperatures (T > Tg + 100 K) of the measurements of
PEGfsilica PNCs.

However, more recent studies on two different sets of poly-
mer nanocomposites, PVAc/SiO, and P2VP/SiO;, revealed
an unexpected decrease in interfacial layer thickness and the
change in dynamics with an increase in MW (Fig. 16).*” This
unexpected decrease appears in both BDS and DSC measure-
ments: increasing MW leads to (i) a reduction in the broad-
ening of the dielectric alpha relaxation peak (Fig. 16(a)) and
(ii) to a reduction of the high temperature tail of the DSC step
associated with the glass transition (Fig. 16(b)). The detailed
SAXS studies and measurements of the samples’ densities
revealed a significant (~10%-15%) decrease in the density of
the interfacial layer with increase in MW (Fig. 17(a)). At low
MW the averaged density of the PNC matrix appears to be
larger than that of the neat polymer, as expected for the attrac-
tive polymer-nanoparticle interactions. However, the ratio of
the averaged matrix density in the PNC to the neat polymer

TABLE I. Summary of the interfacial layer thickness, /iy, from different techniques (data from Ref. 73). All
samples include SiO;, nanoparticles with radius Ryp ~ 12.5 nm; the numbers after the matrix name present the
volume fraction of the nanoparticles. The values of Co are taken from Refs. 95 and 96.

BDS BDS
SAXS TMDSC (T ~1.05Tg) (T~12Tg) AFM
Sample (nm) (nm) (nm) (nm) (nm) Coo
PPG/SiO;-18 vol. % 1.3 1.8 3.5 1.9 N/A 5.1
PMMA/SiO,-24 vol. % 2.3 2.1 N/A N/A N/A 7.0
PVACc/Si0,-20.5 vol. % 2.32 24 4.7 34 3.0 94
P2VP/Si0;-26 vol. % 4.7 34 54 3.7 N/A 10.0
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FIG. 15. Calculated glassy layer thickness (red), /g, and the immobilized
layer thickness (blue), /., from NMR measurements of poly(ethylene gly-
col)/silica (Rnyp =22 nm, ¢np = 40 vol. %) with different molecular weights
at T =70 °C (filled) and T = 100 °C (open). The calculation was carried
out by assuming good dispersion of nanoparticles in polymer matrix. The
inset shows the polymer fraction that belongs to the glassy layer (red) and the
immobile layer (blue) from NMR. The inset data are adapted from Kim et
al., Macromolecules 45(10), 4225-4237 (2012). Copyright 2012 under ACS
Author Choice License.

density decreases with molecular weight and becomes less
than one when chain size 2R, becomes comparable to the
interparticle surface-to-surface distance (Fig. 17(a) and its
inset).*’ This unexpected MW effect does not vanish even upon
extremely long time annealing (Tu,, ~ 10" 1), suggesting
that it might be an equilibrium phenomenon or the system
might be trapped in a very deep metastable state.

Detailed analysis of the BDS spectra demonstrated a clear
decrease in the interfacial layer thickness (Fig. 17(b)), and a
weaker change in the segmental relaxation time (Fig. 17(c))
for PNCs with higher MW. Based on these results and results
of density and SAXS measurements, the authors*’ speculated
that a frustration in long chain packing (Fig. 20) in the inter-
facial region can be the origin of the observed unexpected
MW dependence (Figs. 16 and 17). The authors suggested that
there are two competing processes that define the properties of
the interfacial region: (i) the surface adsorption (the enthalpy
effect) that slows down the motion of segments adjacent to the
nanoparticles and (ii) the entropic effect caused by an increase
of free volume due to frustrated chain packing in the interfacial

J. Chem. Phys. 146, 203201 (2017)

layer that facilitates the segmental dynamics. Comparing the
data for PEG/silica (Fig. 15) with P2VP/silica and PVAc/silica
(Fig. 17) PNCs, we should pay attention to the much higher
MWs studied in the latter case. The difference in conclusions
of these two studies could also be caused by different methods
used: NMR in the case of PEG/silica,’® and BDS, DSC, and
SAXS in the case of PVAc/silica and P2VP/silica.*’

IV. DISCUSSION OF THE INTERFACIAL LAYER
STRUCTURE, DYNAMICS, AND THEIR TEMPERATURE
VARIATIONS IN PNCs

The presented overview of experimental studies clearly
demonstrates that static structure (e.g., density), dynamics
(e.g., segmental dynamics, T,), and mechanical properties
of PNCs are intrinsically heterogeneous and vary as a func-
tion of the distance from the nanoparticle surface. As a result,
the interfacial layer with a gradient of various properties and
a thickness /;;; is formed. Using NMR data the authors of
Ref. 24 suggested the existence of two different kinds of inter-
facial regions (Fig. 4): (i) the “glassy” or dynamically “dead”
layer, and (ii) another “immobilized” layer with a reduced
segmental mobility. However, the detailed dielectric studies
and analysis of DSC data did not reveal any significant frac-
tion of the “glassy” layer in several studied PNCs.?>-!-72
It appears that segmental dynamics in the interfacial layer
can be slowed down by several orders of magnitude (Figs. 17(c)
and 18), and the DSC data indicate that a fraction of the poly-
mer has a Tg ~ 30-40 K higher than the Ty, of the neat polymer
(Fig. 16(b)). However, no appreciable fraction of the compos-
ite appears to be “glassy” at temperatures high above T,. It
is obvious that the chain should be adsorbed to the nanopar-
ticle surface for a very long time due to the high attractive
nanoparticle-polymer interactions.'?'~1% However, it does not
mean that the segments at the interface are frozen. Whether the
difference between NMR and BDS data interpretations reflects
the difference in the accessible frequency range, or has some
deeper physical reasons, remains to be resolved.

In any case, the estimates of the total interfacial layer
thickness from various experimental techniques (SAXS,
NMR, BDS, and DSC) provide consistent values in the
range ~1.5-5 nm (Table I and Ref. 24). Very detailed studies
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FIG. 16. (a) Normalized dielectric loss spectra, €”/¢pea, of PVAc/SiO; (Rnp = 12.5 nm, @np = 20 vol. %) nanocomposites with different molecular weight
polymer matrices from MW = 12 kg/mol to 253 kg/mol. The dashed red line represents the dielectric spectra of the neat PVAc. The higher the MW, the lesser
the effect of the nanoparticles is observed in the dielectric broadening. (b) Normalized specific heat capacity of polymer matrices, C,”, of the same set of
polymer nanocomposites as in panel (a). The circles represent the specific heat capacity of the PNCs and the squares represent the specific heat capacity of the
corresponding neat polymer. The higher the MW, the lesser the effect of the nanoparticles is observed in the broadening of the glass transition step. Adapted
from Cheng et al., Phys. Rev. Lett. 116(3), 038302 (2016). Copyright 2016 The American Physical Society.
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FIG. 17. (a) Relative mass density, 0,,,/Oneat» for PVAc/SiO; (Rnp
=12.5 nm, ¢np = 20 vol. %) with different molecular weights. The filled
symbols are a result of the re-analysis of the literature data'%" of PVAc/SiO,
nanocomposites. The dashed line represents the average matrix density equal
to the mass density of the neat polymer matrix. A decrease in average mass
density of the matrix is found with increasing molecular weight. Moreover,
the average mass density of the matrix is found to be smaller than the neat
polymer matrix for MW larger than 30 kg/mol indicating a reduced mass den-
sity state of high MW PNCs. The inset shows the mass density for the PNC
of different loadings of PVAc/SiO, (MW = 40 kg/mol, Rxp = 12.5 nm). The
black solid line is a prediction from the TPM by assuming volume conserva-
tion. A deviation is found at around qnp = 17 vol. %, indicating the PNC with
higher loadings have more free volume. (b) The interfacial layer thickness,
lint, and (c) the interfacial layer average slowing down, T4,/Tq, of the PNCs
as a function of MW. The inset in panel (c) represents the relaxation time
distribution spectra of the bulk polymer and the interfacial layer polymer. A
clear shoulder process, the interfacial layer process, can be identified from
the spectra. Data were replotted from Cheng et al., Phys. Rev. Lett. 116(3),
038302 (2016). Copyright 2016 The American Physical Society.

combining experiment, theory, and atomistically detailed
simulations have been performed on glycerol/silica nanocom-
posites.>! Glycerol was specifically chosen instead of a poly-
mer to remove additional complications related to long chain
adsorption time, possible confinement effects of the chain
squeezed between nanoparticles, and expected variations in
entanglements. Experiments, theory, and simulations all pro-
vided consistent estimates of the interfacial layer thickness to
be ~1.6-1.8 nm at high T.3! This is in agreement with the esti-
mates of /;;; ~ 1.6-2.5 nm obtained for a thin glycerol films
on a flat substrate.'® The existence of the “glassy” layer was
clearly excluded in this case.’! Both experiment and theory
also revealed that the slowing down of glycerol dynamics in

J. Chem. Phys. 146, 203201 (2017)
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FIG. 18. The temperature dependence of the segmental relaxation time
of the bulk polymer, t,, and the interfacial layer process, to,, of
P2VP/Si0,-40 wt. % (MW = 101 kg/mol, Rnp = 12.5 nm). The filled black
squares represent the temperature dependence of the neat P2VP with the same
molecular weight. A significant slowing down and a large increase in the glass
transition temperature in the interfacial layer process have been observed.
However, the change in fragility of the interfacial layer is negligible. Adapted
with permission from Holt et al., Macromolecules 47(5), 18371843 (2014).
Copyright 2014 American Chemical Society.

the interfacial layer relative to the bulk glycerol increases upon
cooling (Fig. 19(a)). This is consistent with the predictions
of earlier simulations showing an increase in the fragility of
segmental dynamics for attractive polymer-nanoparticle inter-
actions.>33* BDS studies also revealed that the thickness of
the interfacial layer in glycerol/silica nanocomposite increases
from ~1.8 nm up to ~3.5 nm upon cooling from high T to T,
(Fig. 19(b)).3! A significant increase in the thickness of the
interfacial layer upon cooling has also been revealed in several
PNCs (Figs. 14 and 19(b) and Table I). However, no significant
increase in fragility has been found in these cases (see, e.g.,
Figs. 18 and 19(a)).>>!

To understand the mechanisms controlling the thickness
of the interfacial layer in thin films and PNCs, several theoret-
ical and simulation works have suggested that the interfacial
layer thickness can be related to the length scale of dynamic
heterogeneities £.3>!%° For example, based on the random first-
order transition (RFOT) theory, authors of Ref. 105 suggested
that I;,, can be ~10-20 €. The analysis we have presented
clearly contradicts this prediction, at least in the case of PNCs.
It seems that the thickness of the interfacial layer appears to
be of the order of the dynamic heterogeneity length scale, §
~ 1.5-4 nm.'%6-19 A similar conclusion has been achieved
also from analysis of simulations results based on the string-
like motion approach.’?*3!0 The observed increase in the
interfacial layer thickness upon approaching Tg (Figs. 14 and
19(b) and Table I) is consistent with the expected increase in
the dynamic heterogeneity/cooperativity length scale on cool-
ing. It remains important to unravel a possible relationship of
the dynamic heterogeneity length scale § and the thickness of
the interfacial layer /;,,.*> The complication here is related to
the challenge of experimental measurements of the dynamic
heterogeneity length scale.

The presented above results also revealed that structure,
thickness, and dynamics of the interfacial layer can be strongly
affected by the molecular weight of the polymer (Figs. 15-17).
It seems that when the size of the chain (2Ry) becomes
comparable to the distance between nanoparticle surfaces d;ps,
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FIG. 19. (a) The temperature dependence of the characteristic segmental relaxation time of the bulk glycerol, 14, and the interfacial layer glycerol, 14, in a
set of glycerol/SiO; nanocomposites (Ryp = 12.5 nm). A significant slowing down in the segmental relaxation time is found for the interfacial layer glycerol.
The inset shows the temperature dependence of the interfacial layer slowing down, t, /T, where the interfacial layer slowing down increases from ~8 to ~16
with cooling from 253 K to 208 K. The solid pink line is a prediction from the elastic collective nonlinear Langevin equation (ECNLE) theory with a fixed
first absorbed layer densification parameter A = 1.038. Data replotted from J. Chem. Phys. 143(19), 194704 (2015). Copyright 2015 AIP Publishing LLC. (b)
The temperature dependence of the interfacial layer thickness, /iy (T), of glycerol/SiO, nanocomposites with different loadings. The data show little effects of
loading to the interfacial layer thickness on the loading ranges under study. The numbers 0, 8.8, and 23.6 indicate the volume fraction of silica nanoparticles as
0 vol. %, 8.8 vol. %, and 23.6 vol. %, respectively, in both panels (a) and (b). Adapted with permission from J. Chem. Phys. 143(19), 194704 (2015). Copyright

2015 AIP Publishing LLC.

frustration in packing of long chains in the interfacial region
leads to a significant reduction in density*>#719 (Fig. 17(a)).
It was suggested that short chains can pack better at the inter-
face, and also that nanocomposites with short chains have a
sufficient amount of non-adsorbed chains. The latter can easily
penetrate the interfacial region and increase density (Fig. 20).
In contrast, long chains form a layer with frustrated chain pack-
ing and almost all the chains are adsorbed to nanoparticles
in composites with high MW polymers.*’ All these factors
restrict the packing of long chains and lead to lower density in
the interfacial layer. It remains a challenge to understand how
the polymer regions with larger free volume (lower density)
still exhibit slower dynamics (Fig. 17). It has been suggested
theoretically'!! that the slowing down might be affected by
chain stretching in the interfacial region. As was discussed in
Ref. 36, the idea of chain stretching is consistent with sig-
nificant enhancement of mechanical moduli in the interfacial
layer even in a glassy state. So, it is possible that a balance
between chain stretching and density variations controls the

Ls&[pJ

FIG. 20. Proposed mechanism for the chain packing in polymer nanocom-
posites with different molecular weights. The d;pg is the average interparticle
surface-to-surface distance. Left: low MW chains, djps > 2Ry, tend to pack
densely at the interface (red chains and blue chains) due to the low enthalpic
and entropic penalty. The large number of free chains (green chains) also
facilitates the chain packing at the interface. Right: high MW chains, dpg
< 2Rg, tend to form long loops and long tails that bridge adjacent nanopar-
ticles. Conformational changes of long chains need to overcome the large
enthalpic and entropic barrier. In this case, loop-loop repulsion dominates the
packing process and frustrated chain packing forms. Detailed description of
the mechanism can be found in Cheng et al., Phys. Rev. Lett. 116(3), 038302
(2016). Copyright 2016 The American Physical Society.

slowing down of segmental dynamics in the interfacial region.
It also remains a puzzle whether the observed decrease in den-
sity of the interfacial layer of high molecular weight PNCs is
an equilibrium state, or if long enough annealing will result in
a denser state. Detailed theoretical and computational studies
might help resolve these questions.

V. CONCLUSIONS AND FUTURE PERSPECTIVES

Progress during this decade has led to developments of
robust experimental techniques to study structure and dynam-
ics of the interfacial layer in polymer nanocomposites. SAXS
and SANS provide estimates of the interfacial layer thickness
and its density. However, there were no systematic studies of
the temperature dependence of the interfacial region in PNCs
using these scattering techniques. It would be also important
to provide experimental analysis of the chain stretching in
the interfacial region, and to verify the theoretical predic-
tions of chain stretching.!'! These structural studies might
help us better understand the role of density variations and
chain stretching in tuning the structure and dynamics of the
interfacial region. The changes in dynamics of the interfacial
region can be well studied using NMR, BDS, and DSC tech-
niques. The first two can also provide analysis of the interfacial
dynamics as a function of temperature.

Analysis of experimental and computational data suggests
that the slowing down of the interfacial dynamics depends
mostly on the strength of the polymer-nanoparticle interac-
tions, while the thickness of the interfacial layer depends
mostly on the chain rigidity.3> It remains an open challenge to
verify the proposed relationship between the thickness of the
interfacial layer and the characteristic length scale of dynamic
heterogeneities. Both of them are in the range of several
nanometers, and both increase upon approaching Tg. However,
the thickness of the interfacial layer in PNCs is also affected
by the polymer molecular weight and by the nanoparticle size.
Systematic studies of the role of nanoparticle size, especially in
the regime of small nanoparticles,!'? Ryp << Rg, should pro-
vide better understanding of how the surface curvature affects
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the interfacial layer structure and dynamics. Do we even have
any interfacial region in this extreme case?'!'> Or can small
sticky nanoparticles be considered as temporary crosslinks?
Another interesting question in this case is how long is the
chain adsorption time for the attractive nanoparticles? And
how does it depend on the ratio between Rnp and R, ? Chain
adsorption/desorption time drastically affects the viscoelastic
properties and flow of the PNCs at high temperatures.

In this focus article, we intentionally limited the dis-
cussion of composites with attractive spherical nanoparticles
providing physical adsorption of chains. We did not discuss
composites with “hairy” nanoparticles (i.e., nanoparticles with
grafted chains). Grafting of chains strongly improves nanopar-
ticle dispersion and might lead to formation of some ordered
structures.?’#1:81 However, not many papers have focused on
the analysis of the interfacial layer properties in this class of
nanocomposites. Studies have revealed some similarities and
differences with the interfacial dynamics in the case of phys-
ically adsorbed chains.*® Also, there are many PNCs with
two-dimensional (e.g., graphene-base and clays)'>!!? and one
dimensional (e.g., carbon nanotubes) nanofillers.''* Unfortu-
nately, the rich literature focused on these types of PNCs has
many controversies and confusions, most probably related to
complications with nanofiller aggregations. Developments of
model composites with good dispersion of 2-D and/or 1-D
nanofillers will allow quantitative analysis of the interfacial
regions also in these materials.

Another important direction is the unraveling of the rela-
tionship between the interfacial region’s characteristics and
the macroscopic properties of PNCs. Developing more accu-
rate models that account for the gradient of properties in
the interfacial region is needed for the proper description of
the macroscopic properties and for the design of PNCs with
desired properties.

The question of high practical importance that we did
not discuss in this paper is how the interfacial layer properties
affect the flow behavior and processibility of PNCs. This com-
plicated question is related to the long time diffusion behavior
of polymers and nanoparticles in PNCs. Examples from recent
works by Karen Winey and co-workers!'>!1¢ revealed that the
presence of the adsorbed polymer layer increases the effective
size of nanoparticles. This affects significantly the diffusion of
both the polymer and nanoparticles. However, the role of the
interfacial layer (that is different from the adsorbed layer) in the
diffusion and processing behavior of PNCs remains unknown
and requires additional studies.

The last point we want to comment on is the anal-
ogy between PNCs and thin films that is emphasized in
many articles.”>*" Indeed, the behavior of polymeric mate-
rials in the interfacial region is similar for thin supported
films and PNCs. However, this analogy should be taken with
some precaution. First of all, at sufficient loading, when the
distance between nanoparticle surfaces becomes compara-
ble to the chain size, djps ~ 2R, the confinement effect
becomes important in PNCs. In that case it might be anal-
ogous to the behavior of polymer in capped films or in
confinement. Also, the size of the nanoparticles and their
surface curvature play a role in PNCs but have no analogy
in thin films. Nevertheless, many ideas and results obtained

J. Chem. Phys. 146, 203201 (2017)

in the field of PNCs can be applied to thin films and vice
versa.
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