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Abstract (better <200 words, can’t exceed 250 words)

Formation of large volume fractions of Mn-Ni-Si precipitates (MNSPs) causes excess irradiation 

embrittlement of reactor pressure vessel (RPV) steels at high-extended life fluences. Thus a 

semi-empirical cluster dynamics model was developed to study the evolution of MNSPs in low-

Cu RPV steels. The model is based on CALPHAD thermodynamics and radiation enhanced 

diffusion kinetics. The thermodynamics dictates the compositional and temperature dependence 

of the free energy reductions that drive precipitation. The model treats both homogeneous and 

heterogeneous nucleation, where the latter occurs on cascade damage. The model has only 4 

adjustable parameters that were fit to atom probe tomography (APT) database. The model 

predictions are in semi-quantitative agreement with systematic Mn, Ni and Si composition 

variations in the alloys characterized by APT, including a sensitivity to local tip-to-tip variations 

even in the same steel. The model predicts that heterogeneous nucleation plays a critical role in 

1 Notice of Copyright This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. 
Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the 
United States Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this 
manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these 
results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
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MNSP formation at lower alloy Ni contents, and that even small irradiation temperature 

variations can have a large effect on the precipitate evolution. Single variable assessments of 

compositional effects show that Ni plays a dominant role, while within normal ranges Mn and Si 

have a finite, but smaller effect. The delayed evolution of MNSPs, which have been called late 

blooming phases, is reasonably predicted by the model. For purposes of illustration, rather than 

prediction, the effect of MNSPs on transition temperature shifts are presented based on well-

established microstructure-property and property-property models.

Keywords: Precipitation kinetics, Modeling, Mean-field analysis, Reactor pressure vessel steels, 

Metal and alloys, irradiation effect, ferritic steels, Microstructure, Multicomponent, 

Nanoparticles, Nucleation and growth, Thermodynamic modeling, Thermodynamics 

1. Introduction and Background

Nuclear power contributes about 19.5% of the electricity supply in the United States [1], and 

about 13% worldwide [2]. If this major source of carbon-free energy is to be sustained, life 

extension of the current fleet of light water reactors will be required to bridge the gap to new 

plant builds [3]. Life extension will require clear demonstration of large safety margins and 

reliable and economic long-term plant operation. A key challenge is understanding and 

managing a large number of materials aging and degradation issues, ranging from concrete and 

cables, to reactor internals, and to pressure boundary steels [4, 5]. Thus extensive aging research 

is being conducted to support extending plant life from 40 (the original license) and 60 years (the 

first license extension), to 80 years, or more, based on a second license extension. 

One critical life extension issue is neutron irradiation embrittlement of reactor pressure 

vessels (RPVs). RPVs are massive, thick-walled, permanent structures, whose primary function 

is to pressurize water from 7 (Boiling Water Reactors, BWRs) to 14 MPa (Pressurized Water 
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Reactors, PWRs), thereby permitting reactor operating temperatures around 290°C [6]. RPVs are 

also an important barrier to the release of radioactivity in the event of a core damaging accident. 

Regulations require very low RPV failure probabilities by crack propagation, both for normal 

operation and postulated accident events. In the unirradiated condition, low alloy RPV steels are 

very tough, and vessel fracture probabilities are negligibly small, representing no significant risk. 

However, neutrons leaking from the reactor core cause irradiation hardening and embrittlement, 

manifested as upward shifts in the ductile-to-brittle transition temperature, T, that may 

challenge continued safe vessel operation for some plants during extended life. 

Current embrittlement regulations are based on correlations of surveillance data for a large 

number of RPV steels irradiated at low flux in operating reactors2. However, current T models 

are valid only up to about one half the peak neutron fluence that would be experienced by some 

vessels in the PWR fleet under extended life operation, which is about 1x1024 n·m-2 at 80 years 

(for a flux of ≈5×1014n·m-2s-1). Notably, current regulatory models under-predict test reactor T 

for these extended-life fluences in high flux test reactor experiments [7]. 

It is now understood that this under prediction is due to the emergence of new hardening and 

embrittlement mechanisms at high fluence [7]. The most important mechanism is nucleation and 

growth of Mn-Ni-Si precipitates (MNSPs), as long ago predicted by Odette and co-workers [8-

11]. This early work extended previous studies by Odette that demonstrated and modeled 

hardening and embrittlement mechanisms associated with the rapid formation of nm-scale 

coherent Cu precipitates that act as obstacles to dislocation glide [12]. Researchers soon 

recognized that the copper rich precipitates (CRPs) are highly alloyed with Mn and Ni [8, 9]. 

2 RPVs are basically one-of-a-kind individually built structures, with a wide range of steel metallurgical variables 
(composition, start of life microstructure and product form) that are exposed to a range of irradiation variables 
(neutron flux, fluence, spectrum and temperature). Embrittlement is controlled by synergistic interactions 
between these variables acting in combination.  
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Mn-Ni synergisms rationalized the strong effects of the alloying element Ni, as well as impurity 

Cu, on hardening and embrittlement [10]. In the early 1990s Odette and coworkers carried out 

CALPHAD [8] based thermodynamic calculations, suggesting that Mn-Ni precipitates could 

form even in low Cu steels, which would otherwise be relatively insensitive to embrittlement. 

The Mn-Ni precipitates were predicted to be slow to nucleate and grow, thus they were dubbed 

late blooming phases (LBP). 

These models equilibrated Mn, Ni and Cu in solution with these solutes in a specified 

number density of CRPs and included the effects of composition on the interface energy [8]. At 

sufficiently high Ni and at lower temperatures, the precipitates contain more Mn and Ni than Cu. 

This mean field thermodynamic modeling was later extended to include Si in Lattice Monte 

Carlo (LMC) simulations, based on pair-bond energy estimates extracted from CALPHAD, that 

predicted Cu-rich core and Mn-Ni-Si-rich shell precipitate structures [10]. Such core shell 

structures were also observed in atom probe tomography studies [13-16]. The early models 

predicted that low irradiation temperatures, high Ni and even small amounts of Cu enhance the 

formation of Mn-Ni and MNSPs. It was also envisioned that MNSPs heterogeneously nucleate 

on small Cu-Mn-Ni-Si-defect cluster complexes that form in displacement cascades. These 

complexes are referred to as stable matrix features (SMF). The SMF are responsible for low-to-

intermediate fluence embrittlement in low Cu (< 0.07 wt.%) steels prior to the development of 

well-formed MNSPs which evolve from them. Since there is much more Mn + Ni + Si (typically > 

2 at.%) in RPV steels than Cu (effectively less than 0.25 at%), large mole fractions (f) of MNSPs 

can produce correspondingly large amounts of hardening and embrittlement, that roughly scale 

with √f. 



6

The early models led to a systematic search for MNSPs, especially as part of the UCSB 

IVAR program [17]. While unrecognized glimpses of MNSPs could be found in the literature, 

the first results clearly showing their existence were reported by Odette in 2004 in a split-melt 

RPV steel containing only 0.01 wt.% Cu [18]. However, MNSPs are now widely observed in test 

reactor [13, 15, 16, 19, 20] and surveillance [21, 22] irradiations. It is no longer a question of if 

LBP MNSPs will develop, but rather to what extent they will develop as a function of flux, 

fluence, temperature, and alloy composition. Remarkably, however, MNSPs are not accounted 

for in current regulatory models [23].

Thus the motivation for this study is to develop a rigorous physical model for LBP MNSPs 

in low Cu RPV steels based on the underlying thermodynamics and kinetics. The model can be 

used to better understand the factors controlling MNSPs evolution and support prediction of 

alloy embrittlement under light water reactor (LWR) life-extension conditions. It is structured to 

include the essential physical mechanisms, while minimizing the number of fitting parameters, 

and is both informed by, and compared to, experiments. The model is described in detail in Sec. 

2 and SI Sec. B-G, and we briefly summarize its key characteristics here. 

A cluster dynamics (CD) master equation model of the evolution of the size (r), number 

density (N) and mole fraction (f) of MNSPs as a function of fluence, flux, temperature and alloy 

composition has been built. The thermodynamic terms in the master equation coefficients are 

extracted from a CALPHAD database. The model assumes that the MNSPs have the equilibrium 

compositions of either G (Ni16Si7Mn6) or 2 (Mn(Ni,Si)2) phases. These are the two stable 

phases in the Mn-Ni-Si ternary projection of the Fe-Mn-Ni-Si quaternary system that are 

predicted by the CALPHAD database for the compositions studied in this work at around 300°C. 

The kinetic terms in the CD model are based on radiation-enhanced adjustments of the estimated 
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thermal solute diffusion coefficients, as determined by conventional reaction diffusion equations 

and semi-empirical flux scaling. Heterogeneous MNSP formation on the cascade cluster 

complexes, as noted above, is included adding to homogeneous nucleation. The results of the CD 

model are compared to detailed atom probe tomography (APT) data. The interface energies, 

heterogeneous nucleation site size and cascade cluster production efficiency factor are the main 

fitting parameters. 

The model can be used to interpolate and extrapolate the experimental database on RPV 

steels, which is both sparse and not well distributed in the high dimensional space of potentially 

relevant variables. The CD models also provide a foundation for more realistic but complex 

models, e.g., including Cu and MNSPs, and simpler, but still physical, reduced order models like 

Avrami-based treatments of the MNSPs evolution as a function of fluence. 

The paper is organized as follows. Section 2 describes the computational models and sub 

models. Section 3 presents the APT database. Section 4 compares the CD model predictions to 

the APT results. Section 5 applies the model to predict the effects of selected variations in alloy 

composition and irradiation temperature on the fluence dependence of the evolution of MNSPs. 

Section 6 analyzes the corresponding effects of composition and temperature on MNSP mole 

fraction at specified fluences and temperatures in terms of composition cross-plots for the entire 

CD database. Section 7 illustrates the effects of MNSPs on hardening and embrittlement for 

typical RPV steels during life-extension based on existing microstructure-property-property 

models. A brief summary and conclusions are presented in Section 8. 
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2. Computational Methods

2.1. Cluster Dynamics

Cluster dynamics (CD) can be used to describe the nucleation, growth and coarsening of 

precipitates from supersaturated solid solutions. The CD model used in this work is based on 

Slezov’s general model of the kinetics of first order phase transformations [24-27], which 

describes the precipitate size distribution as a function of time in terms of the transition rates into 

( ) and out of ( ) cluster size n from and to adjoining clusters in cluster size space. 𝐽𝑛 ‒ 1→𝑛 𝐽𝑛→𝑛 + 1

Our model also adds a heterogeneous nucleation rate (Rhet) of clusters of size nhet. Figure 1 

schematically illustrates the CD model. This so-called master equation for changes in the number 

of clusters in size class n as a function of time (f(n,t), m-3) can be expressed as

( 1 )
∂𝑓(𝑛,𝑡)

∂𝑡 = 𝑅ℎ𝑒𝑡(𝑛,𝑡) + 𝐽𝑛 ‒ 1→𝑛 ‒ 𝐽𝑛→𝑛 + 1

The parameters needed in the homogeneous nucleation model are: a) an effective radiation 

enhanced diffusion coefficient (Deff); b) the bulk free energy of formation of a cluster phase (g); 

and, c) the cluster interfacial energy (). Detailed expressions used in applying this model are 

given in SI Sec. B and a corresponding derivation is found in Chapter 2 of Ref. [27]. More 

details regarding the  are presented in Sec. 2.2 and SI Sec. D. 𝑅ℎ𝑒𝑡

The coupled set of ordinary differential equations (ODEs) in Eq. (1) are integrated to 

calculate fn(t) for n = 1 to nmax. In the case of precipitation of a single solute species with 

monomer transitions, as is assumed here, the integrations are trivial, even for a large nmax. 

However, in this case the clusters are composed of three species, in this case specifically Mn, Ni 

and Si. Thus, in principle, it would be necessary to solve clustering ODE for these three solute 

dimensions, potentially involving integrating up to  equations (see SI Sec. B for 𝑂(𝑛 3
𝑚𝑎𝑥)

derivation), which would be computationally prohibitive. To avoid this complication, it is 
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assumed that the clusters grow and shrink by absorbing or emitting pseudo monomers molecules 

that are composed of Mn, Ni and Si with the stoichiometric composition of the precipitating 

phase. 

The cluster pseudo solute emission rates are based on a detailed balance between adjoining 

cluster sizes, which depends on the cluster free energies of formation and the radiation enhanced 

diffusion kinetics. The formation free energy of clusters with n atoms for a dilute solution model 

can be written in terms of a solute product as

( 2 )∆𝐺(𝑛) = 𝑛∆𝑔 + 𝜎(𝑛) = 𝑛𝑘𝐵𝑇𝑙𝑛(𝐾𝑠𝑝

𝐾𝑠𝑝) + 4𝜋𝑟2
𝑛𝛾

where  is the formation free energy per atom of an infinite bulk precipitate phase, is the ∆𝑔 𝜎(𝑛)

interfacial energy for clusters with n atoms with radius  and an interfacial energy per unit area 𝑟𝑛

of ,  is the Boltzman constant, T is temperature. The solute product, , is defined as 𝛾 𝑘𝐵 𝐾𝑠𝑝

( 3 )𝐾𝑠𝑝 = ∏𝑖𝑐
𝑥𝑖
𝑖

Here  is the instantaneous composition of each dissolved element in the alloy matrix and  is 𝑐𝑖 𝑥𝑖

the composition of the element in the precipitate phase. The solute product at equilibrium is 

denoted as . The classical derivation and justification of the relation between solute products 𝐾𝑠𝑝

and formation energy of precipitates is provided in SI Sec. B. Solute products are determined 

from CALPHAD thermodynamic models, as described in Sec. 4.2.  Interfacial energies were fit 

to experimental data, again as described in Sec. 4.2. The radiation enhanced diffusion kinetics 

was determined from literature measurements of thermal diffusion, previously parameterized 

models for point defect generation and evolution at low flux, and a previously derived simple 

effective flux scaling model [28]. Details are provided in Sec. 2.3 and SI Sec. B and C.

It is useful to draw a simple picture of what the CD model treats. Initially precipitation is 

dominated by clustering and precipitate nucleation and the initial stages of growth. However, 



10

nucleation rates decrease rapidly as the solutes are depleted supersaturated matrix. This gives rise 

to an overlapping region dominated by precipitate growth. However, growth rates also decrease 

with dissolved solute depletion, and becomes negligible as the Gibbs-Thomson effect modified 

solubility limit is approached. This condition gives rise to a third overlapping region dominated 

by precipitate coarsening. Notably, the CD model treats all of these processes seamlessly, and in 

a way that directly connects to the underlying thermodynamics and kinetics. 

2.2. Heterogeneous Nucleation

Heterogeneous nucleation is a critical element of the model. Here we assume that clusters of 

size n are generated in displacement cascades at a rate Rhet(n,t), which has units of number of 

clusters generated per unit volume and per unit time. The underlying mechanism is that the high 

concentrations of point defects in the cascades, during both formation and much longer time 

aging periods, lead to defect-solute cluster complex formation due to corresponding defect-solute 

binding energies. The first model for defect solute complex formation (Cu-coated nanovoids) 

was first proposed by Odette [9] and later confirmed by a number of Kinetic Lattice Monte Carlo 

models of cascade aging [11, 29]. Further discussion of the rich physics of cascade aging in 

alloys is beyond the scope of this paper, but it is sufficient to note that rather large solute cluster 

complexes, and their solute remnants, form in cascades at some frequency that decreases with 

their size. 

Rhet is proportional to the cascade production rate per atom, , where cas is the 𝜎𝑐𝑎𝑠𝜙/Ω

cascade production cross section,  is the neutron flux, and Ω is the atomic volume. Rhet also 

depends on the amount of the remaining dissolved solute, which we represent by the ratio of the 

instantaneous triple product  to a reference . Finally, the fact that at a given  only a 𝐾𝑠𝑝 𝐾 0
𝑠𝑝 𝐾𝑠𝑝

fraction of cascades produce a large cluster of defined size n, is represented by a cascade cluster 
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production efficiency factor,   at . While there is a distribution of n that can contribute to 𝐾𝑠𝑝

heterogeneous nucleation, for simplicity assume that only clusters of size nhet are generated. Thus 

Rhet is given by

, ( 4 )𝑅ℎ𝑒𝑡(𝑛ℎ𝑒𝑡,𝑡) = 𝛼 ∙
𝜎𝑐𝑎𝑠𝜙

Ω ∙
𝐾𝑠𝑝(𝑡)

𝐾 0
𝑠𝑝

and 𝑅ℎ𝑒𝑡(𝑛 ≠ 𝑛ℎ𝑒𝑡, 𝑡) = 0.

The efficiency factor, , is a fitting parameter representing the fraction of cascades that produce 

a cluster of size nhet when the solute product is at equilibrium ( . The physical basis 𝐾𝑠𝑝(𝑡) = 𝐾 0
𝑠𝑝)

for  is partly stochastic, and partly associated with the energy of the primary knock-on atom 

(PKA) that creates the cascade (note, PKAs are generated by fast neutrons over a wide range of 

recoil energies). However, given the complexity of forming defect solute complexes in 

displacement cascades,  is treated as the second heterogeneous fitting parameter. 

While rooted in plausable physics, this nucleation model is a surragate for more complex 

mechanisms of heterogeneous nuleation that may include solute segregation to ex-cascade small 

loops and nanovoids. Note, this treatment does not include the role of dislocations and grain 

boundaries in heterogenoeus nucleation, although both are observed experimentally, espeacially 

for conditions of low solute supersaturations. Further, the present model does not treat the 

potential role of Cu. While the alloys studied here have low Cu contents, it has long been 

observed and predicted that small amounts of this element, even below the concentration for 

well-formed precipitates, can enhance MNSP nucleation [8]. Such effects, to the extent they are 

significant, are effectively renormalized into the fitting parameters in the model. These 

approximations will be dealt with in future work and are discussed further in  SI Sec. D.
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2.3. Radiation Enhanced Diffusion

The cluster dynamics model used in this work requires Mn, Ni, and Si diffusion coefficients 

under irradiation. The diffusion of these species is accelerated by excess vacancies produced 

under irradiation, a phenomenon generally referred to as radiation enhanced diffusion (RED). A 

model for RED is used in this work that accounts for flux effects with a simple power law-

scaling model. We use a simplified version of a RED model developed by Odette et al. that 

accounts for solute vacancy trap enhanced recombination and extra annihilation of vacancies and 

self-interstitial atoms at transient sinks formed in cascades [28, 30, 31].

Here the thermal diffusion coefficients Dth are given by the standard expression

( 5 )𝐷𝑡ℎ = 𝐷𝑡ℎ
0 exp ( ‒

𝑄
𝑘𝑇)

Unfortunately, there is essentially no diffusion data for Mn, Ni, and Si in Fe at the relevant LWR 

temperatures of about 300°C. Thus estimating the Dth requires a large extrapolation from high 

temperature. Furthermore, the low temperature Dth must account for the effects of changing 

ferromagnetic state on the migration energetics of the solute below the Curie temperature. 

Although self-diffusion coefficients of Fe have been studied by a number of researchers, for 

example [32-38], there is very limited experimental data on the thermal diffusion coefficients of 

Mn, Ni, and Si solutes in ferromagnetic Fe. Indeed, to our knowledge, there is only one dataset 

for Mn [39] and one for Ni [40], and none for Si. 

Therefore, we have developed an approximate, but internally consistent, approach to 

estimate together the diffusion coefficient for Fe and all the impurities based on constant 

activation energy models fit to data for the ferromagnetic host Fe. Details about how the thermal 

diffusion coefficients were obtained are given in SI Sec. F. In the CD model the thermal 

diffusion coefficients for the individual solutes were then adjusted to give the RED coefficients 
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(as described below) and then further combined into one effective value based on the 

composition of the matrix and precipitates, as described in SI Sec. C and Ref. [30]. 

The RED coefficient, D*, can most simply be expressed as [30]

( 6 )𝐷 ∗ = 𝐷𝑣𝑋𝑣
𝐷𝑡ℎ

𝐷𝑠𝑑 + 𝐷𝑡ℎ

 is the diffusion coefficient for a given species used in the cluster dynamics model (see SI Sec. 𝐷 ∗

B), Dth is the thermal diffusion coefficient of solute, Dsd is the self-diffusion coefficient of the 

solvent Fe, Dv is the diffusion coefficient of vacancies and Xv is vacancy concentration under 

irradiation. At steady state, when defect production and annihilation rates balance, Xv is given by 

[30]

( 7 )𝑋𝑣 =
𝑔𝑠𝜉𝜎𝑑𝑝𝑎𝜙

𝑍𝑡𝐷𝑣

Here, is the cascade surviving defect production to dpa efficiency factor, dpa is the dpa cross-

section, Zt is the total sink strength, Dv is the vacancy diffusion coefficient and gs(,T, Zt,….) is 

the fraction of migrating defects that escape recombination to reach sinks [30]. The detailed 

model for gs accounts for flux dependent solute trap recombination, with gs < 1. The expression 

for gs(,T, Zt,….) is complex and contains a number of parameters, like vacancy trapping energy 

and solute trap concentrations. Thus we have chosen a simpler expedient and express D* as a 

function of flux as [30]

( 8 )𝐷 ∗ = 𝐷𝑡ℎ𝜉𝜎𝑑𝑝𝑎[𝑔𝑠(𝜙𝑟)(𝜙𝑟/𝜙)𝑝]
𝑍𝑡𝐷

𝑠𝑑 𝜙 = 𝑘(𝜙,…)𝜙

Here r is an arbitrarily selected reference flux. Within the brackets, the first term represents the 

sink dominated case when , while the second term  accounts for increasing 𝑔𝑠(𝜙𝑟) ≈ 1 (𝜙𝑟/𝜙)𝑝

recombination with increasing flux. 

The effective time evolution of the model is set by both the diffusion rates and the 

heterogeneous nucleation rate. Ignoring the latter for the moment, the scaling in Eq. (7) means 
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that the time evolution of the system is controlled by an effective time te = t(r/)p. This time 

scaling allows us to define an effective fluence, 

( 9 )ϕt𝑒 = ϕt(ϕ𝑟/ϕ)𝑝

where t is the actual fluence. The effective fluence accounts for how flux affects the excess 

irradiation induced vacancies that accelerate diffusion. In the gs = 1 sink-dominated limit there is 

no flux effect on , while in the recombination dominated limit gs is proportional to ( )0.5. 𝐷 ∗ 𝑡 ϕ𝑟/ϕ

Thus higher flux delays MNSP (and CRP) evolution. Independent analysis has shown p typically 

varies between ≈ 0.15 and 0.35 over a wide range of higher flux (or equivalent dpa rates for 

charged particle irradiations) [31]. Thus a nominal value of p = 0.2 was used in this work. We 

also selected a reference flux r = 3x1015 n·m-2s-1 [30]. Note, the low flux is consistent with 

being in a nearly sink dominated regime with gs ≈ 1 [30].

However, we note that in our model the heterogeneous nucleation term, Rhet, depends 

directly on flux (as described in Sec. 2.2), therefore has a time dependence that scales with t 

rather than with te. However, the CD model directly accounts for this effect on heterogeneous 

nucleation. We also note that the k() in Eq. (7) is almost certain to vary somewhat from alloy to 

alloy, and for different irradiation conditions, in a way that is not fully modeled by the multi 

element Dth
 and p-flux scaling approach. Thus the predictions of the precipitate size distribution, 

r, N and f would be expected to move to higher or lower positions on the fluence axis depending 

on the individual case. While it could be argued that each particular set of alloy-irradiation 

conditions (say CM6 and ATR-1 – see below) should be individually fit for , we chose to use 𝐷 ∗

only one calculated (r) along with the p-scaling flux adjustment, so that the model can be 𝐷 ∗

applied across many alloys and used to model new situations where fitting  is not possible. In 𝐷 ∗
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spite of its approximate nature and simplicity, as shown below, the unfitted treatment of  𝐷 ∗

works remarkably well within the context of the current objectives of the model. 

2.4. Presentation of the Results

The CD model predicts the precipitate number density N, size distribution N(r), mean radius 

, and mole fraction f (see SI Sec. E for definitions of how each of these are determined), as a 𝑟

function of fluence. The CD calculations were carried out as a function of alloy composition and 

temperature. As discussed below in Sec. 3, the models used the actual local chemistries of 

various atom probe tips and the estimated temperature of the irradiation when comparisons are 

made with experimental data. In all cases, when determining quantities from the CD calculations 

we exclude all cluster sizes below 65 atoms. The minimum number of precipitate atoms in APT 

experiments is 15-30 [16]. This value is based on a detection efficiency of about 37% and the 

fact that the APT measurements do not detect solute clusters smaller than about 40-80 atoms. 

3. Atom Probe Tomography Data Used to Validate and Calibrate the CD 

Model

Five RPV steels irradiated in four reactors were studied. The irradiations included the high 

flux test reactors, Advanced Test Reactor (ATR) and Belgian Reactor 2 (BR2), and low flux 

reactor surveillance capsules in the Ringhals and Ginna power plants. Flux and fluence varied 

from 5.9×1014n·m-2s-1 to 2.3×1018n·m-2s-1 and 3.3×1023n·m-2 to 1.1×1025n·m-2 (or dose from 

0.0495 to 1.65dpa [30]), respectively. The nominal temperature ranged from 284C to 300C. 

However, a recent as-run reevaluation placed the ATR-1 temperature at ≈320C, so this adjusted 

value was used in this work. The test reactor irradiations included Cu free plate (LG) and forging 

(CM6) that contain ≈ 0.75 to 0.85 wt% Ni and 1.35 to 1.65 wt.% Ni, respectively. These steels 

have bainitic microstructures and properties characteristic of in-service steels. The steels in the 
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surveillance irradiations were all low Cu (< 0.07 wt.%) steels with intermediate (Ginna) and high 

(Ringhals) Ni contents, respectively. The data sets are identified by the irradiation condition and 

alloy designation. However, since the main variables are the Ni content and flux and fluence, in 

addition to the identification cited above, a parenthetical notation is added to designate a low (L), 

medium (M) or high (H) category, for these compositional and irradiation variables, respectively. 

The parenthesis gives a 3-tuple whose order corresponds to Ni content, flux, and fluence. For 

example, Ringhals N is categorized as (HLM), meaning high Ni, low flux and medium fluence, 

while ATR-1 LG as (MHH), meaning medium Ni and high flux and high fluence. Note that these 

designations do not account for variations in alloy Mn and Si contents. 

It was previously shown that nano-scale MNSPs respond to local alloy compositions of 

individual APT tips [16]. The database used in this study included up to nine APT tips per alloy, 

yielding a total of 33 different compositions. The average APT measured compositions and 

irradiation conditions are shown in Table 1. The local compositions, when more than one tip was 

measured, are reported in supplementary information Table SI-1. 

The APT analysis method used for all the data obtained by UCSB is described in detail in 

reference [41]. Previously published APT on Ringhals welds [21] and Ginna forging [22] were 

reanalyzed by Edmondson in a way that is consistent with [41] to provide a maximal consistent 

data set.  

Table 1 The alloy ompositions and irradiation conditions in this study.

Composition (at.%) Irradiation Condition

Name (Ni, flux, fluence) Mn Ni Si Tempera
ture (°C)

Flux
(×1016 

n·m-2s-1)

Fluence 
(1023 
n·m-2)

Reference

 Ringhals E (HLM) 1.25 1.50 0.41 6.39
 Ringhals N (HLM) 1.14 1.68 0.28 284 0.147 to 

0.166 3.3, 6.03 [21], this work

Ginna Forging (MLM) 0.57 0.92 0.67 290 0.0592 5.80 [22], this work
BR2-TU LG (MMH) 1.18 0.73 0.44
BR2-TU CM6 (HMH) 1.16 1.63 0.35 300 30 25 This work
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BR2-G2 CM6 (HHM) 0.94 1.61 0.35 6.67 This work
BR2-G1 LG (MHH) 1.09 0.86 0.49
BR2-G1 CM6 (HHH) 1.09 1.34 0.33

300 100 13.3

ATR-1 LG (MHH) 0.87 0.71 0.43
ATR-1 CM6 (HHH) 1.42 1.69 0.39 320 230 110

[16]

4. Results

4.1. Fe-Mn-Ni-Si SystemThermodynamics at ≈ 300°C

The Thermo-Calc [42] Aluminum 2 (TCAL2) CALPHAD database [43] was used to 

establish the Fe-Mn-Ni-Si phase diagram as the thermodynamic foundation for this study. This 

thermodynamic analysis updates previous work of Xiong et al. [44]. It has been recently 

determined that the ATR-1 data shown in [44] was actually run at 320° rather than 290°C which 

was previously believed based on thermal models due to higher than initially assumed heating 

rates. Thus an update of the thermodynamic calculation results using a temperature of 320°C, as 

well as an explicit discussion of the Gibbs-Thomson effect on the mole fraction of the MNSPs is 

given in SI Sec. H. 

The TCAL2 database predicts that there are two intermetallic phases at equilibrium at 

around 300°C: the T3 or G-phase, (Mn6Ni16Si7); and the T6 or 2 phase, (Mn(Ni,Si)2). Their 

respective crystal structures are shown in Table 2 [45, 46]. Figure 2a shows that the predicted 

precipitate compositions compared to experimental results, for the average APT tip compositions 

and irradiation temperatures in this study, are in good general agreement (with RMS of 5.17%, 

7.54% and 6.13% for Ni, Mn and Si, respectively). The corresponding predicted equilibrium 

mole fractions (f) of each element in the MNSPs are shown in Figure 2b. No comparison is made 

with experiment in this case, since the nm-scale MNSPs are not in equilibrium even at the 

highest fluence due to a significant Gibbs-Thomson effect (comparisons are made in SI. Sec. H 
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for the ATR-1 condition). Figure 2c shows the predicted MNSPs and their mole fractions for 

each alloy. In 5 out of the 10 cases the precipitates are the stoichiometric T6/2 phase. The T6 

phase is generally associated with high Ni alloys (>1.6wt. %); however, one high Ni alloy had a 

very small amount of T3/G phase. One of the intermediate Ni alloys contains stoichiometric T3 

phase, while two others contain both T3 and T6 phases; one has about 62% T3 and 38% T6, and 

the other has about 12% T3 and 88% T6. The mole factions of these phases decrease with 

increasing temperature. For a nominal alloy composition of 1.0 Mn-0.6Si-0.75Ni at.%, the T3 

phase persists up to 408°C, while T6 phase persists up to 430°C. When Ni is increased to 1.6 at% 

the T3 phase persists up to 455°C and T6 phase persists up to 487°C. Details aside, the major 

conclusion is that equilibrium MNSP intermetallic phases can readily form in the ≈ 270 to 300°C 

operating temperature regime of RPVs. This result is in contradiction with a number of first-

principles and kinetic Monte Carlo studies arguing that MNSPs must be irradiation induced [47-

49]. 

Table 2 The crystal structures of Mn-Ni-Si phases in RPV steels at around 300°C.

Phase Composition Space 
group Type

Lattice 
constant, 

nm

Number of 
atoms in a 
unit cell

T3/G-phase Mn6Ni16Si7 𝐹𝑚3𝑚 Mg6Cu16Si7 1.108 116
T6 Mn(Ni,Si)2 𝐹𝑑3𝑚 Cu2Mg 0.668 24

4.2. Radiation Enhanced Precipitation Kinetics

The CD model was used to predict the evolution of MNSPs as a function of fluence, 

temperature, flux and alloy composition. The thermodynamic, thermal diffusion and other 

parameters used in the model are summarized in Tables 3, 4 and 5, respectively. The equilibrium 

solute products of the two phases at different temperatures corresponding to the nominal 

experimental conditions were obtained from the TCAL2 database [43] (as described in Sec. 4.1), 

and are listed in Table 3. Table 3 also shows the solute product at 320°C which is a newly 



19

adjusted as-run temperature for the ATR-1 data. This temperature adjustment only affects the 

ATR-1 data and the consequences of this recent adjustment to the corresponding predictions are 

discussed below. Table 4 lists the thermal diffusion coefficient (Dth) parameters as discussed in 

Sec. 2.3 and further in the SI Sec. F. 

Table 3 The equilibrium solute product for the G-phase (Τ3) and 2-phase (Τ6) at different 
temperatures.

Equilibrium solute product (×10-3)Temperature (°C) T3 T6
280 1.96 2.33
284 2.12 2.53
290 2.21 2.56
300 2.45 2.82
320 3.02 3.42

Table 4 The thermal diffusion coefficients used in this study.

Element D0 (×10-4 m2·s-1) Q (kJ·mol-1) Reference
Mn 1.49 234.0 [39]
Ni 1.4 245.6 [40]
Si 0.78 231.5 [50]
Fe 27.5 254.0 [32]

 

All other model parameters used in the model are listed in Table 5. Most of them were 

obtained from two papers [30, 51]. Four of them, highlighted in italics and denote with FIT in 

parentheses, are fitting parameters, including the heterogeneous nucleation size and cascade 

cluster production efficiency factor (see Sec. 2.2) and two interfacial energies. Please note ATR-

1 data were not used to obtain the fitting parameters, due to their irradiation condition with high 

flux, fluence, and irradiation temperature, although comparisons between CD results and 

experimental data are still given. The fitting process is discussed in detail in SI Sec. G. Note that 

the numerical fit values are all physically reasonable. In particular, the nucleation size nhet is 

relatively small, consistent with it being formed during cascade aging. Similarly,  is also quite 
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reasonable, consistent with just a small fraction of cascades (~1%) producing heterogeneous 

nucleation sites at low supersaturations. Both the T3 and T6 interfacial energies are quite similar, 

consistent with their similar compositions. Furthermore, both are significantly lower than the Cu-

Fe interfacial energy (typically taken to be about 0.4 J·m-2 [8]), which is consistent with the 

phenomena observed in experiments that Mn, Ni and Si are usually segregated to and outside the 

CRPs interface [13-16].

Table 5 The model parameters used in calculating the radiation enhanced diffusion coefficient 
and other parameters used in cluster dynamics model.

SIA – vacancy recombination radius (rv, nm) 0.57 [30]
Fraction of vacancies and SIA created per dpa (ξ) 0.4 [30]
Displacement-per-atom (dpa) cross-section (σdpa, m2) 1.5×10-25 [30]
Atomic volume (Ωa, m3) 1.18×10-29

Vacancy diffusion coefficient pre-exponential factor (Dv, m2·s-1) 1×10-4 [51]
Vacancy migration energy ( E v

m , eV) 1.3 [51]
Dislocation sink strength (dislocation density) (ρ, m-2) 2×1014 [30]
Flux effect scaling exponential factor (p) 0.2 [31, 52]
Cascade cross section (σcas, m2) 2×10-28 [52]
Reference solute product (𝐾 0

𝑠𝑝) 2.4×10-3 
Heterogeneous nucleation size (  (FIT)𝑛ℎ𝑒𝑡) 60
Cascade cluster production efficiency factor (α) (FIT) 7.2×10-3 
Interfacial energy of T3 phase (γΤ3, J·m-2) (FIT) 0.190
Interfacial energy of T6 phase (γΤ6, J·m-2) (FIT) 0.175

Figure 3 and Figure 4 show the evolution of MNSPs (N,  and f) as a function of fluence for 𝑟

all the alloys. The bands represent a range of individual tip compositions. Note CD predicts that 

the number density and mole fraction of the lower Ni, higher temperature ATR-1 LG (MHH 

coding) MNSPs are so low that they are not visible on scales used in Figure 3. The 

corresponding evolutions of MNSPs for the average APT tip compositions are shown in Figure 

SI-4. Comparisons of the CD model precipitate size distributions between and the experimental 

data for selective alloys are shown in Figure SI-5. The CD model predicts all the alloys are in the 

nucleation and growth (N&G) stages of precipitation except in the case of the high Ni ATR-1 
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CM6 (HHH) condition, where the early precipitation and very high fluence of 1.1×1025m-2 

extends into the coarsening regime. Note in the N&G regime the model-experiment comparisons 

are very sensitive to the accuracy of the simplified RED treatment of , as discussed in Sec. 𝐷 ∗

2.3.

 Figure 5 shows the strong effect of higher flux in delaying precipitation by the comparing 

CD model predictions for nearly identical alloys (Ringhals N and CM6), both with high Ni ≈ 

1.6at. %, irradiated at widely different fluxes (1.49 1015m-2s-1 for Ringhals up to 2.3 1018m-× ×

2s-1 for ATR-1). The simple p = 0.2 scaling leads to a factor of 4.34 increase in the fluence 

required to generate similar fractions of precipitation for the ATR-1 flux which is 1544 times 

higher than the Ringhals surveillance flux condition. The experimental data for CM6 at the lower 

fluences are also for high fluxes, but ones that are somewhat less than in ATR-1 (TU, G1, G2 see 

Table 1). Thus they are plotted at an effective higher fluence using the same p-scaling adjustment 

to the reference ATR-1 flux, as indicated by the arrows.  Notably, the observed effect of flux 

effects is larger than predicted by the p-scaling model. It is useful to be reminded that the fluence 

indexing of the two curves is governed by D*/f and that besides being oversimplified the use of 

the canonical average p = 0.2 increases the approximate nature of the D* model. For example, it 

is known that the higher Ni contents in CM6 and Ringhals lead to a higher rate of solute vacancy 

trap recombination, which corresponds to a lager effective p [30]. More generally the agreement 

between the CD model predictions and experiment would be enhanced if D* itself were treated as 

a fitting parameter for individual alloys. 

Figure 6 provides a more detailed one-on-one comparison of the predicted cluster dynamics 

precipitate , N and f with APT measurements. If we exclude the ATR-1 experiments, the 𝑟

agreement is reasonable across this large range of compositions and irradiation conditions. 
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However, the mole fractions of the MNSPs during the growth stage for the medium Ni alloys 

(BR2-TU MMH LG, BR2-G1 MHH LG and MLM Ginna) are all under-predicted by the model. 

These differences are most likely caused either by uncertainties in the thermodynamic 

parameterization and RED model or unmodeled physics, where the later may include dislocation 

and, especially, small loop enhanced nucleation and solute segregation, including that driven by 

radiation induced segregation (RIS). The predicted and measured values for LG (LHH) and CM6 

(HHH) under the ATR-1 irradiation conditions (using the recently updated temperature of 320°C) 

are shown as the open symbols. These results were not included in the parameter fitting, since 

the very high flux, fluence and high temperature irradiation condition is well beyond the 

corresponding range for LWR service and more relevant test reactor data. However, it’s still 

useful to show the comparisons between the CD model predictions and the experimental data for 

this extreme condition. MNSPs are significantly under-predicted by the CD model in this case, 

particularly for LG. Actually, the experimentally observed mole fractions of MNSPs for these 

alloys are even higher than what were predicted by CALPHAD model at equilibrium without 

considering the Gibbs-Thomson effect (see SI Sec. H). Therefore, unmodeled physics might be 

playing a significant role, including that is due to the very high flux used in the ATR-1 

experiment. For example, this could be related to the influence of small amounts of Cu, or 

segregation at small, surviving, ex-cascade dislocation loops. In general, dislocation assisted 

nucleation is expected, especially for cases like LG with lower Ni concentration and free energy 

differences driving precipitation [22]. Note. after the MNSPs have grown, their small loops 

nucleation sites would be consumed, or not apparent, making their role difficult to identify.

Overall, except for the confounded ATR-1 data, the CD model predictions are in semi-

quantitative agreement with experimental APT measurements of MNSP N,  and f, as well as the 𝑟
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observed MNSP size distribution. Given the complexity of multicomponent precipitation under 

irradiation and the wide range of compositions and irradiation conditions considered, this level of 

agreement suggests that the model reasonably represents the dominant underlying physics of 

MNSPs evolution under irradiation. Most importantly, the model can be used to better 

understand the role of different mechanisms, and assess the influence of key material and 

irradiation variables for low Cu steels under both test reactor and vessel service LWR irradiation 

conditions. 

As an example of possible mechanistic insight, Figure 7 shows the ratio of number density 

of MNSPs formed by heterogeneous nucleation to homogeneous nucleation at fluences of 1, 5 

and 10 × 1023 n·m-2. In all cases heterogeneous nucleation is dominant at lower fluence and in 6 

out of 8 cases it is dominant even at high fluence. Plots of number density of MNSPs of different 

phases formed by different nucleation mechanisms as a function of fluence are shown in the 

supplemental information Figure SI-6. 

In summary, the success of the present model strongly suggests that vacancy enhanced 

diffusion dominates MNSP growth and that radiation induced effects associated with cascades 

can play a major role in their nucleation for medium Ni steels with relatively lower driving 

forces for homogeneous nucleation. Furthermore, the discrepancies in the model predictions 

suggest that segregation at small surviving ex-cascade dislocation loops, which are not modeled 

may play an important role in nucleation, especially in low solute steels, at high flux and fluence. 
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5. Calibrated CD Model Predictions of Effects of Composition and 

Temperature on MNSPs 

5.1. The Effect of Composition

Atom probe tomography (APT) is a powerful tool for three-dimensional nano-analytical 

mapping with near atomic-scale resolution [53]. However, the volume of the analyzed region is 

typically ≈ 2 to 4x104 nm3, corresponding to ≈ 5 to 40x106 atoms and length scales of 25 to 35 

nm. Such tiny volumes are subject to significant tip-to-tip composition fluctuations in typical 

micro-segregated steels. For example, if a particular tip contains, or is adjacent to, a large carbide, 

it is likely to contain significantly less than the average Mn content, which is always lower than 

the bulk content in any event. Both Si and Ni are controlled by the specific alloy solute additions, 

but these also vary somewhat from tip to tip. Thus as has been shown [16] the precipitation in a 

tip is strongly affected by the local solute concentration. Indeed tip-to-tip chemistry variations 

can be exploited to establish dissolved solute-precipitate relationships [16]. In this work we used 

the actual matrix Mn, Ni and Si compositions measured by APT in modeling MNSPs evolutions. 

Figure 8 highlights the compositional sensitivity for irradiations at a flux of 1016 n·m-2s-1 at 

290°C. Figure 7a shows the effects of intermediate Ni (0.80, 1.10at%) and lower Mn contents 

(0.80, 1.10at%), while Figure 7b is for high Ni (1.45, 1.75at.%) and slightly higher Mn (1.00, 

1.30at.%). These values are in the range of the in service type RPV alloys studied here. As 

expected, the MNSP N and f systematically increase with Mn and Ni. The corresponding  𝑟

values are somewhat less sensitive to composition variations, especially at higher Ni. 

Composition also systematically affects both the pre- and post-saturation regimes of MNSP N 

and f. Clearly, higher Ni has a powerful effect on lowering the fluence associated with the rapid 

MNSP formation with high N and f.  Further, in both cases, there are only slightly overlapping 
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regions of nucleation and growth, since N is nearly saturated (or decreasing slightly) when f 

begins to rapidly increase. This observation rationalizes some of the confusion regarding the 

character of MNSPs. That is, a high number density of sub nm MNSPs form before they begin to 

grow rapidly, and are not easily identified as well-formed precipitates. Note the dominant 

nucleation mechanism also varies between the medium (heterogeneous) and high Ni 

(homogeneous) regimes. The different effects of alloy composition are discussed further in Sec. 

6 below and the corresponding effects of the computed f on hardening and the resulting ΔT for 

different for low flux reactor conditions is presented in Sec. 7 and SI Sec. I.

5.2. Effect of Temperature

MNSPs evolution is also very sensitive to the irradiation temperature, which is significant 

for a number of reasons. First the temperatures in this study varied over a nominal range of ≈ 290 

to 300°C, and in practice up to ≈ 320°C in the actual as-run condition for ATR-1. Typical in 

service power reactor vessel temperatures range from ≈ 270°C to 300°C. Further, it is extremely 

difficult to accurately control and measure temperatures to uncertainties less ≈ 10-15C. 

Notably, the effects of temperature are also very sensitive to the alloy composition. 

Figure 9 shows the effect of temperature on the evolution of MNSPs, modeled for two 

compositions: a high solute 1.45at.%Mn-1.65%Ni-0.45%Si and a low solute 1.00at.%Mn-

0.70%Ni-0.35%Si composition, respectively. The results are shown for a flux 1016n·m-2s-1 up to 

1025n·m-2 at 280, 290 and 300C. The effect of these variations of temperature mainly occurs 

during the nucleation stage of precipitation associated with the rapid increase in N, which can 

differ up to five times for high solute alloy and up to 10 times for low solute alloy for only a 

20°C temperature difference. The effect of temperature on N is also reflected mole fraction of 

MNSPs that can differ up to 1.0% for high solute alloys and 0.7% for low solute alloys. There is 



26

only a minor corresponding effect on the mean MNSP radius, . These results demonstrate that 𝑟

temperature effects must be carefully considered when comparing experimental with the CD 

model predictions.

6. Analysis of the Large CD Database on the MNSP Mole Fraction (f) 

6.1. Alloy Composition and Fluence Effects

In this section, we model the combined effect on MNSPs mole fraction of a range of RPV 

alloy compositions, irradiation temperatures (T) and fluences (t) presented as a series of cross 

plots of √f versus a single variable, while holding the other variables constant. As discussed 

below, irradiation hardening ( ) and embrittlement ( ) primarily depend of the √f.  Figure 10 Δ𝜎𝑦 Δ𝑇

shows cross plots of the √f versus Ni, over the specified range of Mn and Si at 1023, 5x1023 and 

1024 n·m-2 at 290°C and a flux of 3x1015n·m-2s-1. As discussed below, the √f is used since it’s the 

primary MNSP characteristic that controls y and T. 

Clearly Ni has a dominant effect on √f. The effects of Mn and Si are significant but more 

modest than they are for Ni. The absolute MNSP √f is low at 1023 n·m-2, but increases somewhat 

starting at ≈ 1.5at.%Ni. The effect of Ni is much stronger at 5x1023 n·m-2 above ≈ 0.5at.%Ni, and 

√f again increases rapidly above ≈ 1.5at.%Ni. At 1024 n·m-2 √f increases approximately linearly, 

or with a weak polynomial dependence, between 0.5at.% and 1.6at.%Ni, and at higher Ni the 

increase in √f begins to taper off. SI Sec. J provides a simple polynomial fit for √f as a function 

of alloy composition at 1024 n·m-2 and 290C.

6.2. Temperature Effects

The MNSP f also depends strongly on the irradiation temperature (T). Figure 11 plots √f 

versus T at Ni = 0.6at.%, 1.0at.%, 1.4at.% for 0.6at.%Si and 1.0at.%Mn at fluences of 5x1023 

and 10x1023 n·m-2. Figure 11 a) shows that the absolute √f increases with increasing Ni and 
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decreasing T. Figure 11 b) shows the same data normalized to 1 at 290°C. In all cases the √f 

versus T follow an approximately linear relation, and overall the trends are qualitatively similar. 

7. Yield Stress Shift (Δσy) and Ductile to Brittle Transition Temperature 

Shift (ΔT) Based on the CD-based Precipitation Model Predictions. 

In order to provide perspective on the results of this study, we applied models previously 

developed by Odette et al [9, 16, 28, 31] to translate CD predictions of volume fraction (fV), 

number density (N) and mean radius (r) to yield stress increases (Δσy) and to the associated 

ductile-to-brittle transition temperature shift (ΔT) with irradiation (see SI Sec. I for details). Note 

we do not claim that these examples represent actual quantitative predictions of anticipated 

embrittlement behavior. Figure 12 shows the predicted time and fluence dependence of fV and ΔT, 

respectively, for three different Ni levels (0.6at.%, 1.0% and 1.6%) with 1.00at.%Mn-0.40%Si (a 

medium solute concentration of Mn and a typical one for Si) at 290°C and a flux of 3.6×1014m-

2s-1, pertinent to RPV service. Figure 12a shows that the MNSPs are still in the rapid growth 

stage from 40 to 80 years. At an extended life fluence of 1024n·m-2 typical RPV steels with 

1.0at.%Ni are predicted to contain fV ≈ 0.2% MNSP that is capable of producing ΔT ≈80°C. High 

1.6%Ni steels contain fV ≈ 0.9% MNSP at 1024 n·m-2, with corresponding ΔT of 250°C. A map of 

the CD predictions for a wider range of compositions can be found in SI Sec. I.

8. Conclusions

A cluster dynamics model has been developed to study the evolution of Mn-Ni-Si 

precipitates (MNSPs) in low-Cu RPV steels, which lead to irradiation embrittlement. The model 

draws upon available thermodynamic and kinetic data, and includes a semi-empirical model for 

radiation-enhanced diffusion, including treatment of flux effects. The model also includes 

heterogeneous nucleation on damage created in displacement cascades. The interfacial energies 
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for MNSPs and heterogeneous nucleation rates and nucleated cluster sizes were determined by 

fitting to a large body of high quality experimental APT data. The model, which was calibrated 

to 10 alloys (with 33 different APT tip compositions) for a range of irradiation conditions, can 

semi-quantitatively are for alloys with very high flux (ATR-1), where MNSPs are either under 

predicted, or do not form, in contrast to experimental observations. In part this is due to the fact 

that the model underpredicts MNSP formation in the alloys studied here with medium Ni 

contents around 0.8 wt%, and comparison to a wider body of data not considered in this work 

supports that this is a general trend. We discuss various possible unmodeled physics explanations 

for these underpredictions that will be addressed in future research. 

The principle conclusions derived from this study include:

1. A CD model has been developed to treat MNSP evolution in irradiated low Cu steels that 

predicts the slow precipitation of G/T3 and Γ2/T6 phases at around 290°C, that can reach 

high mole fractions at high fluence. 

2. The CD model is generally in qualitative, or semi quantitative agreement with 

experimental APT observations on the composition dependence of MNSP N, r and f. 

3.  A heterogeneous mechanism for nucleating MNSPs is critical to their formation, except 

at the high Ni contents of >1.5at.%Ni, where homogeneous nucleation dominates. 

Heterogeneous nucleation is not needed at sufficiently high Ni due to a larger free energy 

difference driving precipitation.

4. The alloy Ni content is the dominant compositional factor in forming MNSPs, while Mn 

and Si play lesser roles. The dominant role of Ni is due to the fact the G and Γ2 phases 

respectively contain 1 and 0.8 (Mn + Si) atoms for every Ni atom, respectively. 

5. The absolute threshold for MNSPs formation appears to be ≈ 0.5at.%Ni.
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6. The model suggests that MNSPs in low Cu alloys in RPVs are in a nucleation and growth 

stage in present reactors, with significantly more hardening and associated temperature 

shifts expected during life-extension.  

7. As an illustrative example, at an extended life fluence of 1024n·m-2 typical RPV steels 

with 1.0at.%Ni and 1.6at.%Ni are predicted to contain fV≈0.2% and 0.9% MNSPs that 

are capable of producing ΔT ≈80°C and 250°C, respectively. 

8. The mole fractions of MNSPs under very high flux at very high fluence (ATR-1) 

observed from experiments are even higher than the value predicted by CALPHAD 

model at equilibrium without considering Gibbs-Thomson effect. Thus even with cascade 

enhanced nucleation, the CD model under-predicted the mole fraction of MNSPs in this 

case. This suggests that unmodeled other physics, like influence of small amounts of Cu, 

or segregation resulting in precipitation on small dislocation loops, may play a significant 

role under this extreme condition.

9. The MNSP mole fraction of medium Ni steels (BR2-TU, BR2-G1 LG and Ginna) are 

under predicted compared to experiment The differences may again be due to either 

thermodynamic model inaccuracies, or unmodeled physics. 

10. We note that a major limitation of the model for real RPVs is that Cu is not treated in the 

CD model, but it is well established that even small concentrations, below the amounts 

needed to produce well-formed Cu enriched precipitates, catalyze the formation of 

MNSPs.

Although Cu is not included in the present model, it will serve as a foundation for future 

modeling of Cu-Mn-Ni-Si precipitation in Cu bearing RPV steels. Further, many simplifications 

and approximations in the current CD will be improved and additional physics included, 
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especially treating nucleation in a more rigorous fashion. Notably, the CD model, and its 

improved progeny, will be compared to and informed by a growing RPV steel database, 

especially the results of the UCSB ATR-2 high fluence irradiation program. Finally, these 

detailed physics-based models will inform reduced order model, but still physically based, 

correlation equations fit to the actual surveillance and test reactor databases. Ultimately, the 

more detailed models themselves might be fit these databases to provide an even more detailed 

physical basis for embrittlement prediction interpolation and extrapolation. 
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Figure 1 Schematic plot of homogeneous and heterogeneous nucleation mechanisms applied 
used in the cluster dynamics model.
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Figure 2 Thermodynamic equilibrium CALPHAD predictions.                                                                      
a) precipitate compositions compared to APT data; b) precipitate solute mole fractions; c) phase 
selection fractions.

a)

b)

c)
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Figure 3 Evolution of precipitates in the high Ni CM6 and the medium Ni LG as a function of 
fluence compared to the APT data for the various irradiation conditions. The lines represent 
simulated data for single APT tip composition, while for multiple APT tips and associated 
compositions are shown as the shaded bands.
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Figure 4 Evolution of precipitates as a function of fluence compared to the APT data for the 
various irradiation conditions for Ringhals and Ginna power reactors.
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Figure 5 A comparison between the Ringhals N alloy irradiated at low flux ( 1015m-2s-1) 1.49 ×
and the CM6 alloy irradiated at high flux (2.3 1018m-2s-1). The CM6 data at lower flux are ×
shifted to higher fluence due to the dose rate effect. The CM6 are adjusted to a common ATR-1 
reference flux, as indicated by the arrows, using the simple p-scaling effective fluence model. In 
this case the effect of flux is somewhat under predicted for the common value of p = 0.2
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Figure 6 Comparison of the CD number density, mean radius and mole fraction and the APT 
data.



43

Figure 7 The ratio of number of precipitates created by heterogeneous to homogeneous 
nucleation at different fluences.



44

Figure 8 The effects of Mn and Ni on the evolution of precipitate at 1×1016m-2s-1 at 290C for: a) 
0.35at.% and b) 0.45at.%. 

a) b)
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Figure 9 The effect of temperature on the evolution of MNS precipitates for: a) Fe-1.45at.%Mn-
1.65%Ni-0.45%Si; and, b) Fe-1.00at.%Mn-0.70%Ni-0.35%Si.

a) b)
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Figure 10 The square root of mole fraction (√f) as a function of Ni composition for various Mn 
and Si contents at different fluences.
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Figure 11 The effect of temperature on √f  for various alloy Ni contnets with 1.4at.%Mn-0.6%Si 
and two fluences: a) absolute √f; and, b) normalized to 1 at 290°C.

a)

b)
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Figure 12 CD model predictions of the effect of Ni at 1.00at.%Mn-0.40%Si and a flux of 
3.6x1014m-2s-1 at 290C: a) √f; and, b) ΔT with various.

a) b)


