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Abstract

We study the treatment of systematic errors in the determination of v, for charged jets in /syny =
2.76 TeV Pb-Pb collisions by the ALICE Collaboration [1]. Working with the reported values and errors
for the 0-5% centrality data we evaluate the x? according to the formulas given for the statistical and
systematic errors, where the latter are separated into correlated and shape contributions. We reproduce
both the y? and p-values relative to a null (zero) result. We then re-cast the systematic errors into
an equivalent co-variance matrix and obtain identical results, demonstrating that the two methods are
equivalent.

1 Motivation

This work is motivated by the need to select a data format that can accommodate a full range of systematic
errors. To date, most high energy physics experiments publish results with estimates for both statistical
and systematic errors of each bin, under the assumption that these errors are fully correlated across all
bins. Some experiments are beginning to publish systematic errors as co-variance matrices, which are
more general. In theory the former can be recast into the latter, more general format. Using the recently
published charged-jet v3 measurements from ALICE we show that evaluation x? using both methods yields
consistent results.

2  x? Minimization Method

The significance test calculation done by the ALICE collaboration used the following equation:

L 2 n
) ) o 1
>ZQ(GCOTT, fshape) = [(Z (U2,z + EcorrUcorr,; ~+ €shape IU’Z) ) + GEOM % Z shape (1)

i=1 0; i=1 shape 7

p; is the hypothesis against which we are testing the data, which is 0 in our case. Ocorr; and ogpape,; are
the correlated and shape uncertainties on the i-th bin, and o; is the uncorrelated uncertainty on the i-th
bin. €.orr and €gpqpe are free parameters with respect to which the %? is minimized. This minimization was
done using the iminuit package in Python. Using the minimized ¥?, the p-value was obtained by using
the chisqprob method with n — 2 degrees of freedom from the Python scipy statistics library. Using this
approach, we were able to verify the results published by the ALICE collaboration.

3 Co-Variance Method

It can be shown that (1) can be re-expessed in the form:

(2)
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i=1 0;

!This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory
under Contract DE-AC52-07NA27344.
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Figure 1: Second-order harmonic coefficient vgh ¢ as a function of pr) for 0-5% collision centrality,

reproduced from Fig. 4a of [1]. The error bars on the points represent statistical uncertainties, the open
and shaded boxes indicate the shape and correlated uncertainties as explained in Sec. 2.5 of [1].

p-value
pr range ALICE LLNL
30-100 GeV 0.12 0.12
30-60 GeV 0.07 0.07

60-100 GeV 0.02 0.02

Table 1: p-values as reported by ALICE in [1] and re-calculated using Eq.1.

I ®)
Onew = — 2
n i=1 Ushape,i
€
Epew = ShaPE (4)
Onew

Onew is effectively a uniform, fully-correlated error, indepedent from oeorr;. With the x? expressed in
this form, we map this to an equivalent covariance matrix formulation of the minimization, following
the derivations given in [2, 3], where this equivalence has been shown to be exact in cases where the
minimization formulation is performed without constraints. With the covariance matrix:

2
Cij = 0; 5ij + Ocorr,iOcorr,j + OnewOnew (5)

the minimized x? can be calculated by:
X%m'n = ATC?IA (6)

where A is a length-n vector with:
Aj =2 — 1 (7)

Again, the p-value is computed from the x2,; using a x? distribution with n — 2 degrees of freedom. The
results are identical to those obtained by the ALICE collaboration. It is important to note that the p-values
calculated by both methods are equal to roughly machine precision, verifying the exact equivalence of the
two methods.
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p-value
pr range iminuit-minimized Covariance matrix
30-100 GeV 0.1247858497 0.1247858497
30-60 GeV 0.0685915881 0.0685915881
60-100 GeV 0.0211009165 0.0211009165

Table 2: p-values reported to machine level significance calculated using the minimization of Eq. 1 and
co-variance method of Eq. 6.
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