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Abstract This	projects	investigates	surrogate	usage	for	expensive	computational	models.	Polynomial	chaos	expansions	are	
used	to	create	inexpensive	models	to	approximate	the	results	of	more	complicated	physical	models.	As	seen	through	error	
convergence	plots,	error	depends	in	part	on	the	interaction	between	size	of	the	training	set,	dimension	of	the	computational	
model,	and	order	of	the	surrogate	polynomial.	Generally,	higher	sample	sizes	and	orders	increase	the	accuracy	of	the	model.	
However,	if	they	get	too	high	the	model	can	become	too	complicated	and	over-fit	the	data.	
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Introduction
Background:	
• Computational	models	(𝒇 𝝀 )	often	require	many	

evaluations,	creating	the	need	for	cheaper	surrogates	
(𝒈 𝝀 )	that	approximate	the	results	of	the	original	model

• The	goal	of	this	project	is	to	investigate	surrogate	model	
selection

• The	current	focus	is	on	polynomial	surrogate	construction:
f 𝝀 ≃ 𝒈𝒄 𝝀 = 	∑ 𝒄𝒌𝚿𝒌 𝝀𝑲,𝟏

𝒌.𝟎
• From	this	equation,	the	goal	is	to	solve	for	c	using	least	

squares	regression
𝒄𝑳𝑺𝑸 = 𝒂𝒓𝒈𝒄min||𝒇 − 𝒈𝒄||𝟐

Error	Computations:

• Training	Error	(TE):		 𝟏
𝑵
∑ (𝒇(𝝀 𝒏 ) − 𝒈𝒄(𝝀 𝒏 ))𝟐𝑵
𝒊.𝟏

• Validation	Error	(VE):	same	as	Training	Error,	but	with	
separate	input	values	(𝜆 A ) used	for	training	and	testing

• Leave-one-out	Cross	Validation	(LOO):	Computed	by	
averaging	the	error	produced	by	using	one	observation	as	
a	test	and	the	rest	as	training	for	each	observation	in	the	
dataset	

• Generalized	Cross-Validation	(GCV):	A	common	alternative	
to	LOO	that	is	less	expensive	to	compute	

Test	Functions:
• Genz functions	are	a	family	of	functions	with	adjustable	

dimensionality	and	smoothness
• They	can	be	used	instead	of	computationally	heavy	

physical	models	to	study	surrogate	construction

Genz	Function Formula	: f(𝝀)
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Results
Validation	error	vs.	Order	for	N=100,	d=1

Future	Work
• Regularization	can	be	implemented	to	reduce	surrogate	

complexity,	keeping	only	the	most	relevant	terms	
• Radial	basis	functions	can	be	used	instead	of	polynomials	

to	construct	surrogates
• Compressed	sensing	techniques	can	augment	simple	least	

squares	regression	
• Bayesian	inference	could	be	used	in	model	selection
• Further	study	about	why	the	LOO	error	often	mimics	the	

VE,	and	the	GCV	error	mimics	the	TEOne-dimensional	surrogate	fit	to	data	from	the	Genz-Gaussian	function	

Error	vs.	Order	for	N=20,	d=1,	sigma=0.1,	data	from	
polynomial	with	order	5

Validation	Error	vs.	Order	for	different	types	of	
functions,	N=100,	d=1

Overfitting	Demonstration:	
Surrogate	fits	for	data	
generated	from	a	
polynomial	with	the	order	5	
with	Gaussian	noise	with	a	
sigma	of	0.1.	The	first	plot	
uses	a	surrogate	with	the	
order	5,	and	the	second	plot	
uses	a	surrogate	with	the	
order	10.	
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