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Abstract

We performed atomistic simulations on a series of sulfonated polyphenylenes sys-

tematically varying the degree of sulfonation and water content to determine their effect

on the nanoscale structure, particularly for the hydrophilic domains formed by the ionic

groups and water molecules. We found that the local structure around the ionic groups

depended on the sulfonation and hydration levels, with the sulfonate groups and hydro-

nium ions less strongly coupled at higher water contents. In addition, we characterized

the morphology of the ionic domains employing two complementary clustering algo-

rithms. At low sulfonation and hydration levels, clusters were more elongated in shape

and poorly connected throughout the system. As the degree of sulfonation and wa-

ter content were increased, the clusters became more spherical and a fully percolated

ionic domain was formed. These structural details have important implications for ion

transport.
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1 Introduction

Alternative energy devices like fuel cells, vanadium flow batteries, and lithium ion batteries

employ polymer electrolyte membranes (PEMs) as an ion conducting separator between two

electrodes.1–3 To achieve the desired performance in these types of devices, PEMs generally

should have high ionic conductivity, good mechanical properties, chemical and thermal dura-

bility, and dimensional stability. Perfluorosulfonic acid (PFSA) polymers, namely Nafion,

represent the state of the art for PEMs. In these materials, the flexible backbone and side

chains readily assemble into distinct hydrophilic and hydrophobic domains, which enable

good ion conduction. However, PFSA polymers often suffer from high cost, reduced per-

formance at low water contents and high temperatures, and long-term degradation. Recent

research therefore has focused on a variety of alternative polymeric systems for PEMs.4–8

Hydrocarbons incorporating aromatic groups in their backbones or side chains, such as

polystyrene, poly(ether ether ketone), polysulfone, polyimide, and polyphenylene, have been

explored extensively, because they have good mechanical properties over a broad temper-

ature range. However, since the stiffer structures hinder phase separation to some extent,

hydrocarbon PEMs often require higher degrees of sulfonation to improve ionic conductiv-

ities, which can lead to excessive swelling under hydrated conditions, negatively impacting

the mechanical and dimensional stability of the membranes.

Fujimoto and coworkers have presented sulfonated Diels–Alder polyphenylene (SDAPP)

as a promising alternative to Nafion for proton exchange membrane fuel cells9,10 and elec-

trolyte separators in vanadium redox flow batteries.11,12 SDAPP has an aromatic backbone

with six pendant phenyl groups per repeat unit, which provide up to six sites for post-

sulfonation at the para positions, as shown in Figure 1. At lower sulfonation degrees (two

or fewer sulfonic acid groups per monomer), SDAPP yields processable membranes that are

thermally and mechanically robust. For example, the Young’s moduli of SDAPP membranes

in both the dry and hydrated states are an order of magnitude larger than that of Nafion.9

Additionally, the unsulfonated polymer has a glass transition temperature of 388 ◦C, while
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Figure 1: Chemical structure of SDAPP, shown with two sulfonic acid groups per monomer.
Post-sulfonation occurs on the para position of the pendant phenyl groups, with a maximum
of six possible sites of sulfonation.

the sulfonated versions thermally decompose below the glass transition temperature.9 Al-

though the SDAPP membranes have lower proton conductivities than Nafion at a similar

ionic exchange capacity (IEC), they can achieve higher conductivities with a greater sulfona-

tion level of two sulfonic acid groups per monomer.9,10 Coupled with high conductivities, the

SDAPP membranes also show lower methanol and vanadium crossover than Nafion.10,11 Fu-

jimoto and coworkers10,12 have suggested that the stiffer structures of SDAPP hinder the

ionic groups from fully phase separating, leading to narrower and more tortuous hydrophilic

domains, but the nanoscale structure of these amorphous polymers is not understood fully.

The structural features of PEMs have a direct impact on their properties and perfor-

mance. For example, water molecules become less associated with the polymer in larger hy-

drophilic domains, which increases proton diffusion, but also reduces the permselectivity.13,14

The connectivity and tortuosity of the ionic domains are also important factors influencing

the transport and mechanical properties. As such, researchers have suggested that an ideal

morphology for PEMs includes continuous nano-sized hydrophilic domains or nanochan-

nels.3,5,14 In addition to the domain size and shape, the concentration and distribution of

ionic groups are important, since there is a large energy barrier to proton transport between

ionic sites with larger separations.13 Although increasing the ionic concentration improves
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the ionic conductivity by aiding in the formation of well connected channels, it can also have

a negative impact on the mechanical properties and dimensional stability. These examples

highlight the importance of understanding the structural features of PEMs, particularly in

enabling the rational design of novel PEMs with enhanced performance. Unfortunately, com-

mon experimental techniques for characterizing the nanoscale structure of PEMs, including

transmission electron microscopy (TEM), small-angle X-ray and neutron scattering (SAXS

and SANS), and nuclear magnetic resonance (NMR), have notable limitations. Consequently,

atomistic simulations can provide important insight into the atomic-level structure, as has

been demonstrated for PFSA15–19 and aromatic20–23 PEMs.

In this work, we used atomistic simulations to study the structural properties of SDAPP

(Figure 1) with a focus on the ionic domains. For computational efficiency, we assumed

that the sulfonic acid groups were deprotonated in the simulations as sulfonate and hydro-

nium ion pairs. As such, the simulations included proton transport only via the vehicular

mechanism, which is dominatant over the Grotthuss mechanism at low humidity3 and there-

fore should not have a significant impact on the structural properties examined here. We

considered a total of 12 systems to systematically vary the sulfonation level given by the

number of sulfonate groups per monomer (S = 1, 2, and 4), as well as the hydration level

given by the number of water molecules per sulfonate group (λ = 3, 5, 10, and 20). The

local structure and morphology of the ionic domains were dependent on the hydration and

sulfonation levels, as these determine the strength of the ionic interactions. First, we exam-

ined the local structure around the ionic groups using radial distribution functions (RDFs)

and coordination numbers. Then, we applied two different clustering algorithms to provide

complementary insight into the ionic domain morphology. A distance-based method yielded

a better descriptor of the cluster connectivity, while a density-based method yielded a better

descriptor of local cluster size and shape.
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2 Computational Methods

Initial structures of SDAPP oligomers were built via the Enhanced Monte Carlo (EMC)

package.24,25 Each periodic system contained 70 chains of three monomers each. We chose

shorter oligomers here, since longer chains of these glassy polymers would have required

prohibitively long simulation times to properly equilibrate. Three regio-isomeric repeat units

with meta–meta, para–para, and meta–para configurations were chosen randomly based on

experimentally measured compositions of 42, 40, and 18%, respectively, in similar systems.26

After construction of the polymer backbones, we obtained systems with different sulfonation

levels (S = 1, 2, and 4) by including a given number of sulfonate groups per repeat unit,

the positions of which were chosen randomly from the six possible sites in the para positions

of the pendant phenyl groups (Figure 1). These three sulfonation levels correspond to IECs

of 1.19, 2.18, and 3.71 mequiv/g, respectively. We then achieved different hydration levels

(λ = 3, 5, 10, and 20) by solvating the boxes with a given number of water molecules and

hydronium ions randomly packed into the voids around the polymer chains. Each system

had an equal number of hydronium ions and sulfonate groups to maintain a net charge of

zero. For each of the 12 systems, we generated five boxes with random initial configurations

following the process described above.

The bulky aromatic structures and strong electrostatics of SDAPP presented challenges

for equilibration in the atomistic simulations, so we took care in choosing an adequate

equilibration protocol. First, the box dimensions were gradually rescaled to a density of

0.7 g cm−3 during a 600 ps NVT MD simulation at 300 K. A 600 ps NVT MD simulation

at 1000 K was then performed at this low density to allow the chain conformations to be

sampled more freely, which helps to achieve system equilibration at all length scales.27 We

found that running a long NPT MD simulation at 1 atm was not adequate to bring the

system to a realistic density due to the hindered dynamics of the glassy state. Instead, we

adopted a procedure similar to that of Colina and coworkers,28 where successive cycles of MD

simulations are performed at high temperatures and pressures to help overcome large energy
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barriers. Each cycle consisted of three MD runs: (i) a 50 ps NVT MD simulation at 1000 K,

(ii) a 100 ps NVT MD simulation at 300 K, and (iii) a 50 ps NPT MD simulation at 300 K.

A total of nine cycles were performed while progressively increasing the pressure of the NPT

run to a high pressure, then decreasing back to 1 atm with the following pressure increments:

100, 1000, 10000, 5000, 1000, 500, 100, 10, and 1 atm. We chose pressure changes of no more

than an order of magnitude during the decompression, which allowed the systems to respond

smoothly and prevented significant levels of residual stress from forming.27 The NPT MD

simulation at 1 atm in the final cycle was extended to 2000 ps to allow the cubic simulation

boxes to reach equilibrated dimensions of roughly 66 to 91 Å per side. The final densities

of 1.08 to 1.27 g cm−3 are in agreement with experimental SDAPP densities of 1.1 to 1.2

g cm−3.11 Finally, each system underwent a thermal annealing cycle: (i) a 1000 ps NVT

MD simulation at 2000 K, (ii) successive 100 ps NVT MD simulations at 1800, 1600, 1400,

1200, 1000, 900, 800, 700, 600, 500, and 400 K, and (iii) a final 1000 ps NVT MD simulation

at 300 K. Following this equilibration protocol, long NVT MD production simulations were

performed for 20 ns, during which frames were saved every 10 ps.

The polymer interactions were described using the OPLS-AA force field29 with additional

parameters for the sulfonate groups.30,31 We also included improved parameters derived for

biaryl structures,32 which differentiate two aromatic carbons within the same aromatic ring

from those in neighboring aromatic rings connected by a single bond (e.g., in biphenyl). In

most cases, we applied the standard electrostatic charges from OPLS, except for benzene

sulfonate groups.33 Water was described using the rigid four-site TIP4P/2005 model34 and

hydronium ions with a flexible four-site model.35 With the given parameters, the net charge

of a hydronium ion (+1 e) balances that of a sulfonate group (−1 e). All MD simula-

tions were performed in LAMMPS36,37 using velocity-Verlet integration with a 1 fs timestep.

Temperature and pressure were held constant in the NVT and NPT ensembles using a Nosé–

Hoover thermostat and barostat with time constants of 0.1 ps. A short-range cutoff of 12 Å

was used for nonbonded interactions, while long-range electrostatic interactions were imple-
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mented using the PPPM technique with an accuracy of 3 × 10−5. Water bonds and angles

were constrained using the SHAKE algorithm.38 We used VMD39 for visualization of the

molecular systems.

3 Results and Discussion

3.1 Local Structure

To examine the effect of the hydration and sulfonation levels on the local structure around the

sulfonate groups, we compared partial RDFs for atoms within the ionic domains, specifically

the sulfonate sulfurs (SO), hydronium oxygens (OWH), and water oxygens (OW). Given that

the number of atoms can vary between these systems depending on the degree of sulfonation

and water content, we renormalized the RDFs by the number density for a more direct

comparison. First, RDFs for systems with a sulfonation level of S = 1 and varying hydration

levels (λ = 3, 5, 10, and 20) are given in Figure 2 (a–c). The SO–OWH and SO–OW RDFs

(Figure 2a and b) both have a large first peak around 4 Å and a smaller second peak around 6

Å, indicating the first and second solvation shells. The large first peaks in these cases resulted

from the strong electrostatic interactions with the sulfonate groups, which were strongest

with the oppositely charged hydronium ions. In the SO–OWH RDFs, the intensity of the first

peak decreased at higher water contents, while the second peak intensity increased. Both

peaks of the SO–OW RDFs increased in intensity. These results indicate that the sulfonate

groups became more hydrated at higher water contents, which allowed more hydronium ions

to move from the first to second solvation shell. In the SO–SO RDFs (Figure 2c), the first

peak shifted to larger distances (4.85 to 6.45 Å) and decreased in intensity with greater

water content, such that we observed no strong peak at a hydration level of λ = 20. The

second peak in the SO–SO RDFs near 7.35 Å did not change in position significantly, but

decreased slightly in intensity at the higher water contents. Thus, as the sulfonate groups

became more hydrated, neighboring sulfonate groups were pushed further apart.
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Figure 2: Partial radial distribution functions, gAB(r), for sulfur–hydronium oxygen, SO–
OWH, sulfur–water oxygen, SO–OW, and sulfur–sulfur, SO–SO, compared at (a–c) a sul-
fonation level of S = 1 and varying hydration levels, and (d–f) a hydration level of λ = 3 and
varying sulfonation levels. The distributions were renormalized with the number density, ρB.

In Figure 2 (d–f), similar comparisons of RDFs are given for systems with a fixed hy-

dration level of λ = 3 and varying sulfonation levels (S = 1, 2, and 4). The SO–OWH and

SO–OW RDFs (Figure 2d and e) have two peaks around 4 and 6 Å resulting from the first

and second solvation shells, as we noted for the varying hydration levels. In both cases, the

peak intensities increased at higher degrees of sulfonation, but only slightly. This is due to

the fact that the number of water molecules per sulfonate group remained constant at higher

sulfonation levels, even though the total number of sulfonate groups and water molecules in-

creased overall. In the SO–SO RDFs (Figure 2f), the positions of the first and second peaks

located around 4.85 and 7.35 Å did not change significantly, indicating that neighboring

sulfonate groups did not move further apart from each other, unlike what we observed for

the variation in hydration levels. The intensities of both peaks increased at higher degrees

of sulfonation due to the increased number density of sulfonate groups. Similar results have

been reported for RDFs from simulations of other PFSA and aromatic PEMs. For instance,

previous studies have shown sulfur–water oxygen and sulfur–hydronium oxygen RDFs that
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had a large first peak around 4 Å and a second smaller peak near 6 Å.15,16,18,22 Studies have

also presented sulfur–sulfur RDFs with a first peak around 5 Å, which decreased in intensity

and shifted to larger distances at higher water contents.15–18 This suggests that a similar

local structure exists around the ionic groups in a variety of sulfonated PEMs, despite the

vastly different backbone structures.

Due to strong electrostatic interactions, hydronium ions are more tightly bound when

coupled to several sulfonate groups and more liberated when surrounded by a greater number

of water molecules. To quantify the local environment of the hydronium ions, we calculated

the coordination numbers of sulfonate groups and water molecules, NSO and NOW∗ , in the

first solvation shell of the hydronium ions, where OW* includes either a water or hydronium

oxygen atom. Here, cutoff distances were chosen to include the first peak in the corresponding

RDFs. Two-dimensional histograms of NSO versus NOW∗ are shown in Figure 3 for each

system, where darker colors indicate regions explored more often during the simulations.

The most populated local coordination states, as indicated by the darkest points in the plot,

were generally consistent at all sulfonation levels, but varied with the water content. In

particular, NOW∗ for the most probable state increased from 1 to 4 or 5 with increasing

hydration, while NSO decreased from 2 or 3 to 0. Notably, the proportion of time hydronium

ions were neighbored by no sulfonate groups (NSO = 0) increased from 2% to around 46%

with increasing water content, which indicates time during which the hydronium ions were

not bound closely to any sulfonate groups. We also observed a large variation in the spread

of data between the different systems. For example, the proportion of time hydronium ions

spent in their most common state decreased significantly from 25% at a sulfonation level of

S = 1 and hydration level of λ = 3 (NOW∗ = 1 and NSO = 2) to only 11% at a sulfonation

level of S = 4 and hydration level of λ = 20 (NOW∗ = 5 and NSO = 0).

We have gained useful insight into the strength of interactions between the ionic groups

by analyzing the local structure, which has important implications for ion transport. At

low hydration levels of λ = 3 and 5, the ionic groups remained fairly close to one another,
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Figure 3: Two-dimensional histograms of the coordination numbers of sulfurs, NSO, versus
water and hydronium oxygens, NOW∗ , around hydronium oxygens for each system varying
the sulfonation level (top to bottom) and hydration level (left to right). All systems use the
same color map given above the plots, with darker colors indicating regions populated more
frequently during the simulations.

with hydronium ions often bound closely to several sulfonate groups and neighbored by

few water molecules. This would hinder ion transport, since hydronium ions are likely to

remain stationary in this environment. At the higher hydration levels of λ = 10 and 20,

however, both the sulfonate groups and hydronium ions became more hydrated. Moreover,

we observed more solvent-separated ion pairs as the water content increased, as hydronium

ions were able to move outside the first solvation shell of sulfonate groups. This observation is

consistent with results from quantum calculations presented by Paddison and coworkers40,41

in representative hydrated sulfonic acid systems, who found that ion pairs became separated

after four to six water molecules were added. The increased proportion of time during which

the hydronium ions were not bound closely to any sulfonate group at the higher hydration
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levels suggests that the hydronium ions would be able to move more freely through the ionic

domain, which would lead to improved ion transport.

3.2 Ionic Aggregates

In the simulations, we observed aggregation of the ionic groups and water molecules into

nano-sized hydrophilic and hydrophobic domains. The atomic-level detail provided by the

simulations enables important insight into the nanoscale structure of the ionic domains,

including the shape, size, and connectivity, which is currently inaccessible to experimental

techniques. Distance-based clustering algorithms have been used to this end in molecular

simulation studies of ion-containing polymers,15,17,23,42–44 where atoms were assigned to the

same cluster if they were within a given cutoff distance from each other. In some situations,

however, clusters defined in this way formed percolated networks that spanned the periodic

boundaries, which limited the amount of information that could be obtained about the

local nature of the cluster geometry, and hence restricted a meaningful comparison between

systems. Therefore, we have adapted a density-based clustering algorithm45 to provide an

alternative definition of the clusters within the ionic domain, which we have applied to ionic

aggregates in PEMs for the first time in this work. This algorithm isolates local regions of

high density and can distinguish clusters that have some overlap. In Figure 4, snapshots

of the hydrophilic domains for select systems varying both the sulfonation and hydration

levels are compared for the distance-based and density-based algorithms, with each cluster

shown in a different color. We found a significant difference in the two approaches. The

distance-based algorithm identified one large extended cluster in many systems, providing

information about the cluster connectivity. The density-based algorithm, on the other hand,

defined an even distribution of distinct cluster in each case, which provided information

about the cluster size and shape.

We employed the distance-based clustering algorithm with hydrogen atoms included in

this work, as done by Bolintineanu et al.,44 since the formation of hydrogen bond networks
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(a) Distance-based clustering algorithm

S = 1, = 3 S = 1, = 5

(b) Density-based clustering algorithm

S = 1, = 3 S = 1, = 5

S = 2, = 3 S = 1, = 10 S = 2, = 3 S = 1, = 10

S = 4, = 3 S = 1, = 20 S = 4, = 3 S = 1, = 20

Figure 4: Snapshots of the hydrophilic domains in the simulations with each cluster given
in a different color using the (a) distance-based algorithm and (b) density-based algorithm.
The clustering analyses were performed on atoms in the sulfonate groups, hydronium ions,
and water molecules only, as shown.

affects ionic aggregation in SDAPP. Specifically, atoms within the same sulfonate group,

hydronium ion, or water molecule were assigned to the same cluster, and nearby groups were

clustered together if any hydrogen bonding O–H or O–O pair was closer than a given cutoff

distance. Specifically, cutoff distances were chosen to include the first peak in the correspond-

ing RDFs. As illustrated in the snapshots in Figure 4a, we found that the ionic domains

grew in size at larger sulfonation and hydration levels to form a large cluster spanning the

periodic boundaries in the majority of the systems we studied. The cluster distributions are
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Figure 5: (a) The average number of clusters, 〈N〉, and (b) the average fraction of sulfonate
groups in the largest cluster, 〈fmax〉, as a function of hydration level, λ, for varying sulfonation
levels. The points and error bars indicate the mean and standard deviation.

quantitatively compared in Figure 5, which plots the average number of clusters, 〈N〉, and

the average fraction of sulfonate groups in the largest cluster, 〈fmax〉. For a sulfonation level

of S = 1, 〈N〉 decreased significantly from 19.2 to 3.0 with increasing water content. Addi-

tionally, 〈fmax〉 increased from 26% to 100%. For sulfonation levels of S = 2 and 4, 〈N〉 < 4

and 〈fmax〉 ≥ 99% at all hydration levels. These results show that the simulations contained

a large extended cluster containing nearly all ionic groups in all systems we studied, except

at a sulfonation level of S = 1 with lower hydration levels of λ = 3 and 5.

Following the density-based clustering algorithm, we assigned two parameters to each

atom: (i) ρi, which describes the local density as the number of atoms within a given cutoff

distance, rc, and (ii) δi, the minimum distance from an atom of higher density. Cluster

centers were defined as atoms with δi > δmin, and all remaining atoms were assigned to

the same cluster as its nearest neighbor of higher density. Here, we defined rc and δmin to

include the first peak in the SO–SO RDFs. The calculation of ρi was weighted by atomic

masses and performed using a Gaussian kernel, which gave greater weight to atoms separated
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Figure 6: Two-dimensional histograms of the relative shape anisotropy, κ2, versus the radius
of gyration, Rg, of the clusters for each system varying the sulfonation level (top to bottom)
and hydration level (left to right). All systems use the same color map given above the plots,
with darker colors indicating regions populated more frequently during the simulations.

by smaller distances. The snapshots in Figure 4b show that this density-based algorithm

yielded a more localized definition of clusters, where ionic aggregates connected by small

water bridges were counted as distinct clusters. For each cluster, we described the size

using the radius of gyration, R2
g = λ1 + λ2 + λ3, where λ1, λ2, and λ3 are the principal

moments of the gyration tensor, and the shape using the relative shape anisotropy, κ2 =

1− 3(λ1λ2 + λ1λ3 + λ2λ3)/R
4
g, which spans from 0 for spherically symmetric shapes to 1 for

a linear rod. In Figure 6, two-dimensional histograms of κ2 versus Rg are shown for each

system, where darker colors indicate regions populated more often during the simulations.

At low sulfonation and hydration levels, Rg primarily ranged between 2 and 10 Å with a

variety of cluster shapes between almost spherical with κ2 ≈ 0 to elongated and stringy with

κ2 up to 0.75. On the other hand, at larger sulfonation and hydration levels, clusters were
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(a)

(b)

Figure 7: Examples of (a) an elongated cluster at a sulfonation level of S = 1 and hydration
level of λ = 3, and (b) a spherical cluster at a sulfonation level of S = 4 and hydration level
of λ = 10. Sulfur atoms are shown in yellow, sulfonate oxygens in red, water oxygens in
blue, hydronium oxygens in cyan, and hydrogen atoms in white.

almost exclusively spherical in shape and slightly larger with Rg mainly between 5 and 10

Å. Two example clusters are compared in Figure 7 of an elongated cluster with κ2 = 0.40

at a sulfonation level of S = 1 and hydration level of λ = 3, and a spherical cluster with

κ2 = 0.05 at a sulfonation level of S = 4 and hydration level of λ = 10.

Because Rg yields a single value over all three dimensions, it can be a misleading de-

scriptor in non-spherical shapes (i.e., κ2 � 0). For example, both clusters in Figure 7 have

similar Rg values of 7.6 and 7.7 Å, respectively. As another quantitative measure of the size,

we calculated the compositions of the clusters in terms of the median number of sulfurs,

NSO, hydronium oxygens, NOWH, and water oxygens, NOW, which are shown in Figure 8 for
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Figure 8: The average number of (a) sulfurs, NSO, (b) hydronium oxygens, NOWH, and (c)
water oxygens, NOW, per cluster as a function of hydration level, λ, for varying sulfonation
levels. The points and error bars indicate the median and interquartile range.

all systems. At each sulfonation and hydration level, NSO and NOWH were very similar with

values between 4 and 11, indicating that clusters tended to remain charge neutral. In par-

ticular, these values remained fairly constant at a sulfonation level of S = 1 and decreased

only slightly with increasing water content at sulfonation levels of S = 2 and 4. On the

other hand, NOW increased significantly with water content at all degrees of sulfonation. For

example, NOW increased from 12 to 83 with increasing hydration at a sulfonation level of

S = 1. Given that the number of ionic groups per cluster did not change significantly with
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the sulfonation and hydration level, this suggests that the changes in size and shape resulted

mainly from the addition of water molecules to the clusters. This is illustrated by the ex-

ample clusters in Figure 7, which have a similar number of ionic groups, NSO = NOWH = 8

and 11, respectively, but a vastly different number of water molecules, NOW = 16 and 60,

respectively.

Using complementary distance-based and density-based clustering algorithms, we have

provided a thorough description of the nanoscale morphology of the ionic domains, includ-

ing information about the size, shape, and connectivity of the ionic aggregates. From this

improved understanding, we can also infer structural implications on ion transport. At the

lowest sulfonation level of S = 1 and lower hydration levels of λ = 3 and 5, we found that

clusters were formed in a variety of elongated and spherical shapes with a small number of

water molecules bridging between the sulfonate groups. In particular, these were discrete

ionic aggregates that did not percolate across the entire system. In these cases, ion trans-

port would be hindered by small clusters and narrow water bridges, as well as slow structural

rearrangements required to allow ions to hop between disparate clusters. At greater sulfona-

tion levels of S = 2 and 4, fully percolated ionic domains were formed even at low water

contents. In addition, larger spherical clusters were formed at the higher hydration levels

through the addition of many water molecules to the ionic aggregates. Greater ion transport

would be expected in these cases, as ions could move more freely within the solvated clusters

and jump between connected neighboring clusters across larger water bridges. Improved

ion transport with larger sulfonation levels is consistent with the experimental conductivity,

which increases with increasing IEC.9,10

4 Conclusions

In this work, we presented atomistic simulations on a series of sulfonated polyphenylenes

varying both the sulfonation and hydration levels. Given the hindered dynamics of these
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glassy polymers, we designed an equilibration protocol with simulations at high temper-

atures and pressures to ensure that equilibrated systems were achieved at experimentally

realistic densities. We then examined the local structure of the hydrophilic domains using

radial distribution functions and coordination numbers, which yielded interesting insight into

the strength of interactions between the ionic groups. In particular, sulfonate groups were

surrounded by more water molecules and pushed further apart when the water content was

increased, but retained similar spacings with increasing sulfonation. At low hydration, hy-

dronium ions remained mostly in the first hydration shell of the sulfonate groups due to the

strong electrostatic interactions. However, at higher hydration levels, more water molecules

solvated the sulfonate groups and hydronium ions, such that the hydronium ions were to

able to migrate out of the first solvation shell more often. Therefore, we would expect to see

greater ion transport at larger degrees of sulfonation and water content, given the reduced

strength of the ionic interactions and increased proportion of solvent-separated ion pairs.

At all sulfonation and hydration levels studied, we observed phase separation into nanoscale

hydrophobic and hydrophilic domains, which was driven by the strong ionic interactions. We

used two different clustering algorithms to obtain complementary insight into the nanoscale

morphology of the hydrophilic domains formed by the ionic groups and water molecules. A

distance-based algorithm provided information about the connectivity of the clusters. In

particular, many distinct clusters were observed in systems with low degrees of sulfonation

and water content, while a large, fully percolated cluster containing nearly all ionic groups

was formed otherwise. Using a density-based algorithm, we achieved a more localized def-

inition of the ionic aggregates to provide a quantitative comparison of the size and shape

of the clusters. A broad range of cluster shapes were common at low degrees of sulfonation

and water content, including elongated clusters with narrow water bridges between sulfonate

groups. As the sulfonation and hydration levels were increased, clusters became more spher-

ical in shape and grew slightly to incorporate a larger number of water molecules. The

greater hydration, larger sizes, and extensive connectivity of the ionic domain would enable
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improved ion transport at larger degrees of sulfonation and water content.

Due to limitations in experimental techniques, the nanoscale structure and morphology of

SDAPP has remained somewhat elusive. To this end, the atomistic simulations we have pre-

sented in this work have provided a better understanding of the structure of the hydrophilic

domains and insight into its possible effects on ion transport. Although our analysis has

focused on the structural nature of SDAPP, we plan to investigate the dynamic properties of

these systems more directly in future studies. Additionally, we hope to use these simulations

to compare with and help interpret experimental results for a more complete understanding

of the structure and properties of SDAPP.
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