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High-fidelity	simula1on
+ Indispensable	in	mission-cri1cal	applica1ons	
- High	fidelity:	large-scale	nonlinear	dynamical	system	models
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Computational barrier 2

High-fidelity	simula1on

+Validated,	predic1ve	model:	matches	experiment	to	within	5%	

- High	simula1on	costs:	6	weeks,	5000	cores

barrier

๏ rapid	design ๏ uncertainty	quan1fica1on

+ Indispensable	in	mission-cri1cal	applica1ons	
- High	fidelity:	large-scale	nonlinear	dynamical	system	models

Time-cri1cal	applica1ons

1

๏ stochas1c	op1miza1on
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ROM: state of the art 4

๏ Linear	1me-invariant	systems:	mature	[Antoulas,	2005]	
‣ Balanced	trunca1on	[Moore,	1981]	
‣ Empirical	balanced	trunca1on	[Willcox	and	Peraire,	2002;	Rowley,	2005]	
‣ Moment	matching	[Bai,	2002;	Freund,	2003;	Gallivan	et	al,	2004;	Baur	et	al.,	2001]	
‣ Loewner	framework	[Le]eriu	and	Antoulas,	2010;	Ionita	and	Antoulas,	2014]	
+ Reliable:	guaranteed	stability,	a	priori	error	bounds	
+ Cer1fied:	sharp,	computable	a	posteriori	error	bounds
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๏ Ellip1c/parabolic	PDEs:	mature	[Rozza	et	al.,	2008]	
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๏ Ellip1c/parabolic	PDEs:	mature	[Rozza	et	al.,	2008]	
‣ Reduced-basis	method	[Prud’Homme	et	al.,	2001,	Veroy	et	al.,	2003,	Barrault	et	al.,	2004]	
+ Reliable:	a	priori	error	bounds	
+ Cer1fied:	sharp,	computable	a	posteriori	error	bounds

๏ Nonlinear	dynamical	systems:	unproven	
‣ Proper	orthogonal	decomposi1on	(POD)–Galerkin	[Sirovich,	1987]	
- Not	reliable:	o]en	unstable	and	inaccurate	
- Not	cer1fied:	error	bounds	not	sharp
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+ Accuracy	
‣ Least-squares	Petrov–Galerkin	(LSPG)	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]
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Our research 5
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+ Accuracy	
‣ Least-squares	Petrov–Galerkin	(LSPG)	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

+ Low	cost	
‣ Sample-mesh	approach	[C.	et	al.,	2013†]

4

*	#2	most-cited	paper,	IJNME	2011
†	#1	most-cited	paper,	JCP	2013
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Captive-carry results 6

5

vor1city	field pressure	field

LSPG	ROM 
32	min,	2	cores

high-fidelity	
5	hours,	48	cores

+ 229x	savings	in	core–hours

+HPC	on	a	laptop

sample	
mesh
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Our research 7

+ Accuracy

6

*	#2	most-cited	paper,	IJNME	2011	
†	#1	most-cited	paper,	JCP	2013	
^	Featured	Ar1cle,	SISC	2015

Nonlinear	model-reduc1on	methods	that	are	
accurate,	low	cost,	cer1fied,	and	reliable
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+ Low	cost

‣ Structure	preserva1on	[C.	et	al.,	2015c^]

‣ LSPG	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

‣ Sample-mesh	approach	[C.	et	al.,	2013†]
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*	#2	most-cited	paper,	IJNME	2011	
†	#1	most-cited	paper,	JCP	2013	
^	Featured	Ar1cle,	SISC	2015

Online: compute forecast, use as initial guess

1 compute forecast by gappy POD in time domain:
match generalized unknowns at previous ↵ time steps
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Nonlinear	model-reduc1on	methods	that	are	
accurate,	low	cost,	cer1fied,	and	reliable

+ Low	cost

‣ Structure	preserva1on	[C.	et	al.,	2015c^]

‣ Leverage	1me-domain	data	[C.	et	al.,	2015b]

‣ LSPG	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

‣ Sample-mesh	approach	[C.	et	al.,	2013†]
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Sta1s1cal	error	modeling

Nonlinear	model-reduc1on	methods	that	are	
accurate,	low	cost,	cer1fied,	and	reliable

+ Low	cost

+ Cer2fica2on	
‣ Error	bounds	[C.	et	al.,	2015a]	
‣ Sta1s1cal	error	modeling	[Drohmann	and	C.,	2015]

‣ Structure	preserva1on	[C.	et	al.,	2015c^]

‣ Leverage	1me-domain	data	[C.	et	al.,	2015b]

‣ LSPG	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

‣ Sample-mesh	approach	[C.	et	al.,	2013†]
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Our research 7

+ Accuracy
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*	#2	most-cited	paper,	IJNME	2011	
†	#1	most-cited	paper,	JCP	2013	
^	Featured	Ar1cle,	SISC	2015

Questions?

ROM error modeling: M. Drohmann & KC, “The ROMES
method for statistical modeling of reduced-order-model error,” arXiv
e-print, (1404.0442), 2014.

ROM error control: KC, “Adaptive h-refinement for reduced-order
models,” arXiv e-print, (1404.0442), 2014.
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ROM	without	h-adap1vity

ROM	with	h-adap1vity

Nonlinear	model-reduc1on	methods	that	are	
accurate,	low	cost,	cer1fied,	and	reliable

+ Low	cost

+ Cer2fica2on	
‣ Error	bounds	[C.	et	al.,	2015a]	
‣ Sta1s1cal	error	modeling	[Drohmann	and	C.,	2015]

+ Reliability	
‣ A	posteriori	h-refinement	[C.,	2015]

‣ Structure	preserva1on	[C.	et	al.,	2015c^]

‣ Leverage	1me-domain	data	[C.	et	al.,	2015b]

‣ LSPG	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

‣ Sample-mesh	approach	[C.	et	al.,	2013†]
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*	#2	most-cited	paper,	IJNME	2011	
†	#1	most-cited	paper,	JCP	2013	
^	Featured	Ar1cle,	SISC	2015
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finite	volume	CFD

finite	volume	CFD

Nonlinear	model-reduc1on	methods	that	are	
accurate,	low	cost,	cer1fied,	and	reliable

+ Low	cost

+ Cer2fica2on	
‣ Error	bounds	[C.	et	al.,	2015a]	
‣ Sta1s1cal	error	modeling	[Drohmann	and	C.,	2015]

+ Reliability	
‣ A	posteriori	h-refinement	[C.,	2015]

+ HPC	implementa2on	
‣ Three	computa1onal-mechanics	codes

‣ Structure	preserva1on	[C.	et	al.,	2015c^]

‣ Leverage	1me-domain	data	[C.	et	al.,	2015b]

‣ LSPG	projec1on	[C.	et	al.,	2011*,	C.	et	al.,	2015a]

‣ Sample-mesh	approach	[C.	et	al.,	2013†]
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$3.1M Funding 8

2011–2014												LDRD:	Truman	Fellowship	
																																$260k/year	
																																3	postdocs,	1	summer	student	

2014–present							NNSA/ASC/V&V:	Fluid	dynamics	
$250k/year	
4	staff,	1	postdoc	

2014–present							NNSA/ASC/V&V:	Thermomechanics	
$425k/year	
3	staff,	2	postdocs,	1	summer	student	

2014–present							NNSA/ASC/V&V:	Nonlinear	model	reduc1on	
$200k/year	
2	staff,	1	postdocs,	1	summer	student	

2015–present							LDRD:	Model	reduc1on	in	extreme-scale	networks	
$500k/year	
3	staff,	2	postdocs,	1	summer	student

7
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Interdisciplinary team 9

Computa2onal	mathema2cs

Fluid	dynamics

Thermomechanics

Op2miza2on

Uncertainty	Quan2fica2on

8
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External collaborators 10

Faculty

Students	and	Postdocs

9
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Summary 11

๏ 15	publica1ons	
‣ Featured	ar1cle,	June	2015,	SIAM	J	Sci	Comput	
‣ #1	most	cited	paper,	2013,	J	Comput	Phys	
‣ #2	most	cited	paper,	2011,	Int	J	Numer	Meth	Eng	

๏ 35	presenta1ons	
‣ Keynote	lecture:	Model	Order	Reduc1on	&	Machine	Learning,	2016	
‣ 13	invited	talks	(including	MIT,	Stanford,	UC	Berkeley,	Cornell)	

๏ Implementa1on	in	3	HPC	codes	
๏ Team	and	funding	
‣ Span	research	and	development	spectrum		
‣ Range	of	real-world	problems	and	applica1ons		
‣ Internal:	13	staff,	6	postdocs	
‣ External:	13	faculty,	14	students/postdocs

10
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Questions?

ROM error modeling: M. Drohmann & KC, “The ROMES
method for statistical modeling of reduced-order-model error,” arXiv
e-print, (1404.0442), 2014.

ROM error control: KC, “Adaptive h-refinement for reduced-order
models,” arXiv e-print, (1404.0442), 2014.
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Online: compute forecast, use as initial guess

1 compute forecast by gappy POD in time domain:
match generalized unknowns at previous ↵ time steps
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12Proposed complexity-reduction method

approximated reduced
Lagrangian ingredients

reduced
Lagrangian ingredients

apply
Euler–Lagrange

equation

reduced-order
equations of motion

apply
Euler–Lagrange

equation

approximated
reduced-order

equations of motion

+ leads to N-independent cost

+ preserves Lagrangian structure

Preserving Lagrangian Structure K. Carlberg, R. Tuminaro, P. Boggs 17 / 34

GNAT

high-fidelity model
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