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Problem Results

Moving data is more expensive than computing Theoretical analysis of model 2D/3D problems
with it, and the problem is getting worse concludes that row-wise algorithm should be
used for AP and outer-product algorithm should

Data-intensive tasks are becoming more of a be used for P7(AP)
bottleneck for scientific computing applications Ratio
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The overall goal of this Truman project is to
address this problem for several fundamental
computations within scientific computing i by e e of e o e il
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Experimental analysis of model problems (using
Trilinos) confirms superiority of outer-product
algorithm for P7(AP), up to 2.8x speedup

R*(AP) Weak-Scaling - Outer-Product vs Row-Wise

This poster focuses on one particular problem:
sparse matrix-matrix multiplication (SpGEMM) in
the setup phase of algebraic multigrid (AMG)
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Experimental analysis of application problems
(from Nalu) demonstrates up to 2.5x speedup

R(AP) Weak-Scaling - Outer-Product vs Row-Wise

Approach

Nalu-Element —=—

 AMG setup is bottlenecked by SpGEMM, SpGEMM
is bottlenecked by interprocessor communication R TS R T
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« Kernel computation is triple product: A,=PT A, P,

« Key idea is to choose the correct algorithm for each Signiﬁ cance
SpGEMM to minimize communication

New algorithm for SpGEMM implemented in Trilinos

Row-wise Algorithm _ o ey
and Muelu for algebraic multigrid preconditioning l‘f

Using outer-product algorithm for P’(AP) resulted in
16% improvement in overall setup for Nalu problem P/

57 citations for 14 Truman project publications,
iIncluding 1 best paper award and 1 survey article

Communication-efficient algorithms demonstrated for
other computations, including dense matrix
multiplication, nonnegative matrix factorization, and
Tucker tensor decomposition
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