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ABSTRACT

The detection capability of the infrasound component of the International Monitoring System (IMS) is

tightly linked to the performance of its wind noise reduction systems. The wind noise reduction solution

implemented at all IMS infrasound measurement systems consists of a spatial distribution of air inlets con-

nected to the infrasound sensor through a network of pipes. This system, usually referred to as ‘‘pipe array,’’

has proven its efficiency in operational conditions. The objective of this paper is to present the results of the

comparison and validation of three distinct acoustic response models for pipe arrays. The characteristics of

the models and the results obtained for a defined set of pipe array configurations are described. A field

experiment using a newly developed infrasound generator, dedicated to the validation of thesemodels, is then

presented. The comparison between themodeled and empirical acoustic responses shows that two of the three

models can be confidently used to estimate pipe array acoustic responses. This study paves the way to the

deconvolution of IMS infrasound data from pipe array responses and to the optimization of pipe array design

to IMS applications.

1. Introduction

The infrasound component of the International

Monitoring System (IMS) consists of 60 stations, of

which 49 are already certified. Each of these stations is

composed of an array of infrasound measurement sys-

tems capable of recording micropressure changes pro-

duced at ground level by the propagation of infrasonic

waves. The primary objective of the IMS infrasound

network is the detection of infrasonic waves directly or

indirectly produced by nuclear explosions. However,

data from this network have also demonstrated their

value to a broad range of civil and scientific applications

(Le Pichon et al. 2010). One of the main challenges of

the infrasound technology is the high level of pressure

background noise commonly observed at the ground

level in the IMS frequency band (0.02–4Hz). Since IMS

infrasound stations are relatively sparse around the

globe, signals of interest usually travel for thousands

of kilometers through the earth’s atmosphere before

reaching the first IMS infrasound stations. The ampli-

tude of these signals is therefore significantly attenuated

before it is measured and usually relatively small com-

pared to average background pressure fluctuationsCorresponding author e-mail: Julien Marty, julien.marty@ctbto.org
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produced at the ground by wind turbulence (Walker and

Hedlin 2010). To observe signals of interest, it is there-

fore crucial to screen out as much as possible these

pressure fluctuations produced by wind turbulence. This

screening can be achieved through a combination of

advanced measurement systems and signal processing

techniques.

In the absence of wind turbulence, it is commonly

assumed that the background noise of pressure fluctua-

tions in the infrasound frequency band is mainly formed

by a superposition of pressure fluctuations produced by

the propagation of infrasonic waves coming from a

broad range of local, regional, and global sources. This

assumption is derived from the fact that coherent signals

at a scale much larger than the size of wind turbulence

structures can be generally observed in the entire IMS

frequency band for extremely low wind conditions

(Gabrielson 2011). This background noise of pressure

fluctuations produced by a superposition of infrasonic

waves is usually incoherent between the different ele-

ments of the same IMS infrasound station except in the

(0.1–0.4Hz) frequency band, which is also known as the

microbarom band (Willis et al. 2004; Le Pichon et al.

2006), and in the (1–10Hz) frequency band, where local

sources such as surf or man-made activities can regu-

larly dominate the pressure fluctuation spectrum (Le

Pichon et al. 2004; Garcés et al. 2006). When coherently

detected by the different elements of the same IMS in-

frasound station, such waves are categorized at pro-

cessing level in order to be distinguished from signals of

interest. However, as soon as the wind speed increases,

the background noise quickly rises well above these

background noise pressure fluctuations produced by

infrasonic waves and above the pressure fluctuations

produced by most signals of interest. The reason is that

wind-generated turbulence is by far the main source of

noise in the infrasound frequency band (Christie and

Campus 2010). Consequently, most efforts to reduce the

pressure background noise target wind-generated noise.

The size of the spatial structure of wind turbulence is

fortunately usually much smaller than that of infrasound

wavelengths at similar frequencies (Mack and Flinn

1971; McDonald and Herrin 1975). Spatial averaging

was therefore early identified as a very efficient tech-

nique to attenuate the amplitude of pressure fluctua-

tions produced by wind turbulence while preserving the

integrity of infrasound signals (McDonald and Douze

1971). To do so, spatial averaging must be performed

on an area large enough compared to the size of wind

turbulence but small enough compared to infrasound

wavelengths of interest. Most of the developed solutions

are mechanical systems in the form of a spatial distri-

bution of air inlets linked together through a network of

pipes (Daniels 1959; Burridge 1971; Grover 1971;

Hedlin et al. 2003; Alcoverro 2008) or in a form of wind

protection structures (barriers, domes, covers, etc.)

installed around the infrasound sensor (Hedlin and

Raspet 2003; Shams et al. 2005; Christie and Campus

2010). While wind protection has proven its efficiency in

reducing wind-generated noise, the size of the structures

required to achieve acceptable noise reduction in the

IMS frequency band and the sensitivity of the screening

material response to environmental conditions are still

obstacles to the implementation of these systems in

operational conditions. The technical solution, im-

plemented at all IMS infrasound stations, consists of a

spatial distribution of air inlets linked to the infrasound

sensor through a network of pipes. Such a system is

commonly referred to as a ‘‘pipe array.’’

In the course of the progressive establishment of the

IMS infrasound network, different pipe array designs

have been implemented at IMS infrasound stations

(Marty et al. 2012). An Infrasound Expert Group

Meeting was organized in Jordan in 2011 to review the

status of IMS wind noise reduction systems and to pro-

vide recommendations for optimizing pipe array design

to IMS applications (Marty et al. 2011b). One of the

main recommendations of this meeting was that the

provisional technical secretariat (PTS) of the Pre-

paratory Commission for the Comprehensive Nuclear-

Test-Ban Treaty Organization (CTBTO) is provided

with acoustic response models for pipe arrays. The ob-

jectives of this recommendation were manifold. The

Infrasound Expert Group reported that the proper

modeling of IMS pipe array responses would allow the

assessment of the performance of existing pipe arrays,

the improvement of pipe array design and the in-

tegration pipe array responses within overall infrasound

system responses in order to improve the quality of data

processing products.

The Infrasound Expert Group also suspected that a

number of pipe array designs implemented at IMS

infrasound stations had unstable phase responses,

leading to different responses between the different

measurement systems of the same infrasound station

(Marty et al. 2011a). Since the infrasound automatic

processing of the International Data Centre (IDC), lo-

cated in Vienna, Austria, is based on array processing,

unstable phase responses between the elements of the

same array automatically lead to increased error in the

computation of the wave parameters, if not to a non-

detection (Marty et al. 2013; Brown et al. 2014).

The Infrasound Expert Group therefore suggested

performing a benchmark study across three distinct pipe

array acoustic response models that were identified at

the time of the meeting (Alcoverro and Le Pichon 2005;
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Gabrielson 2013; Brown et al. 2014). It also recom-

mended experimental validation of the models. The

Infrasound Expert Group proposed to use a newly de-

veloped infrasound generator (Park et al. 2009) as a

stable source of infrasonic waves.

The objective of this paper is to present the results of

the comparison and validation of three acoustic re-

sponse models for pipe arrays. The models and their

characteristics are summarized in section 2. The models

are then run for different pipe array configurations with

the objective of highlighting the strengths and weak-

nesses of each model. The field experiment to validate

the models is detailed in section 3. Section 4 presents the

processing technique developed specifically for this ex-

periment with the objective of optimizing the compu-

tation of acoustic responses to time periods with high

signal-to-noise ratios (SNRs). Finally, the modeled and

empirical acoustic responses obtained from the models

and the field experiment, respectively, are compared in

section 5.

2. Modeling

Two main concepts must be taken into account when

modeling the acoustic response of a pipe array. The first

one is the spatial distribution of the air inlets with the

consequence that the input signal is generally not iden-

tical at all air inlets. The second one is the internal

structure of the pipe array, which impacts acoustic signal

propagation. Figure 1 summarizes these two general

concepts. The input pressure signal p(t) arrives at each

air inlet with a specific amplitude and time delay rep-

resented by the complex coefficients ak. It then propa-

gates within the pipe array with each propagation path

between an air inlet and the sensor measurement cavity

being represented by the transfer function Gk( f ). The

resulting output signal s(t) obtained in the sensor mea-

surement cavity is composed of the sum of all these

signals propagating within the pipe array.

The acoustic response models for pipe arrays de-

veloped by Alcoverro and Le Pichon (2005), Gabrielson

(2013), and Brown et al. (2014) will be referred to as

Models 1, 2, and 3, respectively, in the rest of the article.

Model 1 is based on a complete electroacoustic de-

scription of the pipe array with electrical equivalents for

all the system components, such as the air inlets, pipes,

manifolds, and sensor cavities. The use of a dissipative

transmission line model for pipes (Keefe 1984) allows

the introduction of viscothermal losses and time prop-

agation in the calculation. The system is then modeled

as a linear system with multiple inputs (the air inlets)

and one output (the sensor measurement cavity). For

each input the transfer function is calculated in the

frequency domain by connecting all other inputs to the

ground. The spatial distribution of the wavefield is taken

into account by introducing complex coefficients at all

inputs. The overall response is then given by summing

all elementary air inlet responses.

Model 2 also constructs the overall response by sum-

ming the individual air inlet responses. The air inlet

transfer function is derived from a series of transfer

matrices, each of them describing a system element

through a corresponding admittance. One of the main

differences between Model 1 and Model 2 is that Model

2 is based on local admittance rather than on a trans-

mission line model with loss. It therefore uses the exact

expression for the transition in circular pipes. Model 2

also takes into account adiabatic-to-isothermal transi-

tions inside cavities and computes the air inlet transfer

functions through the use of transfer matrices in lieu of

loop and node analysis in the case of Model 1. It must be

noted that Model 2 is the only one of the three models

that was made available to the CTBTO Preparatory

Commission. It was developed thanks to a voluntary

contribution of the United States to the Preparatory

Commission. The model is now available on demand to

all CTBTO authorized users, such as national data

centers and IMS station operators.

Finally, Model 3 considers the time delays resulting

from the spatial distribution of the air inlets, and as-

sumes an acoustic velocity that is dependent on the inner

pipe diameter and signal frequency as described by

Kirchoff’s transmission line model. However, the re-

maining propagation effects within the pipe array

structure are neglected. The input parameters of the

three models are summarized in Fig. 2.

Figure 2 shows that all models take into account the

spatial distribution of the air inlets. All models can also

compute the system response for a specific wave azimuth

and elevation angle. The spherical field and amplitude

attenuation options included in Models 1 and 2 were

developed for cases with nonplanar incident wavefields.

It will be seen in section 3 that both these options were

useful in the case of this study because of the nonplanar

wavefield produced by the infrasound generator de-

ployed during the field experiment. Models 1 and 2 also

FIG. 1. Schematic diagram of pipe array acoustic response models.
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take into account the acoustic properties of all compo-

nents of a pipe array, including air inlets, pipes, cavities,

and resonance suppressors. Resonance suppressors are

small devices that produce flatter resonances in pipe

array frequency responses (Hedlin andAlcoverro 2005).

Model 2 allows specifications of the air properties that

can significantly impact the pipe array response for

stations installed in extreme environmental conditions.

Finally, Model 1 includes models for wind-generated

turbulence and for simulating the efficiency of a pipe

array in terms of noise reduction. These two model

features will not be discussed in this paper because they

do not relate to the acoustic response of pipe arrays.

They are displayed in light gray in Fig. 2.

The acoustic response of pipe arrays usually takes the

form of a high-order low-pass filter with multiple reso-

nances toward the high-frequency part of the response.

Since the acoustic response of the standard IMS 18-m-

diameter configuration is, by design, close to unity in the

entire IMS frequency band (0.02Hz – 4Hz), the use of

such a configuration to compare and validate pipe array

acoustic models would not be very instructive. It was

therefore decided to define a set of six distinct configu-

rations that would generate a certain number of reso-

nances and damping effects in the infrasound frequency

band. The objective of including different pipe array

configurations in the comparison was to test the most

critical model components independently. The number,

length, and diameter of the system components with

significant impact on the system response were therefore

modified from one configuration to another. The di-

mensions of the components were also chosen in order

to accommodate deployment as part of the field exper-

iment, described in section 3. Figure 3 displays the

general design of the default pipe array configuration

used to validate acoustic response models. This config-

uration will be further referred to as ‘‘Config 1.’’ Table 1

describes the length and diameter of the three pipes of

Config 1. Config 1 does not include any resonance

suppressors (RS).

All five other pipe array configurations used to validate

acoustic response models derive from Config 1. They will

be referred to as Config 2 to Config 6. Only one compo-

nent was changed between one configuration and

another. The changes in characteristics for each config-

uration are described in Table 2. It can be seen that

Config 2 does not include pipe L3. Config 3 and Config 4

are similar to Config 1 with the addition of a resonance

suppressor in the manifold located at the center of the

pipe array (Fig. 3). The difference between Config 3

and Config 4 is the diameter of the resonance sup-

pressor: in the case of Config 3, it is adapted to the

lowest frequency resonance of the system, whereas

in the case of Config 4 it is not. Finally, Config 5 and

Config 6 have a reduced diameter for pipes L2 and

L3, and Config 6 includes an adapted resonance

suppressor.

Figure 4 represents the acoustic responses of the six

pipe array configurations to a planar and horizontal

wavefield as computed by the three different models.

The first striking observation when looking at all these

responses is that Model 1 (dark blue) and Model 2

(purple) provide almost identical results. The phase re-

sponses in particular perfectly overlap. The second

FIG. 3. Overview of default pipe array configuration used to vali-

date acoustic response models (Config 1).

TABLE 1. Length and diameter of Config 1 pipes.

Name Length (m) Diameter (mm)

L1 3 15

L2 15 15

L3 20 15

FIG. 2. Features of Models 1, 2, and 3. Features displayed in light

gray are not related to the acoustic response and will not be dis-

cussed in this study.
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general observation is that the acoustic responses com-

puted by Model 3 (light blue) are identical for the six

pipe array configurations. This is because the spatial

distribution of the air inlets is identical in the six con-

figurations and because Model 3 neglects most propa-

gation effects within the pipe array structure. The

impact of the air inlet distribution is high with a zero at

about 11.5Hz, which can be clearly observed in the

acoustic responses obtained from the three models and

for all pipe array configurations. However, the acoustic

responses obtained from Model 1 and Model 2 also

display a number of resonances and damping effects

with significant impact on the amplitude and phase re-

sponses. As seen in section 1, one of the primary ob-

jectives of this study is the proper modeling of IMS

acoustic responses because of their impact on IDC data

processing products. It appears that Model 3, which

neglects most propagation effects within the pipe array,

cannot be used to provide an accurate estimate of pipe

array acoustic responses. The rest of the comparison and

validation study will therefore focus on the results pro-

vided by Model 1 and Model 2.

Figure 4(1) displays a number of resonances, the

first ones peaking around 2.7, 5.5, 10.5, 15.1, and

18.6Hz. These resonances are mainly related to the

length of pipes terminated by low impedance (air inlet

or cavity). It can be seen in Fig. 4(2) that the first

resonance is shifted toward higher frequencies be-

cause L3 is removed from the configuration. Figure 4(3)

displays a similar amplitude response as Fig. 4(1) but

without the first resonance. This is due to the reso-

nance suppressor installed at the center of the pipe

array. While the first resonance is removed, the phase

response starts shifting around 0.2Hz instead of 1Hz

in the case of Fig. 4(1).

The installation of resonance suppressors at IMS

infrasound stations is still a controversial topic (Christie

and Campus 2010). Some consider that resonances in

the frequency response can affect the output of certain

detection algorithms by favoring certain frequency

bands in the detection. Since the background pressure

fluctuation spectrum is generally not flat, detection al-

gorithms are often applied on narrow frequency bands

in any case. If the advantages of adding resonance

suppressors are minor, the drawbacks can be signifi-

cant. The phase shifts associated with the use of such

devices have two major consequences. First, since the

phase shifts are not constant, the different frequency

components of the same signal are shifted with differ-

ent time delays. The form of the wave packet is there-

fore altered, leading to the misestimation of event

magnitudes. Second, by introducing a device with

such a small diameter, any minor partial obstruction of

the device would significantly distort the response of

the measurement system and lead to an increased error

in the computation of wave parameters, if not to a

nondetection (Alcoverro 2008; Marty et al. 2011a).

This can be clearly seen in Fig. 4(4), which displays the

acoustic response of Config 4. The only difference be-

tween Config 3 and 4 is the diameter of the resonance

suppressor, which is reduced by 0.6mm only. However,

the acoustic responses of the two configurations are

significantly different with a significant damping effect

starting around 0.2Hz as well as a phase shift starting

around 0.05Hz in case of Config 4. The use of a reduced

diameter for the resonance suppressor indeed acts as an

additional low-pass filter. This confirms the risk of

significantly altering the system response and therefore

data processing results when using resonance sup-

pressors in operational conditions. A simple particle

(moisture, dirt, humidity) with a diameter of a few

tenths of a millimeter and stuck in the resonance sup-

pressor would completely modify the overall system

response. Such particles were found within some op-

erational IMS pipe arrays, and the impact on the

overall system response and on the results of the IDC

automatic processing are clearly demonstrated (Marty

et al. 2011b, 2013). For this reason, since 2012 reso-

nance suppressors are not installed anymore at IMS

infrasound stations. However, they remain at a number

of historical IMS infrasound stations and are pro-

gressively removed as the stations are upgraded.

Figures 4(5) and 4(6) display the acoustic responses

of Config 5 and Config 6, respectively. Both these

configurations use 8-mm-diameter pipes for pipes

L2 and L3 instead of 15mm for the default configura-

tion. This feature also acts as an additional low-pass

filter, attenuating the resonance peaks and the rest of the

TABLE 2. Changes in characteristics between Config 2–6 and Config 1.

Name L2 diameter (mm) L3 diameter (mm) L3 length (m) RS diameter (mm) RS length (mm)

Config 2 — — 0m — —

Config 3 — 2 50

Config 4 1.4 50

Config 5 8 8 — —

Config 6 8 8 1.4 42
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high-frequency part of the acoustic response. Figure 4(6)

does not display the first resonance peak due to the use

of a resonance suppressor in the center of the pipe ar-

ray. To conclude, the six pipe array configurations

clearly produce distinct acoustic responses. Models 1

and 2 providing extremely similar results for the six

configurations; the next step of this study consists of

comparing the modeled acoustic responses with em-

pirical responses obtained through a series of field

measurements.

3. Field experiment

As discussed in section 1, the background pressure

fluctuations produced by wind-generated turbulence are

by far the main source of noise in the infrasound fre-

quency band. Pipe arrays are used to spatially average

these background pressure fluctuations and improve the

SNR for infrasound arrivals. Tomeasure the response of

pipe arrays to acoustic signal arrivals and not to wind

turbulence, it is essential to work with infrasound signals

FIG. 4. Acoustic responses 1–6 to a planar and horizontal wavefield computed with Model 1 (dark blue), Model 2

(purple), and Model 3 (light blue) for Config 1–Config 6, respectively.
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only. To do so, two methods were considered. The first

method consists of using as a source the background

pressure fluctuations recorded during time periods with

extremely low wind conditions (Gabrielson 2011). As

seen in section 1, acoustic signals are responsible for

most of the background pressure fluctuations when wind

turbulence vanishes. The second method involves using

an infrasound generator. Neither of these two methods

however relies on knowing the absolute source level.

This is not realistic in case of the background pressure

fluctuations, and the uncertainties around propagation

effects would also make it difficult in the case of the

signals produced by the infrasound generator. Both

methods are in fact based on the comparison between

themeasurements of two parallel systems: an infrasound

sensor linked to the pipe array under test and an open

infrasound sensor installed at the center of the pipe ar-

ray. The ratio of the two systems’ responses therefore

corresponds to the pipe array response provided that the

input signal is purely acoustic.

To validate the pipe array acoustic models, a high

SNR is required in the entire frequency band of interest.

While the method based on background noise mea-

surements for extremely low wind conditions can pro-

vide good results in some parts of the frequency band

(Gabrielson 2011), it can require measurements over

long time periods and does not always allow for the

accurate estimation of the response at all frequencies. In

addition, the level of the background pressure fluctua-

tions for extremely low wind conditions can sometimes

be below the self-noise of the MB2005 infrasound sen-

sors used for this experiment, especially above 1Hz

(Christie and Campus 2010). Since a high SNR is re-

quired in the entire frequency band of interest, it was

decided to use an infrasound generator to measure pipe

array acoustic responses.

A broad range of low-frequency loudspeakers were

produced over the last 30 years, some of them having

the capability to project high-intensity infrasound to

frequencies down to 10Hz (Neill 1993). Recently, an

alternative technology consisting of a baffled fan with

dynamically controlled blade pitch was proposed by

Park et al. (2009). This device, referred to as ‘‘rotary

subwoofer,’’ is capable of producing higher acous-

tic particle velocities than conventional transducers,

which translate into higher radiated sound pressure

levels. In order for the device to radiate as a simple

source, the flow from the back side must be contained

so that the acoustic radiation is only from the front side.

This requires a substantial volume: the volume of the

trailer is shown in Fig. 5. This volume is approximately

9.14m3 18.3m3 4.3m. Only one prototype device set

up at the Infrasound Laboratory of the University of

Hawai‘i at M�anoa was available worldwide at the time

of the experiment.

The experiment was carried out from 18 to 20 July

2012. All components of the six pipe array configura-

tions were supplied by the Commissariat à l’énergie
atomique et aux énergies alternatives (CEA), France.

The air inlets, manifolds, and resonance suppressors

were custommade for the experiment and stainless steel

in construction. The pipes were industrial rubber hoses

(Trelleborg 2016). The CEA also provided six sets of

Martec MB2005 infrasound sensors and Nanometrics

Taurus 24-bit digitizers. Whereas IMS infrasound data

are usually sampled at 20Hz, in the case of the field

experiment it was decided to sample data at 100Hz in

order to measure more than the first two resonances

of the pipe array acoustic responses. To protect the

equipment from direct sun radiation, both the sensor

and digitizers were covered with plastic boxes (Fig. 6).

The infrasound generator was initially deployed at

about 150m from the pipe array. At such a short dis-

tance from the source, it was anticipated that the

wavefield could not be assumed to be planar. It was

therefore decided to install five open reference systems

across the pipe array to have the capability to estimate

the shape of the wavefield. A reference system was in-

stalled at the center of each of the four rosettes and one

was installed at the center of the pipe array. Each of the

reference systems was composed of a MB2005 sensor

linked to a single air inlet through a 10-cm-long pipe.

The deployment of several reference sensors was also a

good opportunity to improve the SNR by stacking the

signals of the reference sensors and creating a virtual

reference sensor.

Whereas the infrasound generator can generate

monochromatic signals that can be detected at several

FIG. 5. Rotary subwoofer of the Infrasound Laboratory of the

University of Hawai‘i at M�anoa.
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kilometers with infrasound measurement systems, in-

cluding pipe arrays (Park et al. 2009), the average

pressure levels recorded by the open reference sensors

during the experiment were most of the time above the

amplitude of the signals produced by the infrasound

generator in the initial setup. This was also because the

wind velocity was quite high during the field experiment,

leading to a high level of background pressure fluctua-

tions. It was therefore decided to bring the generator

closer to the pipe array at a distance of about 23m from

the center of the pipe array. We will see in section 4 that

the source is modeled as a point source of spherical

waves. The criterion for validity of this approach is the

Rayleigh distance (Blackstock 2000), which is equal to

the radiating area of the source divided by the acoustic

wavelength. The point source approximation is valid for

distances greater than the Rayleigh distance. In the case

of this experiment, the Rayleigh distance did not

exceed a fewmillimeters, which is at least three orders of

magnitude smaller than the distance between the gen-

erator and the closest inlet port. Constructive and de-

structive acoustic interferences were also not considered

in this study due to the very small distance between the

air inlets and the ground in comparison with the wave-

lengths produced by the generator.

As for the signal shape, both monochromatic and

swept-frequency cosine (chirp) signals were generated

during the field experiment. While monochromatic

signals allowed for the accurate computation of single-

frequency points of the acoustic responses, the genera-

tion of 5-min chirps with a frequency ranging from 0.4 to

20Hz proved to be a good time–quality compromise for

estimating pipe array acoustic responses in the entire

frequency band of interest. For each pipe array config-

uration, 10 chirps were generated consecutively.

4. Processing technique

Figure 7 displays a schematic diagram of the field

experiment. As in Fig. 1, p(t) represents the input signal,

au,k represents the complex coefficients associated with

the spatial distribution of the wavefield, and Gu,k( f )

represents the transfer functions of the paths between

each air inlet and the sensor measurement cavity. The

main difference between the diagrams for the pipe array

acoustic models (Fig. 1) and the field experiment (Fig. 7)

is that in the case of the field experiment, background

noise pressure fluctuations wu,k(t) are measured at each

air inlet in addition to the acoustic input signal. The

transfer functionHu( f ) of the sensor and digitizer is also

included and the resulting output signal writes xu(t).

Subscripts u and r are used to differentiate whenever

necessary the system under test (with pipe array) from

the reference system, respectively. The coefficient as-

sociated with the wavefield spatial distribution writes ar,

the transfer function of the small pipe and air inlet writes

Gr(f ), the transfer function of the sensor and digitizer

writes Hr( f ) and the resulting output signal writes .

The objective of the field experiment is to measure the

response of the different pipe array configurations to the

acoustic signal produced by the infrasound generator

through the comparison of the output signals xu(t) and

xr(t). To do so, it is necessary to make a number of as-

sumptions. First, it is considered that the wavefield

produced by the infrasound generator is perfectly cir-

cular around a single source point, which is the center of

the rotary subwoofer, and that the amplitude of the

wavefield decreases in 1/r, where r is the distance from

the generator. This assumption derives from the char-

acterization by Park et al. (2009) of the wavefield pro-

duced in near field by the infrasound generator up to

16Hz. It allows for computing all au,k and ar coefficients.

The second assumption is that all background noise

pressure fluctuations wu,k(t) and wr(t) are stationary

processes with zero mean completely uncorrelated

FIG. 6. Overview of the experiment setup. The pipe array is laid

on the ground. Sensors and digitizers are covered by plastic boxes.

The plastic boxes near the center of the array include power and

communication system equipment.

FIG. 7. Schematic diagram of the field experiment.
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between each other and with the input signal p(t) pro-

duced by the infrasound generator. It could happen that

wu,k(t) andwr(t) signals are correlated in the case of very

low wind velocities because wind-generated turbulence

would vanish and the background noise pressure fluc-

tuations could be partially composed of acoustic signals.

However, the experiment was carried out at a few me-

ters from the seashore (Fig. 6), and the main source of

pressure fluctuations was clearly wind-generated tur-

bulence. This was verified by looking at the spectral

levels of xu(t) and xr(t) before and after each acoustic

sequence produced by the infrasound generator. Back-

ground noise pressure fluctuations wu,k(t) and wr(t)

could also be found correlated in low frequency when

the size of the turbulence becomes greater than that of

the pipe array. For the purpose of this field experiment,

it was decided to use a pipe array with a diameter (36m)

twice larger than that of the standard IMS pipe array

diameter (18m). With such a diameter it was estimated

that wind turbulence could be seen as partially coherent

over the scale of the pipe array below 0.2Hz (Charbit

et al. 2015). This was found acceptable, since the re-

sponse of the pipe array at these frequencies is very close

to unity and the field experiment was not tuned to

the estimation of acoustic responses below 0.2Hz in

any case.

The transfer function Gr( f ) was modeled and then

measured during the experiment. It showed to be equal

to unity up to 50Hz and can therefore be removed from

the system. The transfer functions of the sensors and

digitizersHu( f ) andHr( f ) were also precisely measured

in the laboratory before and after the field experiment.

They were also estimated on-site just before starting the

experiment. In addition, theMB2005 infrasound sensors

used during the experiment are known for the stability

of their response through time and their very limited

sensitivity to environmental conditions (Marty et al.

2010; Ponceau and Bosca 2010; Hart et al. 2013). We can

therefore confidently assume that the two transfer

functionsHu( f ) andHr( f ) were known at the time of the

field experiment.

Now under these assumptions, if at any point in time

the following condition is met

g
pp
( f ) � �

M

k51

ja
u,k
j22

s
u,k
( f ), (1)

then the acoustic response of the pipe array under test
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( f )5 �
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k51

a
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can be uniquely determined from
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g
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r
( f )

H
u
( f )

(3)

with gpp, guu, and su,k as the autospectra of p(t), xu(t),

and wu,k(t), respectively; and gur is the cross-spectrum

between xu(t) and xr(t). Condition (1) means that the

amplitude of the background atmospheric pressure

fluctuations recorded by the system under test must be

negligible compared to the amplitude of the signal

produced by the infrasound generator. While this would

have been difficult to achieve with an open sensor, the

noise reduction performed by the pipe array allowed for

meeting this condition during the entire field experi-

ment. This was verified by looking at the spectral levels

of xu(t) just before and during each test. Condition (1)

was fulfilled during each of the tests but only around the

central frequency (and harmonics) of the signal pro-

duced by the infrasound generator. Since chirps were

produced by the infrasound generator, the signal central

frequency varied through time. To identify the parts of

the time–frequency space where condition (1) was met,

the time–frequency space was split into small time–

frequency windows.

The next step was then to identify the time–frequency

windows for which condition (1) was met. To do so, one

technique consists of looking at the coherence between

signals xu(t) and xr(t). This method proposed by

Gabrielson (2011) is based on the fact that xu(t) and xr(t)

are coherent in presence of acoustic signals but not in

the presence of pressure fluctuations produced by wind

turbulence. As discussed above, there are some limita-

tions below 0.2Hz due to the size of the wind turbulence

relative to the size of the pipe array, but those do not

apply to the frequency band of interest of this experi-

ment. The computation of the coherence between sig-

nals xu(t) and xr(t) was therefore seen as a good

mechanism to identify time–frequency windows with

high SNRs.

Figure 8 represents the summary of the processing

steps described above, including specific parameter

values chosen for processing the data from the field

experiment. The variables are replaced by their non-

parametric estimates computed with Welch’s (1967)

method. The measured signals xu(t) and xr(t) are first

sliced by time intervals i of 32-s duration with 75%

overlap. The objective of this segmentation is to identify

time–frequency windows with high SNRs. For each time

interval i, the power spectral densities (PSD) guu,i( f ) and

grr,i( f ) and the cross power spectral density (CPSD)

gur,i( f ) of signals xu,i(t) and xr,i(t) are estimated using

Hanning windows of 8-s duration and 75%overlap. PSD

and CPSD calculations are then used to estimate the

frequency response Gu,i( f ) as per Eq. (3) and the
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coherence Cur,i( f ) between signals xu,i(t) and xr,i(t).

Once frequency responses and coherence values are

computed for all intervals i, indexes (i, f ) for which

Cur(i, f ) . 0.98 are selected (displayed in orange in

Fig. 8 matrices). The threshold of 0.98 typically allows

for ensuring that condition (1) is met. The selected in-

dexes are then used to identify time–frequency windows

for which condition (1) is verified in the frequency re-

sponse matrix Gu(i, f ). These selected time–frequency

windows are finally averaged over time in order to

derive a composite response computed on windows with

high SNRs only for the system under test.

5. Data analysis

Figure 9 represents the coherence matrix Cur(i, f )

computed during the chirps produced by the infrasound

generator. The chirps can be clearly seen in dark red

because they correspond to a period of high SNR and

therefore of high coherence. The chirp maximum fre-

quency was 20Hz. However, it can be seen that a num-

ber of high-frequency harmonics are also produced by

the infrasound generator, allowing for identification of

time–frequency windows with high SNRs up to 50Hz.

Below 0.8Hz, the signal amplitude was not always high

enough compared to background pressure fluctuations

to reach a coherence level above 0.98 for each chirp it-

eration. This was the reason for generating a number of

consecutive chirps. As a result, time–frequency windows

with a coherence level above 0.98 were identified for

each frequency beam between 0.4 and 50Hz and for

each pipe array configuration.

Figure 10 represents the measured (green) and mod-

eled (Model 1—blue, Model 2—purple) acoustic re-

sponses for the six pipe array configurations. The most

striking observation is the near-perfect overlapping of

the measured and modeled phase responses for the six

configurations. Another general observation is that no

zero appears in the pipe array response compared to the

responses displayed Fig. 4. This is due to the nonplanar

shape of the wavefield produced by the infrasound

generator (Park et al. 2009) and to the use of a combi-

nation of sensors as reference to increase the SNR (see

section 3). The measured amplitude responses also

match very well the modeled ones for the six configu-

rations. All resonances and damping effects are properly

retrieved on both modeled and measured responses. A

slight attenuation of the measured responses compared

to the modeled ones can be observed beyond 20Hz for

Config 1–Config 4. This could be explained by several

factors. First, the wavefield produced by the infrasound

generator has not been characterized above 16Hz and

its shape could be different from the modeled one.

Second, the wave amplitude attenuation factor with the

distance could be slightly higher as the frequency

increases.

A different damping effect that started around 2–4Hz

can be observed for Config 5 and Config 6. This

FIG. 8. Summary of the processing steps for estimating the acoustic response of the pipe array under test.
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difference can most probably be explained by the

extreme sensitivity of the pipe array response to pipe

diameters below 10mm. Reducing the L2 and L3 pipe

diameters by a few tenths of millimeters would make

the modeled and measured responses match per-

fectly. The sensitivity of the pipe array response to

pipes with small diameters was already highlighted

by Alcoverro (2008). For this reason, pipe arrays in-

stalled at IMS infrasound stations usually have a di-

ameter greater than 13mm and most of them are

made of stainless steel or installed underground to

limit thermal expansion. However, the pipes used for

this temporary experiment were rubber hoses laid out

directly on the ground with no protection from direct

sun radiation. It is therefore probable that the pipe

diameters slightly varied through the day. Since pipe

diameters were not precisely measured at the time of

the experiment, the diameter of 8mm as provided

by the manufacturer was kept in the models for the

purpose of comparison. What can be learned from

this experiment is the importance of using in opera-

tional stations pipes with a diameter large enough so

as to not affect the pipe array response in the case of

minor fluctuations of the pipe diameter. Despite these

minor differences, the modeled and empirical re-

sponses are fitting almost perfectly together for all

pipe array configurations. This demonstrates that

Model 1 and Model 2 can be confidently used to es-

timate the acoustic response of pipe arrays in the in-

frasound frequency range.

6. Conclusions

In this paper the characteristics of three acoustic re-

sponsemodels for wind noise reduction pipe arrays were

described. The three models were then used to compute

the acoustic responses of six distinct pipe array config-

urations. The results provided by two of themodels were

extremely similar. The third model however showed

limited capabilities because of the nonconsideration of

the main propagation effects within the pipe array

structure. To validate the results provided by the two

models in agreement, a field experiment was conducted.

The measurements recorded by the system under test

and the reference system were compared through a se-

ries of processing steps developed specifically for the

purpose of this experiment. The modeled and measured

acoustic responses appeared to fit extremely well for the

six pipe array configurations. This showed that the

models developed by Alcoverro and Le Pichon (2005)

and Gabrielson (2013) can be confidently used to esti-

mate the acoustic response of pipe arrays in the infra-

sound frequency band.

The modeling of the acoustic response of different

pipe array configurations also allowed for highlighting

the extreme sensitivity of the pipe array response to

certain system components, such as resonance suppres-

sors. The IDC infrasound automatic processing software

being based on array processing is essential to ensure a

stable phase response between all the measurement

systems of the same infrasound array. The stability of

FIG. 9. Coherence matrix Cur(i, f ) during chirps produced by the infrasound generator.
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the response of IMS sensors and digitizers is thor-

oughly tested before the equipment is approved for

deployment in the IMS network and regularly verified

through the life cycle of the equipment. However, it is

much more difficult to control the acoustic response of

the pipe array to ensure that it continuously remains

within IMS requirements. To do so, several technical

solutions were implemented since 2012. First, as the

model developed by Gabrielson (2013) was made

available to the PTS, it has since then be used to op-

timize the design of IMS pipe arrays to detect infra-

sound signals in the (0.02Hz – 4Hz) frequency band.

Second, the standard IMS pipe array design has

evolved toward the use of more robust components

and materials to ensure system stability through time.

Third, a calibration capability was successfully im-

plemented at the first IMS operational infrasound

station in 2015 (Charbit et al. 2015; Kramer et al. 2015).

FIG. 10. Acoustic responses 1–6 measured (green) and modeled (Model 1—blue, Model 2—purple) for Config

1–Config 6, respectively.
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It allows for measuring on a regular basis the full fre-

quency response of all the infrasound measurement

systems installed at the station, including the pipe array.

This capability is planned to be progressively rolled out

through the IMS infrasound network.

The validation of acoustic response models for pipe

arrays also paves the way to the integration of pipe array

responses within IDC response files. The IMS data are

available to all State Signatories and are provided to-

gether with response files for each channel of each sta-

tion. However, up to now IDC response files only

include sensor and digitizer responses for infrasound

channels. Although the acoustic response of the new

standard IMS pipe array system is close to one across the

entire IMS frequency band, it departs from unity at

higher frequencies. This information is of interest to the

scientific community working on local infrasound sour-

ces and could be included in IDC response files. Fur-

thermore, some historical IMS infrasound stations

include pipe arrays with large diameter and nonflat

acoustic responses in the IMS frequency band. The use

of such a pipe array therefore has a significant impact on

the output of the IDC automatic processing software.

The issue with such historical systems is that the acoustic

response of the pipe array significantly depends on the

wave elevation angle, especially at high frequencies

(Hedlin et al. 2003). If, for such systems, the pipe array

response were added to IDC response files, it would

have to be the response for a defined wave elevation

angle, such as the averaged elevation angle for strato-

spheric arrivals. This would not provide accurate re-

sults for all arrivals but would already constitute an

improvement from completely neglecting pipe array

responses in the IDC automatic processing. It must be

noted that, since 2012, these historical large diameter

pipe arrays are progressively replaced with standard

systems as they reach the end of their life cycle.

Finally, it must be noted that pipe arrays are not the

only wind noise reduction systems present at IMS

infrasound stations. These are often installed in combi-

nation with additional systems or environmental factors

that help reduce wind-generated noise, whether they are

man-made (gravel over air inlets) or natural (vegetation,

snow, etc.). Some efforts have been made over the last

few years to characterize the effects of such systems on

noise reduction (Raspet and Webster 2015; Denis and

Le Floch 2015), but their impact on acoustic signals has

not up to now been thoroughly characterized. Future

studies could, for example, consider optimizing gravel

size and quantity over air inlets or ensuring that in-

frasound measurements are not significantly affected

by certain snow conditions with the final objective of

ensuring that IMS infrasound stations continuously

fulfill IMS operational requirements and deliver high-

quality data.
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