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What makes it a service

 Instant Benefit
 System Administrator can install the forwarder and will begin 

receiving directed emails about log events with no other configuration 
required

 Provide the admin increased knowledge from log data

 Save admin the time required to review all logs

 Easy to Setup for the client
 Don’t burden admin to get these result



What it takes to offer the service

 Infrastructure overview

 Getting data in

 Getting good information out

 Get targeted information into right hands

 Identify missing data



Infrastructure Overview

 Multiple dedicated indexers
 SSD – Hot storage

 SAN – Cold Storage

 Dedicated Search Head

 Dedicated Deployment server

 Syslog forwarder
 Linux syslog-ng

 Multiple instances of universal forwarder 
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Infrastructure – User Access

 Allow users capability for Ad-Hoc access to data where they 
have Need-to-Know

 Indexes to create NTK boundaries
 Can also define special retention periods

 Roles assigned to specific indexes

 AD Group assigned to role

 User assigned to 1 or more AD groups.  
 Permission sets are added if user belongs to multiple roles
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Getting Data In

 Use forwarders where possible
 Cache data when connection fails

 Compress data before sending and load balance with indexers

 Acknowledge data successfully written

 Use Deployment Server to push common configurations
 Can configure deployment client name to identify special 

serverclasses

 Follow Common Information Model
 Make the effort now

 Regret it later

 P.S.  I know which one you should choose from personal experience
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Getting Data In

 How much data are we talking about
 3000 hosts

 2500 source types

 1.2 Billion events / Day
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What to do with all that Data

 Nobody can review all of it

 Do we even know what to look for

 Does each admin interpret the data the same way

 Solution
 Brainstorm ideas with other admins

 Decide what you would like to have reported

 Turn it into a service

 Improve the results

 Provide targeted results to all admins
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What to search for

 Think about what you would want to have reported

 Randy Franklin’s www.ultimatewindowssecurity.com

 SANS

 Request from other admins
 As requests come in, decide if it would be beneficial to everybody
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Improve the results

 Don’t return a table of all events

 Apply statistics to aggregate the data

 Incorporate external data to enhance results

 Evaluate the data to highlight important aspects

 Examples
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Logins
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System Events

 Disk Errors
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 Installed applications

 Host Stopped sending logs



Get the information into the right hands

 Dashboards
 Build searches based on sourcetypes

 Build panels from specific CIM fields

 Add dropdown or selectors so admins can limit returned info

 Roles will limit the searches to just the data they have NTK 
for.
 This will allow each dashboard to be built generically

 Information returned will be specific to user logged in

13



Get the information into the right hands

 Scheduled Searches – This is where our service shines
 Define the owner of each system/account using external data

 Inventory database, AD, LDAP, CSV files

 Add owner email as field in each event

 Email results directly to responsible parties with the “SendTo” app

 Groups results by email address then creates html email with results

 Admins are not burdened with unimportant noise
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Identify and report missing data

 An admin that relies on results will be blind if data is incorrect

 Items to account for
 Systems that stop sending log data

 Systems that have a different hostname vs Splunk name or inventory 
name

 Systems without a valid email address field

 Indexing delays longer than reporting periods

 Hosts sending data to the wrong index
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Summary

 Plan index and roles to match NTK

 Follow Common Information Model for field extractions

 Build searches to be specific
 Remove noise without removing important information

 Use external data to supplement reports

 Use SendTo app to email appropriate admins
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Questions?

Contact Info:

Edward (Eddie) Roberts

Sandia National Laboratories

505-284-3851

eddie@sandia.gov
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