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= Qverview of Testing Services

= |oad/Stress Testing

= Application Performance Troubleshooting
= Application Security

= Discussion




Why offer performance and Security @,
testing services?

Performance and security testing services use expensive tools
and require specialized training. It is more cost efficient to train
a few staff and offer testing as a service

= Application Performance — Load/Stress testing

= QObjective: Verify performance for expected production load and
growth

= Transaction Analysis Baselining and Troubleshooting

= QObjective: Troubleshooting of transaction issues for multi-tiered
applications

= Application Security

= QObjective: Identify potential security weaknesses in applications prior
to production deployment
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= Service

= Load — Can system handle anticipated real-world load? Design & Script

= Customer requirements to model
— How often is high volume business process executed in 1 hour
— How long does it take to execute the high volume business process
— What is the maximum allowed transaction response time?

= Stress —How much more load can the system handle before Execute Test
performance and functionality is compromised? =3

= Protocols: Web applications, web services, and mobile web

=" Limitations l

= The tool doesn’t automatically identify the root cause of issues  analyze resuits
. . . . .- & report
= Risk: Only high volume business processes are identified b

Tool: HP LoadRunner




Load/Stress Testing Analysis )i

= Example of application performance hitting a breaking point

= Trafficis at full load and response times are steady, then at a certain time the
application hits a breaking point, response times spike to large amount

Running Vusers - Average Transaction Response Time - ALL BP
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Load/Stress Testing Analysis Cont... [@E&:.

= Another example of application performance hitting a breaking point
= Trafficis increasing (vusers ramping up: green steps)

= Application hits breaking point (~50 vusers: red arrow) — Response times increase
significantly

Running Vusers - Average Transaction Response Time - ALL BP
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Load/Stress Testing Analysis Cont...

Average Transaction Response Time

Example: Adding more memory only delays the problem

Average Transaction Response Time
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Load/Stress Testing Analysis Cont...

=  Performance Degradation
=  Performance stable

= Passing transactions
increasing

= Performance degrading

= Failing transactions start
(red arrow); application
response times increase

= Performance Breaking
Point

= Passing transactions
decrease; and failed
transactions increase
(blue arrow); application
response times spike to
large amounts

= At this point, application
is not responding

Running Vusers - Average Transaction Response Time
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Transaction Analysis Baselining and @i
Troubleshooting

* Transaction Analysis/Baseline Service

= Used when a transaction is known to be slow and the slowness is
not load-related. Determine how much time is spent at each tier
of a transaction.

= When

= Dev/Qual/Prod — when transaction is known to be slow or for
baselining transactions to compare performance over time.

= Limitations
= Troubleshooting requires collaboration with developer and other
service providers
= Tier Processing is a black box
= Difficult to isolate transaction on multi-use servers
= Customer may not know all servers for transaction

= Sometimes issues are on servers unknown to customer
Tool: Riverbed Transaction Analyzer (packet sniffing technology)



Example Transaction Analysis ).

L‘ls 1.‘2 1,|3 1]4 LFS LIE 1.‘7 L‘B 19s

LT

sostcaenpmiontacn: | 4 oyes T 103500 + sorum 1+ oo 4 e
Deperntency delays: | NemmorkDelay Asplcafion Deloy  User Thik Trme Delay

Initial troubleshooting shows tier processing on the application server
Tool Limitation: Cannot determine the exact issue on the application server

Dig Deeper...
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Transaction Analysis — Dig Deeper
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Returned to the original packet trace files and determined that Application Server

is communicating with Authentication Server.
Issue: Authentication is taking too long
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Web Application Scanning ).

= Security needs to be integrated into the all phases of the
software development lifecycle

= Service

= Testing a deployed application for security weaknesses. Tool

identifies potential security weaknesses. Weaknesses need to be
verified.

= When
= At baselines during software development in quality environment
= Limitations

= Tool does not identify design flaws, access control issues, or if

external resources (e.g. *.js, *.css from internet) are being pulled
into application

= Security tools have false positive

Tools: Burp Suite, NetSparker




Burp Suite Demonstration
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Testing Team Interfaces & Dependencies

Test
Test Request Request Completed
SUT Business Processes Processes for: Corporate Policy System
SUT Input Data System Admins Middleware Admins Solution Delivery Lifecycle
Database Admins  Virtual Machines Admins
Networking ITSM Change Management
Cyber Security EMTS Team Process
Service Management and Monitoring
Guides
| 0]
System Under Test (SUT) U
N
SUT Web Server T
SUT Aobb S P P SUT Testing Report
erver . .
op U EMTS Testing Services
SUT Database U
T
S T
S
Enablers
System Administrators
Testing Tools Middleware Administrators
Testing Machines Database Administrators
Trained Tester Application Monitoring Center
Customer Networking
Cyber Security
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Discussion Topics

= Does anyone at your site offer load/stress, troubleshooting,
or application security scanning services?

= What types of issues have you encountered? (e.g., funding,
training, customer expectations, tools)

= What type of tools do you use?
= How do you communicate your services to customers?

= Anyideas on how National Laboratories can collaborate in
testing areas?




